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Abstract

This paper presents work towards a morphologi-
cal transducer for Hän, a Dene language spoken
in Alaska and the Yukon Territory. We present
the implementation of several complex morpho-
logical features of Dene languages into a morpho-
logical transducer, an evaluation of the transducer
on corpus data, and a discussion of the future uses
of such a transducer towards Hän revitalization ef-
forts.

1 Introduction

In this paper, we present work towards a morpho-
logical transducer for the Dene language Hän. The
paper provides background on Hän, data collection,
and morphological transducers (§2); overviews deci-
sions made during implementation as well as our ap-
proaches to various challenges presented by Hän mor-
phology (§3); and offers a preliminary evaluation (§4),
directions for future work (§5), and some concluding
thoughts (§6). The eventual goal is for this transducer
to complement ongoing revitalization efforts.

2 Background

2.1 Hän

Hän (ISO 639-3: haa) is a Dene (more specifically,
Northern Athabaskan) language spoken in the Na-
tive Village of Eagle in Alaska, USA, and in Moose-
hide, Yukon Territory, Canada. Hän is a critically en-
dangered language, with only five remaining native
speakers. While the number of native speakers is low,
the communities in both Eagle and Moosehide are
both engaged in significant revitalization efforts, in-
cluding locally taught introductory language courses,
language teacher training, and the creation of learning
materials (lessons, textbooks, flashcards, etc.).

The primary complication in the process of learn-
ing (and thereby also in the process of revitalizing)
an Athabaskan language is the rather complex verbal
morphology. Verbs often surface with a string of both

derivational and inflectional prefixes, which can be
difficult for speakers of less-inflecting languages such
as English. The complexity of Hän verbs stands in
stark contrast to every other lexical category, which
are at most bimorphemic.

In order to progress the community’s revitalization
efforts, there is a clear need for an understanding of
Hän’s verbal morphology. Understanding the inner
workings of verbs has been a long-standing battle for
many Athabaskan languages (see Rice, 2000, for an
overview of many of the relevant works), and Hän is
no exception. We intend for this transducer, and the
resources which stem from it, to clarify the inner work-
ings of the Hän verb as an aid to future Hän language
learners.

Table 1 presents the structure of verbs in Hän, with
some example verb forms broken down accordingly
in Table 2. Each cell represents a distinct morpheme
“slot”. Many of the slots are optional—a valid verb
form must contain at a minimum a stem marked for
aspect and a subject marker. However, some verbs ad-
ditionally require other elements, such as a theme or
disjunctive prefix. Additionally, several slots interact
with one another; for example, generally subject mor-
phology is indicated in the slot before the stem, but
plurality is indicated by a morpheme’s occurrence in
the “plural subject” slot for 3rd person plural and an-
other morpheme’s occurrence in the “deictic subject”
slot for 1st person plural. Object marking and the pres-
ence of a reflexive morpheme appear to be mutually
exclusive. 3rd person singular object markers vary de-
pending on the person features of the subject (Lehman
and O’Leary, 2019). Object marking is used only if an
overt object DP is not present in situ in the verb phrase
(Manker, 2014). Additionally, the specific form of
subject marking depends on the classifier (l, ł, 0, or d),
the aspect (imperfective, perfective, etc.), and the con-
jugation marking (0, dh, gh) associated with the verb
stem (de Reuse and Las, 2014). Verb stems alternate
irregularly for a given lexeme based on aspect and
sometimes number of the subject (de Reuse, 2015b,a).
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10 9 8 7 6 5 4 3 2 1 0
(disjunctive
prefix)

(pl.
subj.)

(object) (deictic
subj.)

(reflexive) (directive) (future/
inceptive)

(gender/
qualifier)

(theme) conjugation
marker,
subject,
classifier

stem

Table 1: The structure of verbs in Hän, with numbers assigned to each prefix slot. The stem occurs at the end of a verb
form, with prefixes stacking before it. Prefix slots that are not used in every verb form are described in ()s.

10 9 8 7 6 5 4 3 2 1 0
a. nä- n- u- n- ök- gòt

iter- obj.2sg- dir- thm- (ł/0) subj.3sg- punch.impf
b. hë- jë- n- èh- tlot

subj.pl- gender- thm- (ł/dh) subj.3- boil.perf

Table 2: Morphological breakdown of two example verb forms: (a) nänunökgòt ‘I keep hitting you (sg) over and over
again’ and (b) hëjënèhtlot ‘they boiled (a liquid)’. Numbers corespond to those for prefix slots in Table 1. Classifier and
conjugation marker are specified in the gloss of the subject prefix (slot 1).

2.2 Language data and elicitation

The data used in this project comes primarily from in-
person elicitation done by the fourth author between
2006 and 2012 (de Reuse, 2015b) and, to a lesser ex-
tent, from in-person elicitation done by the first au-
thor between 2016 and 2022. (As is discussed in
§4.1, short stories written by one of the speakers are
also used to test coverage and build the lexicon.) In
addition to descriptive fieldwork, both the first and
fourth authors have also been involved directly in Hän
revitalization efforts since 2017, with projects yield-
ing in-person language workshops and physical lan-
guage learning materials (flashcards, language games,
a phrasebook, and a short textbook). As revitalization
efforts continue, the first author remains in close con-
tact with the Eagle Village Chief—who is also daugh-
ter to one of the remaining speakers and niece to two
others—so that all efforts can be made to fit the de-
sires and needs of the language learning community.
§5 discusses the potential future uses of aHänmorpho-
logical transducer in the revitalization process, which
the community has shown great excitement for.

2.3 Finite-state transducers

A morphological transducer is a finite-state model of
a language’s morphology such that valid forms of a
language receive one or more analyses (morphologi-
cal analysis), and a valid form of a language is output
when an analysis is input (morphological generation),
as illustrated in Figure 1.

A finite-state transducer can be a useful tool for a
marginalized language for a number of reasons. Most
directly, it can be used for linguistic research and anal-
ysis of texts. It can also expand access to language

nohʼįį<v><tv><perf><s_1pl><o_3pl>

generation ↓ ↑ analysis

hutrʼënähʼį ̀̓

Figure 1: An example of morphological analysis and gen-
eration, as different directions in the mapping between an
analysis (nohʼįį<v><tv><perf><s_1pl><o_3pl>) and a
form (hutrʼënähʼį ̀̓ ). The example translates roughly as
‘We saw them.’

technology, a crucial element for vitality of a language
in the 21st century (Kornai, 2013), including as a core
component of tools such as machine translation sys-
tems and spell checkers (Khanna et al., 2021). Ad-
ditionally, a finite-state transducer can be useful for
language revitalization as a component of pedagogi-
cal tools, such as Computer-Assisted Language Learn-
ing tools (Snoek et al., 2014; Katinskaia et al., 2018;
Ivanova et al., 2019), word-form creators (Fernald
et al., 2016; Kazantseva et al., 2018), and paradigm
generators.1 It is our intention to move to integrating
the present transducer into any of these tools that the
Hän community might find useful once the transducer
is mature enough.

3 Implementation

One major challenge presented by Dene languages
for development of a morphological transducer is the
fact that the verb morphology is complex (§2.1) and
almost entirely prefixational. Morphological analy-

1A prototype paradigm generator using transduc-
ers is available at https://apertium.github.io/
apertium-paradigmatrix/ with source code at https:
//github.com/apertium/apertium-paradigmatrix.

https://apertium.github.io/apertium-paradigmatrix/
https://apertium.github.io/apertium-paradigmatrix/
https://github.com/apertium/apertium-paradigmatrix
https://github.com/apertium/apertium-paradigmatrix


ses of the type returned by transducers are usually
organised in a suffixational order: lemma, POS tag,
subcategory tag(s), grammatical tag(s), e.g.,
nohʼįį<v><tv><perf><s_1pl><o_3pl>, where
nohʼįį is the lemma, <v> represents the part of
speech (verb), <tv> represents the subcategory (tran-
sitive verb), and <perf><s_1pl><o_3pl> constitute
grammatical tags (perfective aspect, first-person
plural subject, third-person plural object). This order
is much easier to implement when subsequent gram-
matical tags match the order of added [suffixational]
morphology and occur after the stem; formalisms that
rely on continuation lexicons, such as lexc, fail to
offer a straightforward solution for non-suffixational
morphology. For such languages, including Dene
languages, a combination of several approaches is
used to circumvent these limitations: the use of flag
diacritics, intricate continuation lexicons, and col-
lapsing intricate verbal morphology into simplified
“zones” (Harrigan et al., 2017; Arppe et al., 2017;
Holden et al., 2022). The main disadvantages of
these approaches seem to be cleanliness of code (and
hence maintainability) as well as transducer size and
compilation and runtime speed.

To get around these limitations of previous ap-
proaches, the lexd formalism and compiler (Swanson
and Howell, 2021) was used to implement a model of
Hän morphology. The lexd formalism was designed
to handle non-suffixational morphology efficiently,
and has proven effective for other languages which
make use of non-suffixational morphology (Washing-
ton et al., 2021; Christopherson, 2023).

We use the Apertium framework (Forcada et al.,
2011; Khanna et al., 2021) for compilation scripts and
other features and HFST format and tools (Linden
et al., 2011) for storing andworking with the compiled
transducer, and adhere closely to the Apertium tagset
standards.2

The remainder of this section reports on the imple-
mentation of the lexicon (§3.1), aspectual verb stem al-
ternations (§3.2), and distributed morphology (§3.3),
as well as howwe deal with spelling variation and tone
spreading (§3.4), and an initial foray into implement-
ing a guesser (§3.5).3

2Described at https://wiki.apertium.org/wiki/List_
of_symbols.

3Source code is available under a free/open license at https:
//github.com/SwatLangTech/apertium-haa/. All reports of
code and performance are based on the latest code at time of sub-
mission: revision b334130, dated 2025-01-17.

3.1 Lexicon

We have mostly focused our efforts on implementing
verbal morphology. Other parts of speech have been
included in the lexicon to “clear out” the list of top
unanalysed forms over corpora so that verb forms be-
comemore visible for additional morphologywork. A
first stab at non-verbal morphology, which is limited
in Hän to pronominal possessor prefixes on nouns and
pronominal prefixes on prepositions denoting indirect
objects, has been implemented. The number of stems
of various types are listed in Table 3.

part of speech unique total

nouns 167 183
verbs 15 64
adjectives 18 20
prepositions 15 17
adverbs 6 8
conjunctions 3 4
modal words, determin-
ers, pronouns, numerals,
anthroponyms, etc.

22 23

total 246 319

Table 3: The number of stems of various parts of speech:
unique excludes spelling variants or context-dependent
stems; total is the total number of entries in each lexicon.

Uninflected verb stems in Hän are never uttered in
isolation, and verbs have different stems depending on
their patterning with aspectual morphology, so verb
lemmas must inherently be inflected for subject and
aspect. We originally selected the 3rd person singular
imperfective form of a verb as its lemma for morpho-
logical reasons—primarily that this form is also used
as a base on which the 1st person plural and 3rd per-
son plural forms are built, and thus is present in three
of six person/number combinations. However, recent
speaker judgments suggest that the 1st person singular
imperfective form feels like a more appropriate label
for the verb, so we will be transitioning to a 1st person
singular imperfective lemma system.

3.2 Aspectual verb stem alternations

Verb stems in Hän take different forms depending on
the aspect marker they pattern with, as well as (in
some cases) whether the subject is singular or plural.
Since these alternations are unpredictable, they could
not easily be encoded as phonological alternations. In-
stead, we implemented these alternations using filter
tags, a feature of lexd. An example is provided in

https://wiki.apertium.org/wiki/List_of_symbols
https://wiki.apertium.org/wiki/List_of_symbols
https://github.com/SwatLangTech/apertium-haa/
https://github.com/SwatLangTech/apertium-haa/


Code Block 1.
Additionally, subject markers take different forms

based on the classifier and conjugation marker associ-
ated with the verb. These alternations are also unpre-
dictable and could not be treated as phonology. In this
case also we used filter tags to match verb entries to
the appropriate set of subject markers.

The result is that there are currently 173 entries in
the subject lexicon (excerpt in Code Block 2), which
includes the morphology for all person categories
matched to each combination of classifier and conju-
gation marker, as well as variant forms.

Besides indexing the relevant tags in each entry of
each lexicon, tags must be matched at the level of
the pattern (pattern example with tags shown in Code
Block 3).

3.3 Distributed morphology

The implementation of the transducer needed tomodel
the distribution of subject morphology across three
slots of the verb structure (Table 1). This was done by
making multi-column lexicons for verb morphology,
as shown in Code Block 1. The verb lexicon currently
includes four columns: one for disjunct prefixes asso-
ciated with the given verb, one for the directive pre-
fix associated with the given verb, one for the theme
prefix associated with the given verb, and one for the
stem. This treats the lexical entries for verbs as con-
sisting of all four parts.

The different columns and associated morphology
(e.g., Code Block 2) are referenced from a pattern that
follows the structure of verbs in Hän. The pattern for
transitive verbs currently in the transducer is shown
in Code Block 3. This pattern does not yet implement
the disjunctive prefix, or the gender/qualifier slot.

3.4 Spelling variation and tone spreading

There are a number of challenges for analysis related
to orthography.

First of all, due to the small number of remain-
ing speakers, as well as inconsistencies among our
data sources, tokens of the same word often vary in
spelling. We add variant forms of an entry to the lex-
icon in a way where only one variant (the one deter-
mined to be canonical) is included in the generator,
but all variants are included in the analyser. This is
done by simply including a control sequence (Dir/LR,
a convention established by the Apertium community)
in the comments of all but the canonical form in the
lexd file, and including code in our compile script to
strip all lines containing that control sequence when

compiling the generator. Currently there are 56 in-
stances of this control sequence in the transducer code.

Additionally, the tone system of Hän features inter-
lexical tone spreading: if the last (or only) syllable of
a word has a low tone, this low tone can spread to the
following syllable of a subsequent word, if that sylla-
ble is not then followed by another low tone (Lehman,
2018). Notably, this spreading skips over schwas. In
many instances however, this standard is not strictly
adhered to in the orthography. Practically, this means
that the first non-schwa vowel of a token may be writ-
ten with an otherwise unexpected low tone (e.g., ä̀ for
expected ä).

A related challenge is the differing encodings of
various characters. For example, the ‘ą̀̈’ charactermay
be encoded as the character ‘a’, followed by a combin-
ing ogonek, followed by a combining diaeresis, fol-
lowed by a combining grave (which we treat as the
canonical encoding).4 However, it may also be ren-
dered with any order of combining diacritics, or with
a precomposed character (such as ‘ä’ or ‘ą’) with only
the additional diacritics added as combining charac-
ters (again, in any order). Normally the transducer
will only recognise characters in the particular encod-
ing that material is entered with, and not visually sim-
ilar characters with different encodings.

To overcome regular spelling alternations, differ-
ing encodings, and the possibility of an additional low
tone, we implemented a layer of “spellrelax” rules
(which allow for alternative spellings), implemented
as a list of foma-style rules (each its own mini trans-
ducer). Each rule allows alternate character sequences
for a given canonical character sequence, and the com-
bined ruleset is compose-intersected with the base
transducer to create the final analyser. An example
of two spellrelax rules is provided in Code Block 4.
Currently there are 28 implemented spellrelax rules
for the Hän transducer.

3.5 Guesser

By leveraging the morphological patterns of the trans-
ducer and a regular expression, a transducer may be
used as a guesser. A guesser is a transducer which an-
alyzes forms of stems which are not part of the trans-
ducer’s lexicon. The output when analyzing such a

4The canonical order in the transducer is based on Uni-
code NFKD (Normalisation Form Compatibility Decomposi-
tion); we do not perform the additional composition required
of NKFC (NFKD, followed by Canonical Composition) in or-
der to maintain compatibility with the Hän keyboard available
from the Yukon Native Language Centre (https://ynlc.ca/
fonts-keyboards/), and so that the low-tone diacritic may be
directly manipulated in cases of tone sandhi.

https://ynlc.ca/fonts-keyboards/
https://ynlc.ca/fonts-keyboards/


LEXICON VerbStem-Iv(4)

[0cl,impf,0cm,sg]: [0cl,impf,0cm,sg]: [0cl,impf,0cm,sg]:n> nähaa:haa[0cl,impf,0cm,sg]
[0cl,perf,n,sg]: [0cl,perf,n,sg]: [0cl,perf,n,sg]:n> nähaa:zhaa[0cl,perf,n,sg]
[0cl,fut,0cm,sg]: [0cl,fut,0cm,sg]: [0cl,fut,0cm,sg]:n> nähaa:haw[0cl,fut,0cm,sg]
[0cl,perf,n,pl]: [0cl,perf,n,pl]: [0cl,perf,n,pl]:n> nähaa:jeww[0cl,perf,n,pl]
[0cl,fut,0cm,pl]: [0cl,fut,0cm,pl]: [0cl,fut,0cm,pl]:n> nähaa:däẁ[0cl,fut,0cm,pl]

Code Block 1: An example of a verb entry for the verb nähaa ‘go, come, arrive’. Filter tags are specified within []
and separated by commas, and are used to encode grammatical properties of the lines (e.g., [0cl,impf,0cm,sg] encodes
0-classifier, imperfect, 0-conjugation marker, singular). Columns (discussed in §3.3) are disjunct prefix (empty with this
verb), directive (empty with this verb), thematic prefix (n-), and stem (varying by imperfective, perfective, future, as well
as singular and plural). The plural imperfective stem is not in our data sources. Content outside filter tags is separated by
colons: the left side contains elements of the analysis (e.g., in the last column containing the lemma, nähaa) and the right
side contains elements of the form (e.g., the thematic prefix n- and the individual stems).

LEXICON subject(4)

[ł,impf,0cm,non3Ssub,sg]: [ł,impf,0cm,non3Ssub,sg]: [ł,impf,0cm,non3Ssub,sg]:ök> [ł,impf,0cm,non3Ssub,sg]<s_1sg>:
[ł,impf,0cm,non3Ssub,pl]: [ł,impf,0cm,non3Ssub,pl]:trʼ{E}{¨}> [ł,impf,0cm,non3Ssub,pl]:oh> [ł,impf,0cm,non3Ssub,pl]<s_1pl>:
[ł,impf,0cm,non3Ssub,pl]:h{E}{¨}> [ł,impf,0cm,non3Ssub,pl]: [ł,impf,0cm,non3Ssub,pl]:oh> [ł,impf,0cm,non3Ssub,pl]<s_3pl>:

Code Block 2: Some examples of entries in the subject lexicon. The first column provides content for plural marking in
third person, the second column provides content for plural marking in first person, the third column provides remaining
subject marking, and the fourth column provides the relevant morphological tags. Filter tags currently must be included
in every column (a limitation of lexd), and in this case specify that this morphology patterns with ł-classifier verbs, im-
perfective aspect, a non-third-person-singular subject, and singular or plural subject (cf. Code Block 1).

(subject(1) object?(1) subject(2) object?(2) :VerbStem-Tv(2) aspect(1) VerbStem-Tv(3)
subject(3) [ :{NOV} ] VerbStem-Tv(4) [ <v><tv>: ] VerbStem-Tv(2): aspect(2) subject(4)
object?(3))[^[3Ssub,non3Ssub],^[impf,perf,incp,fut,opt],^[sg,pl],^[l,d,0cl,ł],^[0cm,dh,gh,n]]

Code Block 3: The current pattern for transitive verbs (no line breaks in the transducer entry). The elements before the
verb stem (VerbStem-Tv(4)) reference the content of the various prefix slots. Material after the anonymous lexicon that
consists of <v><tv> tags reference grammatical tags matching the prefixes, as well as the filter tags used to match elements
of lexicons to one another.



.o. [ ?* [ ̨̈(->) ̨̈] ?* ]

.o. [ ?* [ i ̨(->) į ] ?* ]

Code Block 4: Two spellrelax rules currently used in the
transducer. The .o. character is the compose operator, to
compose each rule with the other rules. The first example
allows either order of ogonek and diaeresis combining dia-
critics. The second rule allows a precomposed ‘į’ character
for what is encoded in the transducer as an ‘i’ character fol-
lowed by a combining ogonek diacritic.

form is the stem in place of the lemma, a full analy-
sis, and information about the paradigm the form was
successfully analyzed using.

Initial attempts at a guesser were implemented for
some of Hän’s verbal morphology by adding wild-
card entries to the verb lexicon (excluded from nor-
mal compilation) with filters matching each of Hän’s
four verb classifiers with the zero conjugation marker.
These four patterns were repeated twice, once with no
thematic prefix, and once with an n thematic prefix,
for a total of 8 entries. (Quite a few more would be
needed for a complete set of entries.) An example is
shown in Code Block 5.

An example of output from the guesser is
shown in Code Block 6, using the example
shënähtthee ‘you all are barking at me’ (the
verb stem of which is not in the transducer).
The returned set of analyses includes the correct one
(<GUESSER_ł_0cm_nthm>tthee<v><tv><impf><s_2pl><o_1sg>),
correctly revealing that the input token is a second-
person plural subject form of an imperfective stem
tthee of an ł-classifier verb with an n thematic prefix
and a first-person singular object. However, other
analyses are returned as well.

The guesser often returns a 3rd singular imperfec-
tive of a ∅-classifier verb. This is due to the fact
that the 3rd singular imperfective subject prefix is
null for ∅-classifier verbs. The entirety of the input
form is then guessed as the root. Removing these
extraneous analyses was done by implementing twol
rules (Code Block 7) that restrict the possibilities for
guessed roots. No verb roots in the language appear to
begin with a vowel or ‘h’ or ‘n’ followed by a conso-
nant. Additional work is needed to further restrict the
options, perhaps by prioritising more complex ones
using weights.

4 Evaluation

The transducer was evaluated for naïve coverage
(§4.2) using available texts and elicitation sentence
data (§4.1) and on its runtime and space require-

ments (§4.3).

4.1 Corpora

The coverage of the transducer was evaluated against
several texts. The first set of texts come from two col-
lections of short stories written by native speaker Ruth
Ridley (Ridley, 1983, 2018), totaling ~3.3k tokens.
The stories weremanually transcribed (with some aug-
mentation using OCR) to ensure accuracy and proper
encoding.

The second set of text came from elicited sentences
accompanying verb paradigms in de Reuse (2015b).
Sentences were extracted using a script to filter out
English, author comments, organizational codes, and
Hän data that was not in sentence format. After filter-
ing, the document contained ~11.5k words.5

4.2 Naïve coverage

Naïve coverage was measured as the raw percentage
of tokens that were analyzed by the transducer, regard-
less of accuracy. Coverage numbers are shown in Ta-
ble 4.

The higher coverage numbers on the stories corpus
can be accounted for by several factors. First of all,
the elicited sentences include a full range of verbs in
the language, as opposed to handful of common and
domain-specific verbs as in the stories. Additionally,
the stories include common nouns, prepositions, and
other uninflected parts of speech that are much less
common in the sentences corpus (and which were eas-
ily included in the transducer lexicon).

Other reasons the sentences corpus has lower cov-
erage include that (1) there was minimal punctua-
tion in the corpus, especially since the sentences did
not include sentence-final punctuation; (2) there were
many words with differently encoded symbols (using
private-use-area code points, presumably for a custom
font) which we have not yet integrated into spellrelax;
and (3) this corpus contains examples from multiple
speakers and dialects, and much of the attested varia-
tion has not yet been incorporated into the transducer.

Overall, the verb paradigms were the principal
source of data for implementing the transducer lexi-
con, so it is a good sign that it does analyze a large
portion of the examples in the data. Coverage on this
corpus can be increased by adding more verb stems to
the lexicon (the existing morphology should be robust
enough to support most cases), implementing more
spellrelax rules to account for differences in encod-
ing and orthography, and including more phonolog-

5There are ~4.5k sentences; i.e., they are on average very
short.



[ł,0cm]: [ł,0cm]<GUESSER_ł_0cm_nthm>: [ł,0cm]:n> /([a-zʼ\\̈\̀]̨)+/[ł,0cm]
[l,0cm]: [l,0cm]<GUESSER_l_0cm_nthm>: [l,0cm]:n> /([a-zʼ\\̈\̀]̨)+/[l,0cm]

Code Block 5: Two guesser entries in the verb lexicon: one for l-classifier verbs and one for ł-classifier verbs. The columns
match those in Code Block 1; an n thematic prefix is included in the third column. The regular expression in the fourth
column occupies both sides of the separator, so the transducer includes the matching stem on both the analysis and the
morphological side. For this reason, the guesser tag must be included in a different column than (and hence occurs before)
the stem.

<GUESSER_0cl_0cm>nähtthee<v><tv><impf><s_3sg><o_1sg>
/<GUESSER_0cl_0cm_nthm>tthee<v><tv><impf><s_2pl><o_1sg>
/<GUESSER_d_0cm_nthm>tthee<v><tv><impf><s_2pl><o_1sg>
/<GUESSER_ł_0cm_nthm>tthee<v><tv><impf><s_2pl><o_1sg>

Code Block 6: Analyses returned by the guesser given the input shënähtthee ‘you all are barking at me’ (a verb form whose
stem is not in the transducer). The correct analysis is the fourth one, highlighted in bold for presentation purposes.

"restrict guessed forms with vowel-initial stems"
Vowel:Vowel /<= %{NOV%}: _ ;

"no hC- or nC- initial stems guessed by guesser"
C1:C1 /<= %{NOV%}: _ Cons:Cons ;

where C1 in ( h n ) ;

Code Block 7: twol rules that restrict guesser possibilities.
{NOV} (“no vowel”) is a control symbol included in the tran-
sitive verb pattern before the stem (Code Block 3). The /<=
operator excludes from the compiled transducer any path
matching the pattern.

corpus tokens ambiguity coverage

stories 3 275 1.08 60.40%
elicitation data 11 479 1.10 21.87%

Table 4: Naïve coverage results by corpus. Corpus size is
presented in number of tokens as determined by the anal-
yser. Ambiguity (average number of analyses per form) is
also included.

ical rules to better predict the morphophonology of
long sequences of prefixes.

4.3 Size and speed

As of publication, the generator has 19 824 states and
23 105 arcs and a non-cyclical expansion of the gen-
erator6 yields 4 286 analysis-form pairs, taking ap-
proximately 280ms to expand on a 3.5GHz Intel i9-
9900X CPU, and running a simple coverage script
on the 3.3k-token stories corpus takes approximately
125ms.7 The compiled generator is 367kB the com-
piled analyser is 859kB and the compiled guesser is
6.7MB

Compilation of the entire transducer—including
6hfst-expand -c0 haa.autogen.hfst
7All data files and utilities are stored on a 2019-era Samsung

970 Pro NVMe SSD.

morphology, morphophonology, guesser, and
spellrelax—using a single thread on a 10-core
3.5GHz Intel Core i9-9900X CPU takes approxi-
mately 30 seconds total and uses a maximum of
652MB of RAM. Use of additional threads brings
compile time down to around 14 seconds.

While these are encouraging numbers given the
complexity of the existing morphology, it is difficult
to know how size and speed will scale as the lexicon
is expanded and additional morphology is added.

5 Next Steps

Themost pressing next steps are to continue to expand
the transducer in all ways, including lexicon, morphol-
ogy, and phonological alternations.

The primary motivation for creating this transducer
is pedagogical. Specifically, we envision the trans-
ducer’s use in tools that can be used by language learn-
ers, such as a verb-form generator, a paradigm gen-
erator, or a translator working at the sentence level
rather than the word level (examples for other lan-
guages cited in §2.3). Such resources would be in-
credibly valuable to Hän language learners, many of
whom do not have the opportunities for frequent con-
tact with the few remaining speakers. Existing revi-
talization materials, being limited to slide shows and
printed physical materials, do not cover many verbs
or full conjugation paradigms. Hence any of these re-
sources would be a significant addition to current re-
vitalisation efforts, but would have to be built for use
by non-technical audiences (e.g., avoiding linguistic
terminology wherever possible). Community leaders
have expressed excitement at the prospect of materials
like these becoming available to the community.

As with all resources created for Hän, prototypes
will be presented to the Hän community to allow their



preferences to guide resource development, so that the
resulting resources are only those that are deemed ben-
eficial by the speakers and learners themselves.

Finally, we also plan to account for systematic
spelling and vocabulary differences found between
the the Eagle (Alaska) and Moosehide (Yukon) di-
alects of Hän, so that any pedagogical resources pro-
duced will be equally accessible to both communities.

6 Conclusion

To our knowledge, we are publishing the first mor-
phological transducer for a Dene language written in
lexd. Not only have we shown that it is possible to
implement Dene morphology in lexd, but that it has
many advantages over previous approaches to Dene
morphology using lexc (see §3): the code is much
cleaner (and hence the transducer is more easily main-
tained and expanded), and the resulting transducer is
small and its compilation and runtime speeds are fast.
Our hope is that an efficient transducer will allow us
to create helpful and easy-to-use language resources
to aid the revitalization of the Hän language.
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