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Abstract

With the rapid growth of social network ser-
vices, misinformation has spread uncontrol-
lably. Most recent approaches to fake news
detection use neural network models to predict
whether the input text is fake or real. Some of
them even provide explanations, in addition to
veracity, generated by Large Language Models
(LLMs). However, they do not utilize factual
evidence, nor do they allude to it or provide ev-
idence/justification, thereby making their pre-
dictions less credible. This paper proposes a
new fake news detection method that predicts
the truth or false-hood of a claim based on rel-
evant factual evidence (if exists) or LLM’s in-
ference mechanisms (such as common-sense
reasoning) otherwise. Our method produces the
final synthesized prediction, along with well-
founded facts or reasoning. Experimental re-
sults on several large COVID-19 fake news
datasets show that our method achieves state-
of-the-art (SOTA) detection and evidence ex-
planation performance. Our source codes are
available online.1

1 Introduction

The rapid and massive spread of fake and mis-
leading information during the COVID-19 pan-
demic has brought disbelief in information in hu-
man minds and led them to extremism (Balakr-
ishnan et al., 2022; Ferreira Caceres et al., 2022).
Several efforts have been made to detect fake news
using pre-trained language models (PLMs) (Wani
et al., 2021; Zhang et al., 2021; Kaliyar et al., 2021)
such as BERT (Devlin et al., 2019) and RoBERTa
(Liu et al., 2019). However, they only focus on the
textual features of the claim without external facts,
which may lead to a misrepresentation of the truth.
In more recent work, several researchers have at-
tempted to use evidence to predict the veracity of a
claim and generate explanations (Wang et al., 2023;

1https://github.com/bassamtiano/covid_efnd

Figure 1: Examples of generated veracity explanations
with and without utilizing evidence. The evidence-based
method cites the evidence source (highlighted in pink).
It references the keyword from the original claim (high-
lighted in blue), while the non-evidence explanation
is hallucinating (highlighted in orange) and makes a
wrong prediction.

Zhao et al., 2023; Yuan et al., 2023; Dementieva
and Panchenko, 2021; Dementieva et al., 2022; Hu
et al., 2023; Popat et al., 2018; Hu et al., 2022;
Mosallanezhad et al., 2022). Some approaches
use LLMs to generate veracity explanations (Hu
et al., 2024; Wu et al., 2024). However, without
utilizing evidence, explanations sometimes or even
often hallucinate, deviating from the original line
of reasoning and wandering into a labyrinth of con-
fused gibberish. Most recent work in fact-checking
these days uses evidence and LLMs to generate
explanations (Gao et al., 2023). As illustrated in
Figure 1, evidence-based explanations can cite the
evidence source in addition to repeating the topic of

https://github.com/bassamtiano/covid_efnd
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the claim to provide credibility to the user. On the
other hand, non-evidence-based explanations may
fail to mention the claim’s topic and often make a
wrong prediction.

In this paper, we focus on COVID-19 as the do-
main of fake news detection and propose a method
to predict the claim’s veracity with an explanation
based on a large amount of grounded external fac-
tual evidence data as well as the logical reasoning
capability facilitated in recent SOTA LLMs which
are pre-trained with a vast amount of textual data.
In addition, We incorporated a Retrieval Augment
Generation (RAG) database and its mechanism,
which stores a large amount of textual data in a
vector format (for faster retrieval). We stored sev-
eral publicly accessible COVID-19-related articles
and news from trustworthy sources in the vector
database to help us generate accurate and fact-
grounded veracity predictions and explanations.
We incorporated several modules in our system,
utilizing LLMs (off the shelf) and PLMs, (which
we fine-tuned) to generate partial predictions and
explanations. Then, we employ an advisor model,
which we extended from the work in (Hu et al.,
2024), to sort out the candidate veracities and ex-
planations generated by the sub-modules and pro-
duce the final prediction and explanation for a given
claim. In summary, this work makes three contri-
butions:

1. We propose a model for detecting fake
COVID-19 claims and generating explana-
tions that utilize factual evidence data and
SOTA LLMs. The model also incorporates
a trainable PLM model, which we fine-tune to
choose the final model veracity and explana-
tion.

2. We also propose an advisor model, which pre-
dicts the veracity of a claim to help the method
select an appropriate explanation from multi-
ple explanations: an evidence-based explana-
tion, a commonsense-based explanation, and
a textual-description-based explanation.

3. We conduct extensive experiments on pub-
licly available COVID-19 fake news detection
datasets and demonstrate that our model out-
performs SOTA fake news veracity detection
methods for detection and explanation genera-
tion.

2 Related Work

Fake News Detection Many COVID-19 fake news
detection attempts utilize PLMs and LLMs. Their
techniques can be classified into three groups: clas-
sification of claims using PLMs, classification and
explanation generation using LLMs, and classifi-
cation and explanation generation using external
sources.

For PLM-based claim classification, (Wani et al.,
2021) shows that PLMs perform fairly well in pre-
dicting veracity. Work by(Zhang et al., 2020; Kali-
yar et al., 2021; Hu et al., 2024) used methods
that bridge PLMs and LLMs by selectively in-
jecting insight into the PLM from the generated
LLM rationale. Similarly, Wu et al. proposed a
technique to improve the semantic perception of
evidence-aware fake news detection by injecting
an LLM-generated semantic flip of a claim and
LLM-generated claim invariance with the claim
(Wu et al., 2024). Several strategies have been
made to utilize external evidence in fake news de-
tection: knowledge-based evidence (Popat et al.,
2018; Hu et al., 2022), cross-lingual evidence (De-
mentieva and Panchenko, 2021; Dementieva et al.,
2022), and CORD-19 evidence data for COVID-19
fake news detection (Wang et al., 2023).

Researchers have developed methods that uti-
lize online and local evidence sources. For online-
based evidence techniques, Yuan et al. devel-
oped a method to identify out-of-context multi-
media misinformation by calculating the support-
refutation score based on co-occurrence relations
of named entities from claims and online search en-
gine evidence (Yuan et al., 2023). Dementieva et al.
present a cross-lingual evidence collection for the
claim from different languages via machine trans-
lation and online search engines (Dementieva and
Panchenko, 2021; Dementieva et al., 2022). For
local-based evidence techniques, Wang et al. and
Zhao et al. propose a method to predict claim verac-
ity by utilizing claims and evidence retrieved from
the evidence database using the BM25 algorithm
(Wang et al., 2023; Zhao et al., 2023). Our pro-
posed method uses a local-based evidence database
via FAISS library (Douze et al., 2024; Johnson
et al., 2019) to manage and provide the evidence
for the claim.
Evidence-Based Explainable Fake News Detec-
tion Gao et al. proposed a method that utilizes mul-
tiple LLM instances to fix the claim context based
on the evidence retrieved using the online search
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engine (Gao et al., 2023). The research employs
the query generation and agreement gate modules
developed by (Gao et al., 2023) on COVID-19 fake
news datasets. By modifying their prompt to a par-
ticular COVID-19 domain on query generation and
agreement gate module, the proposed method is
able to generate query and explanation inside the
COVID-19 domain.

3 Explainable Fake News Detection

3.1 Overview

Our explainable fake news detection framework
consists of three modules: (A) explanation genera-
tion without evidence, (B) explanation generation
with evidence, and (C) explanation chooser, as de-
picted in Figure 2. Module (A) extends the work
of (Hu et al., 2024) by employing two LLMs to
produce explanations: one utilizes logical reason-
ing for commonsense explanations, and the other
analyzes the claim’s writing quality for textual de-
scription explanations. Module (B) functions as an
RAG model, retrieving evidence pertinent to the
claim from a stored database. This dual-module ap-
proach ensures that when Module (B) cannot find
relevant evidence, Module (A) can still generate
explanations, particularly for claims beyond the
scope of COVID-19. Module (C), the explanation
chooser, synthesizes the veracity assessments and
explanations from Modules (A) and (B) and selects
the final prediction and explanation. Overall, the
goal of our proposed model is to provide verac-
ity ŷ with its explanation ŷdesc. The veracity of a
claim ŷ will be real or fake. The explanation ŷdesc
will contain a claim veracity explanation, e.g., the
claim “Hydroxychloroquine completely cures peo-
ple infected with COVID-19” is **fake** because
there is no scientific evidence that Hydroxychloro-
quine as a cure for COVID-19.

3.2 Explanation without evidence

As shown in Figure 2, the commonsense-based
analysis in module (A) utilizes LLMs LLMcs to
evaluate the plausibility of a claim against gen-
eral knowledge, producing a veracity label êcs
and an explanation ŷcs. Conversely, the textual-
description-based analysis LLMtx examines the
claim’s writing style for indicators such as exagger-
ation or emotional language, generating its veracity
label êtx and explanation ŷtx. Detailed procedures
are outlined in Algorithm 1, with prompt templates
provided in Appendices Figures 5 and 6.

Algorithm 1 Explanation without Evidence

Require: Claim c
Ensure: Generated Veracity Explanation without

Evidence êcs, ŷcs, êtx, ŷtx for Claim c
1: Initialize Claim c

Run LLM Explanation Generation:
2: êcs, ŷcs ← LLMcs(c)
3: êtx, ŷtx ← LLMtx(c)
4: Return êcs, ŷcs, êtx, ŷtx

3.3 Explanation with evidence
Module (B) generates the claim’s veracity expla-
nation using evidence of the claim using RAG. It
consists of three steps: query generation, evidence
search, and explanation generation. The prompt
for the explanation with evidence can be found in
the Appendix Figure 10. The overall process of
Evidence-Based Explanation is described in Algo-
rithm 2.

Algorithm 2 Explanation with Evidence

Require: Claim c
Ensure: Generated Veracity Explanation with Ev-

idence êdb, ŷdb for Claim c
Query Generation:
1: ∪Q = LLM(c)
2: q = sim(c,∪Q)

Evidence Search:
3: ∪ev ← db(q)
4: êv ← sim(c,∪ev)

Run LLM Explanation Generation:
5: êdb, ŷdb ← f(c, q, êv)
6: Return êdb, ŷdb

Query Generation The Query Generation step
generates question sentences from input claims.
The purpose of this step is to abstract away from
the words and expressions in the claim and have
multiple, generally worded sentences. We also
formulate those sentences as questions to increase
the accuracy of the RAG evidence retrieval. For
the generalization technique, we design a general-
ization prompt by asking the LLM to remove the
region name and famous people’s names. We first
feed the original claim to an LLM (LLAMA3 8 bil-
lion parameters) aligned to the COVID-19 domain
by giving the example in the prompt to generate
three to five-question queries. The prompt for the
generalization technique and query generation can
be found in the Appendix Figure 8 and 9, respec-
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Figure 2: Overview of our proposed model that generates veracity and explanation for claims. For a given claim
(at the top-left corner), module (A) generates two veracities and explanations using LLMs (without using factual
evidence). The module (B) generates veracity and an explanation by considering evidence stored in a database. The
module (C) is the explanation chooser, consisting of an Advisor Model that helps the Explanation Chooser select
the final explanation for the claim.

tively. Generated queries are then ranked based
on their similarity to the claim using cosine sim-
ilarity between the claim and the query vectors
(Reimers and Gurevych, 2019). Formally, given a
claim c and multiple non-ranked LLM-generated
queries ∪Q, the queries ∪Q consist of multiple
query ∪Q = [q̄1, q̄2, · · · q̄_n]. Let q be the multiple
LLM-generated queries that ranked based on their
similarities to the claim.

q = sim(c,∪Q), (1)

Note that in the next Evidence search step, only
the first query with the highest textual semantic
similarity score to the claim is used. The Query
Generation step is the first step of evidence-based
explanation which is shown in Algorithm 2.

Evidence Search Evidence Search aims to pro-
vide evidence for the claim for the accuracy and
credibility of the claim’s veracity explanation. For
each of the factual data resources we used (NIH,
CDC, LitCOVID, Politifact, and the claim part of

the COVID-19 dataset), we created an evidence
database using FAISS (Douze et al., 2024; Johnson
et al., 2019) and the sentence embedding vector
library (Reimers and Gurevych, 2019). The gener-
ated query from the previous step is then presented
to the evidence databases to retrieve the relevant
evidence. We formulate the Evidence Search as
follows:

êv = sim(c,∪ev), (2)

where ∪ev = [ev1, ev2, ...evn] refers to the sets of
evidence retrieved from the databases db(). The
evidences are then ranked once again using the
same sentence similarity function. The top of the
rank evidence ê is selected and passed to the next
step. The evidence search step is executed after
generating the query, as described in Algorithm 2.

Explanation Generation Explanation Genera-
tion aims to generate predictions and explanations
based on the evidence passed from the previous
step. We use a LLM (LLAMA3 8 billion param-
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Figure 3: Information flow for the Advisor Model
(on the right-bottom corner). It receives four inputs:
(1) the original claim, (2) the evidence-based explana-
tion, and two non-evidence-based explanations: (3) the
commonsense-based explanation and (4) the textual-
description-based explanation, and generates the final
veracity-prediction.

eters) for this process. We send a prompt to the
LLM with the query and evidence added with an
instruction to generate explanation veracity. We
formulate the explanation generation as follows.
Given a query q and an evidence êv

ŷdb, êdb = LLMdb(c, q, êv) (3)

where ŷdb is the veracity prediction using the
databases, êdb is the explanation generated by the
LLM, and LLMdb() is the LLM runtime. Explana-
tion generation is the last step, which is shown in
Algorithm 1.

3.4 Advisor Model

Figure 3 shows the process of the advisor model Θ,
which receives process processes four inputs: (1)
original claim, (2) evidence-based explanation, (3)
commonsense-based explanation, and (4) textual-
description-based explanation to generate a final
veracity prediction and explanation. The advisor
model Θ refers to an extended model of (Hu et al.,
2024) additional evidence-based explanation as an
input of the model. The advisor model consists of
two components: the RoBERTa PLM (Liu et al.,

2019), which extracts the vector embedding from
multiple inputs, and the cross-attention network
bridging all vector embeddings. Note that the ad-
visor model module notably differs from others in
that it employs a trainable PLM model (in partic-
ular, RoBERTa (Liu et al., 2019)). Since several
early works on fake news detection reported rel-
atively good accuracy by fine-tuning pre-trained
PLMs such as BERT (Wani et al., 2021; Zhang
et al., 2021; Kaliyar et al., 2021), the advisor model
fine-tuned on the COVID-19 fake news training
datasets to predict the veracity of a claim. We
process the original dataset through non-evidence-
based and evidence-based explanation modules to
prepare the advisor model’s training data. The
process generates explanations that include com-
monsense reasoning êcs, textual descriptions êtx,
and evidence-based explanation êdb. We then use
training data and the corresponding claim c for the
advisor model. We formulate the advisor model as
follows:

ŷadv = Θ(c, êdb, êcs, êtx), (4)

where ŷadv indicates predicted veracity of a claim
and Θ refers to the advisor model. The inputs
to Θ are claim c, evidence-based explanation êdb,
commonsense-based explanation êcs, and textual-
description based explanation êtx. The model out-
put is the claim’s real or fake veracity, which makes
the fifth veracity to be sent to the final Explanation
Chooser.

Explanation Chooser The Explanation Chooser
selects the final veracity prediction and explanation
from the ones generated and selected so far. It
examines two aspects: the explanation that has
the highest textual semantic similarity score to the
claim, and the similarity of explanation veracity
with the predicted advised veracity ŷadv.

The process, detailed in Algorithm 3, begins by
consolidating three explanation types: database-
based êdb, commonsense-based êcs, and textual-
description-based êtx into a unified set, denoted
as ∪E. ∪E is ranked using a semantic similar-
ity function, sim(), which orders the explanations
based on their relevance to the original claim, re-
sulting in a ranked set∪Er. An advisor model, Θ(),
then evaluates ∪Er against the claim c to produce
an advised label, ŷadv. Subsequently, the veracity
predictions from each explanation type: ŷdb, ŷcs,
and ŷtx are compared with ŷadv to select the final
explanation. In this sequential selection process,
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Algorithm 3 Explanation Chooser

Require:
1: Claim c
2: Database Explanation êdb,
3: Database Veracity Prediction ŷdb,
4: Commonsense Explanation êcs,
5: Commonsense Veracity Prediction ŷcs,
6: Textual Description Explanation êtx
7: Textual Veracity Prediction ŷtx

Ensure: Select Explanation from Claim c
8: ∪E ← [êdb, êcs, êtx]
9: ∪Er ← sim(∪E)

10: ŷadv ← Θ(c,∪Er)
11: if ŷdb == ŷadv then

Return êdb
12: else if ŷcs == ŷadv then

Return êcs
13: else if ŷtx == ŷadv then

Return êtx
14: else

Return êdb
15: end if

Datasets Num. Claim
MMCoVaR (Chen et al., 2021) 2,593
ReCOVery (Zhou et al., 2020) 2,029
MM COVID-19 (Li et al., 2020) 9,457
Total 14,079

Table 1: The statistics of the three COVID-19 datasets.

Source Num. Evidence
NIH 1,131
CDC 11,823
LitCOVID 19 407,982
Politifact 2,038
Total 422,974

Table 2: The statistics of evidence resources

the evidence-based explanation is prioritized if all
three predicted veracity labels match ŷadv. If the
evidence-based explanation’s predicted label does
not align with ŷadv, the system opts for either the
commonsense-based or textual-description-based
explanation that does. In scenarios where none of
the predicted veracity labels correspond with ŷadv,
êdb, is selected.

4 Experiments

4.1 Experimental Setup

We use three common COVID-19 fake news
datasets: MMCoVaR (Chen et al., 2021), ReCOV-
ery (Zhou et al., 2020) and MM COVID-19 (Li
et al., 2020) to evaluate our method. We use two
datasets from three as the training data and use the
remaining one as the test data. We repeated that
three times, just in the same way as 3-fold cross-
validation. The number of evidence in each dataset
is shown in Table 1.

As for evidence, we use two types of sources:
the first type is the (publicly available) published
medical papers on COVID-19 from reliable, trusted
sources (NIH, CDC, and LitCOVID) and articles
from fact-checking sites (in particular, Politifact).
The breakdowns of the data sizes are shown in
Table 2. The second type is the collection of ’con-
text’ parts from the COVID-19 fake news detection
datasets shown in Table 1. Note that, during train-
ing and evaluation, the data from the second type
was properly controlled to avoid testing the data
included in the training data. All those sources are
stored separately in the FAISS vector database. We
choose FAISS over other vector database libraries
because implementation is simpler, and it scales
well to large data.

In our method, we use the LLAMA 3 8B LLM
for generating query and veracity explanation and
the RoBERTa PLM model for the advisor model.
We chose Llama 3 with 8 billion parameters be-
cause it is open-source and SOTA. We considered
other models, such as GPT-4o and Claude Son-
net 3.5, but decided against them because they are
closed-source (this risks privacy). Additionally, we
aimed to experiment with whether and how much
a smaller language model could effectively con-
tribute to generating accurate explanations. We
implemented our method with Pytorch and ex-
perimented on the Nvidia GeForce RTX A6000,
(128GB memory).

For model parameters, we set the temperature
and repetition penalty to 0.2 and 1.2, respectively,
and the learning rate for PLM to be 1e-5. For
evaluation metrics, we use accuracy and macro pre-
cision/recall/F1. To evaluate the generated expla-
nations, we use three metrics: BERTscore (Zhang
et al., 2020), which computes the vector similar-
ity between the claim and generated explanation,
FactCC score (Kryściński et al., 2019) which mea-
sures the factual consistency between a claim and
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Methods
Acc Prec Rec F1 Acc Prec Rec F1 Acc Prec Rec F1

MMCoVaR ReCOVery MM COVID-19

RoBERTa (Wani et al., 2021) 0.630 0.315 0.500 0.386 0.672 0.336 0.500 0.402 0.447 0.246 0.421 0.309

Commonsense (Hu et al., 2024) 0.655 0.652 0.655 0.511 0.686 0.639 0.549 0.521 0.614 0.651 0.627 0.602

Textual Desc. (Hu et al., 2024) 0.682 0.695 0.589 0.570 0.712 0.709 0.583 0.569 0.621 0.620 0.620 0.620

Database (Ours) 0.576 0.521 0.518 0.513 0.599 0.535 0.533 0.534 0.533 0.523 0.516 0.486

Bad Actor Good Advisor (Hu et al., 2024) 0.811 0.816 0.772 0.784 0.832 0.812 0.802 0.807 0.691 0.345 0.500 0.408

Robust FND (Wu et al., 2024) 0.630 0.315 0.500 0.386 0.672 0.672 0.500 0.402 0.469 0.234 0.500 0.319

Check-COVID (Wang et al., 2023) 0.811 0.841 0.757 0.774 0.957 0.964 0.939 0.950 0.567 0.599 0.581 0.551

Full Framework (Ours) 0.844 0.874 0.798 0.817 0.959 0.961 0.945 0.952 0.738 0.750 0.730 0.730

Table 3: The classification performance of our proposed method on three datasets against seven baseline models.Bold
is best, underline is second best.

an explanation, and ChrF (Popović, 2015) which
compares the textual similarity of the claim and
generated explanation.

4.2 Baselines

To evaluate our proposed method, we compare
our model against several baseline models and ap-
proaches, which are classified into two groups:

Claim’s Veracity Prediction consists of seven
baselines: first RoBERTa predicts the claim’s ve-
racity with classification approach (Wani et al.,
2021; Liu et al., 2019), Commonsense, which is an-
other one of (Hu et al., 2024) modules, predicts the
claim’s veracity using LLM logical reasoning on
the claim using LLM, Textual description, which
is one of (Hu et al., 2024) modules, predicts the
claim’s veracity by analyzing the writing quality
of the claim using LLM, Database predicts the
claim’s veracity by analyzing the gap between the
claim and the evidence using LLM, Bad Actor
Good Advisor integrates PLM and LLM by in-
corporating LLM-generated logic to evaluate the
claim’s veracity (Hu et al., 2024), Robust FND im-
proves the semantic perception of evidence-aware
fake news detection via LLM-generated semantic-
flip and paraphrasing (Wu et al., 2024), Check-
COVID utilizes COVID-19 evidence to predict the
claim’s veracity (Wang et al., 2023).

Claim’s Veracity Explanation Generation con-
sists of two baselines: first, Bad Actor Good Ad-
visor generates its explanation based on common-
sense reasoning and textual description characteris-
tics of the input claim (Hu et al., 2024), and second,
Robust FND generates an explanation based on
the paraphrased explanation and semantic flip ex-
planation of the input claim (Wu et al., 2024),

5 Results

5.1 Fake News Detection
As we can see in Table 3, our method outperforms
most of the baselines except for one in the Re-
COVery dataset, where precision is slightly lower
than the method proposed by (Wang et al., 2023).
Our method outperforms RoBERTa by achieving a
0.431 increase in F1 over MMCoVaR, 0.550 over
ReCOVery, and 0.421 over MM COVID-19. This
indicates that utilizing evidence and claims can en-
hance the performance of veracity prediction com-
pared with methods that only rely on the claim.
Our proposed method outperformed the three LLM
commonsense, textual description, and evidence-
based veracity prediction methods by achieving a
0.285 increase in F1 over MMCoVaR, 0.410 over
ReCOVery, and 0.160 over MM COVID-19. This
demonstrated the benefit of using evidence with an
advisor model as a filter for selecting the suitable
claim’s veracity.

As shown in Table 3, the database method that
only uses LLM to predict the veracity of a claim
performs the worst compared to the other ap-
proaches, demonstrating the hallucination even af-
ter the corresponding evidence is provided. This
happened because the evidence database did not
cover some claims. However, Table 4 indicates
that our method, which integrates a database for
explanation generation with commonsense reason-
ing and textual descriptions generation to address
claims not covered by the evidence database, out-
performed baseline methods that do not utilize evi-
dence database.

Compared with the Bad Actor Good Advisor and
Robust FND baselines, the proposed method out-
performed the veracity prediction by achieving a
0.232 increase in F1 over MMCoVaR, 0.3475 over
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Methods F1 BERT FactCC CHR F F1 BERT FactCC CHR F F1 BERT FactCC CHR F
MMCoVaR ReCOVery MM COVID-19

Bad Actor Good Advisor (Hu et al., 2024)
a. Commonsense 0.827 0.963 12.195 0.800 0.955 11.040 0.828 0.958 24.352
b. Textual Desc. 0.813 0.960 10.762 0.797 0.957 10.450 0.823 0.960 24.417
Robust FND (Wu et al., 2024)
a. Invariance 0.823 0.945 1.856 0.822 0.952 2.100 0.879 0.956 35.355
b. Semantic Flip 0.824 0.941 1.344 0.824 0.938 1.577 0.934 0.930 75.401
Ours 0.828 0.972 12.285 0.828 0.970 14.520 0.856 0.990 32.965

Table 4: The explanation generation performance of our proposed method on three datasets against two baseline
models.Bold is best, underline is second best.

ReCOVery, and 0.3665 over MM-COVID-19. This
shows the advantage of using relevant evidence as
additional input for the models when predicting a
claim’s veracity. The proposed method that relies
on an LLM-generated explanation can outperform
the baseline Check-COVID, which uses claims and
evidence created by humans. Our method outper-
forms Check-COVID, which uses human-created
claims and evidence, by achieving a 0.043 increase
in F1 over MMCoVaR, 0.002 over ReCOVery, and
0.179 over MM COVID-19. This demonstrates
that our explanation generation technique as an in-
put can be beneficial for improving model veracity
prediction.

5.2 Generating Explanation

As shown in Table 4, our method outperforms
all the baselines except for the MM COVID-19
dataset with the F1 BERT and ChrF scores. The
method outperformed Bad Actor Good Advisor in
two explanation types: Commonsense and Textual
Description-based explanation. It outperforms the
commonsense and textual-description-based expla-
nation by achieving a 0.004 increase of F1 BERT
(MMCoVaR), 0.029 (ReCOVery), and 0.030 (MM
COVID-19). When the commonsense and textual-
based description only relies on the LLM and the
input claim, the proposed method demonstrates the
use of evidence and advisor model when generating
and selecting a suitable explanation for the claim
can be beneficial.

The experimental results show that using evi-
dence and an advisor model is beneficial when
generating and selecting a suitable explanation for
the claim. Our approach generates multiple expla-
nations close to the claim and selects the suitable
explanation. Table 4 shows that the F1 BERT score
obtained by our method is better than the baselines.
However, it does not work well when we use the
MM COVID-19 dataset, indicating that it generates
an explanation context closer to longer input claims

Metrics 1 2 3 4 5 Majority Score

Query 0 0 2 13 15 5
Evidence 0 9 10 8 3 3
Explanation 0 3 3 20 4 4

Table 5: Human Evaluation results on randomly selected
thirty samples from three test-dataset outputs: six on
MMCoVaR, four on ReCOVery, and twenty on MM
COVID-19.

that appear in the MMCoVaR and ReCOVery test
dataset but not in the MM COVID-19. Our method
generates longer explanations for veracity as it re-
flects claims and evidence. However, comparing
longer explanations with shorter claims may result
in a lower F1 BERT score due to the shorter claims
only covering limited context.

We also found that evaluating a generated ex-
planation using F1 BERT vector similarity is unre-
liable since slightly similar explanations can also
represent the claim. To achieve that, FactCC is used
to benchmark the consistency between the claim
and context. With FactCC scoring metrics, the pro-
posed method outperformed the (Liu et al., 2019)
methods on three test datasets by a 0.02 increase
in F1 over MMCoVaR, 0.024 over ReCOVery, and
0.046 over MM COVID-19. This indicates that
our generated explanation is more consistent when
explaining the claim’s veracity by referring to the
evidence.

5.3 Human Evaluation

We conducted a small-scale in-house human evalu-
ation using three criteria: query quality, evidence
correctness, and reasoning quality. Each criterion
has a five score range from one to five, with five
points being the best quality. Employing a five-
point scale allows for nuanced differentiation be-
tween quality levels, facilitating a more detailed
analysis of the generated outputs.

Table 5 shows that the proposed method gener-
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Figure 4: Example of an error on the non-related
COVID-19 short claim. The method cannot generate
COVID-19-related queries, resulting in non-relevant ev-
idence and hallucinated veracity explanations.

ates queries for claims accurately with a majority
score of five. The evidence search technique has
a moderate majority score of three, indicating that
evidence search may not capture appropriate evi-
dence for some claims due to limited information.
The explanation generation technique has a sub-
stantial majority score of four, demonstrating the
ability of our proposed model to produce precise
and reliable explanations.

5.4 Error Analyses

We conducted error analyses on the MMCoVaR,
ReCOVery, and MM COVID-19 datasets. There
are three major types of errors in the veracity ex-
planation generation:

Non-related COVID-19 Topics. Our method
struggles to explain claims that do not directly ad-
dress COVID-19 as the main topic. As illustrated
in Figure 4, the explanation is hallucinated when
the provided claim is not directly related to the
COVID-19 topics. We need further analysis on
how to analyze the non-covid-19 related claims.

Short Claim. Our technique has difficulties gen-
erating explanations for short claims. As shown
in Figure 4, the method struggles to generate a
COVID-19 query for the short claim, leading to
non-relevant evidence and hallucinated veracity ex-
planation.

Prediction Latency. The proposed method takes
approximately 30 to 50 seconds to process a single
claim.

6 Conclusion

In this paper, we proposed a fake news detection
method that provides a veracity explanation of a
claim. The experimental results on three COVID-
19 fake news datasets showed that our method
achieved SOTA detection and evidence explana-
tion performance. For future work, we plan to
streamline the method without affecting the overall
performance significantly to reduce the process of
predicting the veracity of its explanation for one
claim. To broaden and keep the information in
our database up to date, we plan to collect new
information periodically from reputable and open-
domain sources and add it to the database. Lastly,
we also plan to investigate strategies to improve the
system’s performance on short claims.

Limitations

One notable limitation of our method is its compu-
tational load. The process involves multiple run-
time steps, including LLM generation for query,
evidence-based explanation, commonsense-based
explanation, and textual-description-based expla-
nation. Consequently, processing each input claim
requires approximately 40 to 50 seconds.
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A Appendices

A.1 Example of Advisor Model Input
In the following Table 6, We show an example of an
LLM-generated explanation proposed by (Hu et al.,

2024) which does not consider evidence when gen-
erating the explanation of the claim’s veracity. The
explanation did not mention any evidence and men-
tioned the text that exists in the claim. In our pro-
posed method, where we put the evidence when
generating the explanation, we can see that LLM
tries to compare and mention the evidence when
deciding the claim’s veracity. These three pieces of
evidence will be fed to the Advisor Model together
with the claim.

A.2 The Advisor Model Usability
Demonstration

We demonstrate the effectiveness of the advisor
model in selecting the most suitable explanation,
as shown in Table 7. We found that relying solely
on the textual similarity between the claim and the
evidence is insufficient. The advisor model helps
identify explanations that best align with the claim.

A.3 Example of Explainable Fake News
Detection

Table 8 shows the outputs of our proposed meth-
ods: LLM-generated query, evidence selection, and
explanation veracity in fake news detection. The
output includes a claim with its corresponding evi-
dence and an LLM-generated explanation that con-
siders the claim, query, and evidence. The gener-
ated explanation that includes why the veracity is
selected is listed as number 6 and the final veracity
as number 7.

A.4 The Model LLM prompt
We illustrate the prompt that we implement
in our proposed method. This includes the
prompt for non-evidence explanation generation
(Commonsense-based prompt: Figure 5 and
textual-description-based prompt: Figure 6), and
evidence explanation generation (Generalization
Prompt: Figure 8, Query Generation Prompt: Fig-
ure 9, and Evidence-based Explanation prompt:
Figure 10).
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CLAIM:
Tray tables up: As vaccinations surge, so do airfares

If you got your two shots and you’re looking to travel, fasten your seat belts: Airfares are climbing quickly and
so are hotel rates Earlier this month, the Centers for Disease Control and Prevention issued new guidance easing
coronavirus-related recommendations on travel throughout the U.S., saying fully-vaccinated Americans could safely
travel again without needing to be tested or having to quarantine afterward. After more than a year of the pandemic,
many Americans were clearly ready to hit the roads and take to the skies. Last weekend, the Transportation Security
Administration reported screening more than 1.5 million travelers on a single day near a pandemic-level high and
tons more than the 91,000 passengers screened on the day last year.But if you got your two shots and you’re looking
to travel, fasten your seat belts: Airfares are climbing quickly and so are hotel rates. Short-term bookings and
long-term bookings are way up, CBS News Travel Editor Peter Greenberg told WTOP.

(A). LLM-generated explanation that considers evidence
4. From this source: https://www.politifact.com/factchecks/2021/aug/06/tom-tiffany/tiffany-misses-point-behind-
why-prices-are-rising-/

5. I found this Evidence: During the COVID-19 pandemic, inflation increased by approximately 5% between May
2020 and May 2021. However, this does not fully explain the significant price hikes in travel-related expenses like
car rentals, gas, and hotels. The actual causes stem from supply and demand imbalances. The rental car industry
faced severe challenges during the pandemic, leading to the sale of roughly one-third of their fleets due to lack of
demand. Additionally, the global chip shortage halted new car manufacturing, exacerbating the issue. As travel
resumed, the high demand for rentals resulted in substantial price increases. Gas prices have also risen significantly
since April 2020, following a decrease during the initial lockdowns. While some argue that Democratic policies are
responsible, experts suggest that the primary driver of these increases is the lifting of restrictions and the subsequent
surge in demand for travel.

6. By comparing the evidence and claim: According to the provided evidence, it highlights the factors contributing
to price hikes in airfares, hotel rates, rental cars, and gas prices during the COVID-19 pandemic. The article mentions
that airlines are expecting a ḧuge boomïn domestic travel due to vaccination growth, which could lead to increased
demand for flights. The evidence suggests that supply and demand imbalances, rather than just vaccinations alone,
drive price increases in these industries. It also explains how the rental car industry faced significant challenges
during the pandemic, leading to high prices when travel resumed. The article’s claim about airfares climbing quickly
alongside vaccination growth is partially supported by the evidence but does not fully explain the causes of price
hikes.

7. Therefore, the news is **real**.

(B). LLM-generated explanation that did not considers evidence - (Hallucinated Explanation)
The claim states that as vaccinations surge, so do airfares. The article provides evidence to support this statement by
citing a travel editor who notes that short-term bookings are up 7% per week, with hotel rates increasing at a similar
rate. Additionally, specific examples of high demand and prices in certain locations such as Hawaii and Florida are
provided.

Using my common sense, I believe the claim is **real** because it seems to be based on factual information
about travel trends during the pandemic era. The article cites real-world data from the Transportation Security
Administration (TSA) and quotes a credible source, Peter Greenberg, who has expertise in travel news.

Additionally, the claims made are not absurd or impossible to happen; they seem plausible given the context of the
pandemic’s impact on air travel. Therefore, based on my common sense reasoning, I conclude that this claim is
**real**.

Table 6: The example of Generated Explanation that considers Evidence and not
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Similarity Prediction Ground Truth

Claim: Antiviral Drug Cocktail shows success in learning COVID-19 in 7 Days. For those waiting for more good
news for this outbreak, recent reports may be just that as the three-drug cocktail consisting of the HIV medication
lopinavir-ritonavir, the hepatitis therapy drug ribavirin, and the multiple sclerosis treatment interferon-beta is
suggested to have successfully cleared COVID-19 in one week.

Query: Antiviral drug cocktail shows success in learning COVID-19 within 7 days

Chosen Explanation without Advisor Model
0.714 Real Fake

4. From this source: https://www.medicalnewstoday.com/articles/duo-of-antiviral-drugs-strongly-inhibits-sars-cov-
2-in-the-lab
5. I found this Evidence: A recent study conducted by Norwegian and Estonian researchers has made a significant
breakthrough in finding a potential treatment for COVID-19. A combination of two existing antiviral drugs,
nelfinavir and amodiaquine, showed strong inhibition of SARS-CoV-2 in laboratory cell cultures. This combination
has been shown to work synergistically, making it more potent than individual use of either drug.
6. By Comparing the evidence and claim: According to the https://www.medicalnewstoday.com/articles/duo-of-
antiviral-drugs-strongly-inhibits-sars-cov-2-in-the-lab, a study found that a combination of two antiviral drugs
showed strong inhibition of SARS-CoV-2 in laboratory cell cultures. This evidence suggests the possibility of
finding effective treatments for COVID-19.
7. Therefore, the news is **real**

Chosen Explanation with Advisor Model
0.679 Fake Fake

4. From this source: https://covid19.nih.gov/covid-19-treatments
5. I found this Evidence: The Centers for Disease Control and Prevention (CDC) recommends home treatment for
those with mild COVID-19 symptoms using over-the-counter medication and practicing basic safety measures to
prevent viral spread. The US Food and Drug Administration (FDA) has authorized the use of two oral antiviral
treatments, Paxlovid (nirmatrelvir ritonavir) and Lagevrio (molnupiravir,) which are taken twice daily for five days
starting as soon as symptoms appear.
6. By Comparing the evidence and claim: According to the provided evidence from the Centers for Disease Control
and Prevention (CDC), there is no mention of a three-drug cocktail consisting of lopinavir-ritonavir, ribavirin, and
interferon-beta being used or recommended by reputable medical organizations such as the CDC. The evidence
suggests that FDA-approved treatments like Paxlovid and Lagevrio are available for mild COVID-19 symptoms.
7. Therefore, the news is **fake**.

Table 7: The example of Evidence chosen with or Without Advisor Model, We also provide the result prediction
and ground truth with or without advisor model
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Input Claim
1. Claim: NEW DELHI – Indian Prime Minister Narendra Modi faced growing pressure

Friday to impose a strict nationwide lockdown, despite the economic pain it
will exact, as a startling surge in coronavirus cases that has pummeled the
country‘s health system shows no signs of abating. Many medical experts,
opposition leaders and even Supreme Court judges are calling for national
restrictions, arguing that a patchwork of state rules is insufficient to quell the
rise in infections.Indian television stations broadcast images of patients lying
on stretchers outside hospitals waiting to be admitted, with hospital beds and
critical oxygen in short supply. People infected with COVID-19 in villages
are being treated in makeshift outdoor clinics, with IV drips hanging from
trees.As deaths soar, crematoriums and burial grounds have been swamped
with bodies, and relatives often wait hours to perform the last rites for their
loved ones.The situation is so dramatic that among those calling for a strict
lockdown are merchants who know their businesses will be affected but see
no other way out.Only if our health is good, will we be able to earn, said
Aruna Ramjee, a florist in the southern Indian city of Bengaluru...

Evidence Search
2. Query: Nationwide lockdown imposed in India due to surge in coronavirus cases.

3. Evidence: As the COVID-19 pandemic continues to spread globally, India’s National
Disaster Management Authority has ordered a nationwide lockdown extension
until May 31 to combat the spread of the virus. This decision comes as
the country has reported 90,927 cases and 2,872 deaths. Meanwhile, other
countries around the world are also implementing various measures to contain
the outbreak, including Egypt expanding its curfew and restricting travel
during the Eid holiday, and Russia confirming 9,709 new cases. In Asia,
Indonesia reported 489 new cases, Malaysia 22, and Thailand reopened
shopping malls and restaurants as new cases decline. Globally, the number of
confirmed cases has reached over 4.6 million, with 311,843 deaths.

Generated Explanation
4. From this source: https://www.cnbc.com/2020/05/17/coronavirus-live-updates-asia-

europe.html

5. I found this Evidence: As the COVID-19 pandemic continues to spread globally, India’s National
Disaster Management Authority has ordered a nationwide lockdown extension
until May 31 to combat the spread of the virus.

6. By Comparing the evidence and claim: According to the provided evidence, it is stated that India imposed a nation-
wide lockdown extension until May 31 due to the surge in coronavirus cases.
This information supports the context’s statement about pressure rising for an
Indian lockdown. The evidence also confirms the record-breaking number of
COVID-19 infections mentioned in the context.

7. Therefore, the news is **real**.

Table 8: The Example of Input, Evidence Search, and Generated Explanation in our methods
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<|begin_of_text|>
<|start_header_id|>system<|end_header_id|>

You are a helpful, straightforward, respectful, and honest assistant.
Always respond as helpfully as possible, while being safe.
I want you to follow the advised label when creating the description of the claim using

your common sense.
Do not make vague decisions such as slightly real or slightly fake.
Do not make contradicted decision to the advised label such as if the advised label is **

real** you need to make description using your commonsense as **real** and the opposite.

I want you to follow this format when you create your response:
'here is your common sense reasoning and description on deciding the input is **real** or

**fake**. the description response only allowed here.' Therefore, The claim is 'here is your
choice either **real** or **fake**. Do not put your desription here.'

<|eot_id|>
<|start_header_id|>user<|end_header_id|>

You already know the claim is {advised_label} from the advised label.
use your commonsense to create description for the claim following the status of the

claim is {advised_label}.

Given the following claim and the advised label, I want you to create commonsense
description by following the advised label.

Please refrain from providing ambiguous assessments such as undetermined: {claim}.
Let`s think from the perspective of commonsense.

<|eot_id|>
<|start_header_id|>assistant<|end_header_id|>

Figure 5: Commonsense-based explanation generation prompt

<|begin_of_text|>
<|start_header_id|>system<|end_header_id|>

You are a helpful, straight forward, respectful and honest assistant.
Always answer as helpfully as possible, while being safe.
I want you to follow the advised label when creating the description of the claim by

analysing the text description of it.
Do not make vague decisions such as slightly real or slightly fake.
Do not make contradicted decision to the advised label such as if the advised label is **

real** you need to make description using the textual description of the claim as **real** and
the opposite.

I want you to follow this format when you create your response:
'here is your reasoning when deciding the input is **real** or **fake** based on the

textual description. the description response only allowed here.'
Therefore, The claim is 'here is your choice either **real** or **fake**. Do not put your

desription here.'
<|eot_id|>
<|start_header_id|>user<|end_header_id|>

You already know the claim is {advised_label} from the advised label.
analyse the textual description of the claim and create description for the claim by

following the status of the claim as {advised_label}.

Given the following claim and the advised label, I want you to create textual description
of the claim by following the advised label.

Please refrain from providing ambiguous assessments such as undetermined: {claim}.
Lets think from the perspective of textual description.

<|eot_id|>
<|start_header_id|>assistant<|end_header_id|>

Figure 6: Textual-Description-based explanation generation prompt
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<|begin_of_text|>
<|start_header_id|>system<|end_header_id|>

You are a helpful, straight forward, respectful and honest assistant.
Always answer as helpfully as possible, while being safe. Please ensure that your responses

are socially unbiased and positive in nature.
I want you to summarize the article without mentioning any region, person name, country name,

state name, province name and time and put it as "Generalized Article".
I also want you to convert the article into general and nonspecific domain articles. To do

that, you must remove any details that mention the name of a person and the name of the location
in your Generalized Article so that any specific domain information is removed.

Do not change the value of number in your response.
The Generalized Article must be shorter and compact with minimum of 3 and maximum of 5

sentences inside one paragraph.
Generalized mean summarized and transform specific domain sentence to more general domain

sentence!.
Do not remove the context that related to:
1. covid or coronavirus topic
2. vaccine type or vaccination information
3. dose of vaccination.
4. the location where the title and article happend.
5. the type of coronavirus or covid variant.

The following is example that you must follow in your response.

1. Title: No, Joe -- You are Not a Nice Guy
2. Article: Joe, you've been labeled as a "nice guy," but the truth reveals you as a

pugilistic, plagiaristic, documented racist, and a creep towards women and children.
Your pugilistic behavior and plagiarism have been well-documented, and your history is

plagued with fraudulent actions, such as committing fraud to get into law school and
plagiarizing leaders like Neil Kinnock and Hubert Humphrey.

Your racism is evident in your smear campaigns against underpaid and overworked police forces
, who risk their lives for American safety, and your not-so-veiled racism towards them is
disgusting.

The police force is not the only profession with bad actors, but your anti-cop rhetoric risks
retirements and recruitment.

Your intentions may be signaled as heroism on the hard left, but your racism goes way back.
3. Generalized Title: Someone that not a nice guy.
4. Generalized Article: Someone who labeled as nice guy, accused as pugilistic, plagiaristic,

documunted racist, and a creep towards woman and children.

You must follow the pattern of the example and do not response in XML or Any programming
language format, only plain text is accepted.

Arrange the summarized version of the article input with plain text format.

Response in straight forward manner not like chat response, exclude your note regarding on
How you do the process and only response the summarized version of the article.

<|eot_id|>
<|start_header_id|>user<|end_header_id|>

1. Input Title: {input_title}
2. Input Article: {input_article}

Your task is now to generalized the Title and Article.
Follow the example pattern but do not include the example in your response!. Instead process

the Input Title and Input Article.

make sure to follow this following format in your response:
Put the generalized Title in the following format: 3. Generalized Title: 'Here is your

generalized title response'
Put the generalized article in the following format: 4. Generalized Article: 'Here is your

generalized article response'

3. Generalized Title:
<|eot_id|>
<|start_header_id|>assistant<|end_header_id|>

Figure 7: Generalization prompt on Query Generation Module
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<|begin_of_text|>
<|start_header_id|>system<|end_header_id|>

You are a helpful, respectful and honest assistant. Always answer as helpfully as
possible, while being safe.

I will give you some example of pattern that you can use to generate short and compact
queries from the claim and context of an article.

Build short and compact queries to confirm the claim and context about covid related
article in your response!.

The ratio of query content is 60% from the claim, and 40% from the context.
The queries contain the most important context in the claim and context.
I want you to create at minimum 3 queries for each claim and context.
Remove any word that mentioning any region, person name, country name, state name,

province name and time on your generated queries.
Avoid using abbreviations, you need to include the full form of its abbreviations, for

example :
1. J&J is Johnson & Johnson,
2. CDC is Centers for Disease Control and Prevention
3. NIH is National Institute of Health, etc.

The following is the example of query that you use to verify the claim.

Claim: Oregon: CDC investigating woman's death after J&J vaccine
Context: Federal and state health authorities are investigating the death of a woman who

developed a rare blood clot and low platelets following the administration of the Johnson &
Johnson COVID-vaccine.

The woman, whose identity remains confidential, received the vaccine prior to the CDC's
pause on the vaccine due to concerns over potential dangerous clots.

Her symptoms, including severe headache, abdominal pain, leg pain, and shortness of
breath, were consistent with other reported cases.

The investigation is ongoing, and it is unclear whether the woman's death is directly
related to the vaccine.

The CDC has reported six cases of unusual blood clots, including one death, among the
approximately 8 million Americans who have received the one-dose vaccination.

The decision to resume distribution of the J&J vaccine will depend on the health official
's recommendation. Health authorities emphasize that the potential benefits and risks of the
vaccine will be carefully considered throughout the investigation process.

To verify the claim & context, you will use the following query,
1. investigation into woman's death after receiving Johnson & Johnson COVID-vaccine.
2. death because of blood clot and low platelets after receiving Johnson & Johnson COVID

-19 vaccine.
3. investigation on rare blood clot and low platelets after getting Johnson & Johnson

COVID-vaccine.

This is the end of the example
Generate query from the input based on the example above!

<|eot_id|>
<|start_header_id|>user<|end_header_id|>

Claim: {input_claim}
Context: {input_context}
By referring to the example, To verify what you just said, you must make query.
without adding example to your response, make only query and dont create a statements or

sentence.
Do not includes reason or notes regarding to why you create the query.
I want you to create at minimum 3 queries for each claim and context.
dont include example on your answer!.

make sure your questions follows this pattern:
[Number]. [your questions]

<|eot_id|>
<|start_header_id|>assistant<|end_header_id|>

Figure 8: Generalization prompt on Query Generation Module
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<|begin_of_text|>
<|start_header_id|>system<|end_header_id|>

You are a helpful, respectful and honest assistant. Always answer as helpfully as
possible, while being safe.

I will give you some example of pattern that you can use to generate short and compact
queries from the claim and context of an article.

Build short and compact queries to confirm the claim and context about covid related
article in your response!.

The ratio of query content is 60% from the claim, and 40% from the context.
The queries contain the most important context in the claim and context.
I want you to create at minimum 3 queries for each claim and context.
Remove any word that mentioning any region, person name, country name, state name,

province name and time on your generated queries.
Avoid using abbreviations, you need to include the full form of its abbreviations, for

example :
1. J&J is Johnson & Johnson,
2. CDC is Centers for Disease Control and Prevention
3. NIH is National Institute of Health, etc.

The following is the example of query that you use to verify the claim.

Claim: Oregon: CDC investigating woman's death after J&J vaccine
Context: Federal and state health authorities are investigating the death of a woman who

developed a rare blood clot and low platelets following the administration of the Johnson &
Johnson COVID-vaccine.

The woman, whose identity remains confidential, received the vaccine prior to the CDC's
pause on the vaccine due to concerns over potential dangerous clots.

Her symptoms, including severe headache, abdominal pain, leg pain, and shortness of
breath, were consistent with other reported cases.

The investigation is ongoing, and it is unclear whether the woman's death is directly
related to the vaccine.

The CDC has reported six cases of unusual blood clots, including one death, among the
approximately 8 million Americans who have received the one-dose vaccination.

The decision to resume distribution of the J&J vaccine will depend on the health official
's recommendation. Health authorities emphasize that the potential benefits and risks of the
vaccine will be carefully considered throughout the investigation process.

To verify the claim & context, you will use the following query,
1. investigation into woman's death after receiving Johnson & Johnson COVID-vaccine.
2. death because of blood clot and low platelets after receiving Johnson & Johnson COVID

-19 vaccine.
3. investigation on rare blood clot and low platelets after getting Johnson & Johnson

COVID-vaccine.

This is the end of the example
Generate query from the input based on the example above!

<|eot_id|>
<|start_header_id|>user<|end_header_id|>

Claim: {input_claim}
Context: {input_context}
By referring to the example, To verify what you just said, you must make query.
without adding example to your response, make only query and dont create a statements or

sentence.
Do not includes reason or notes regarding to why you create the query.
I want you to create at minimum 3 queries for each claim and context.
dont include example on your answer!.

make sure your questions follows this pattern:
[Number]. [your questions]

<|eot_id|>
<|start_header_id|>assistant<|end_header_id|>

Figure 9: Query Generation prompt
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<|begin_of_text|>
<|start_header_id|>system<|end_header_id|>

You are a helpful, respectful and honest assistant.
Always answer as helpfully as possible. Please ensure that your responses are socially

unbiased and positive in nature. I will provide you a COVID-19 related topic claim and context.
I want you to verify and decide if the claim and context about COVID-19 topic is **fake**, **
real**, or undecided based on the given evidence and your commonsense. You only can decide
either **fake**, **real**, or **undecided** in your response.

When deciding the claim, do not make any vague decision such as partially fake or partially
real. If the evidence is commonsense or textual description, you need to follow the prediction
either **real** or **fake** as it is without changing it.

Topic of the evidence must not be very specific to the claim, at least it has similar general
context to it. If the claim and evidence in general is related but contradict each other, then

more likely the claim and context is **fake**. If the claim and evidence in general is related
and support each other, then more likely the claim and context is **real**. To generate your
response, you must follow the pattern of the example and not add example, prompt, and user input
in your response!. I want you to follow the following pattern arrangement bellow!.

1. Claim: Oregon: CDC investigating woman's death after J&J vaccine
2. Context: Federal and state health authorities are investigating the death of a woman in

her who developed a rare blood clot and low platelets following the administration of the
Johnson & Johnson COVID-vaccine.

The woman, whose identity remains undisclosed, developed symptoms such as severe headache,
abdominal pain, leg pain, and shortness of breath within two weeks of vaccination. The
investigation is ongoing, and it is unclear if the woman's death is directly related to the
vaccine.

The CDC and state health departments are examining six cases of unusual blood clots,
including one death, among the approximately 8 million Americans who have received the one-dose
vaccination. The decision to resume distribution of the J&J vaccine will depend on the outcome
of the investigation and the recommendation of the CDC's advisory committee on vaccines.

3. I Check: death investigation of a woman after receiving Johnson & Johnson COVID-vaccine
4. From this source: https://www.cdc.gov/mmwr/volumes/70/wr/mm7018e2.htm
5. I found this evidence:
The Centers for Disease Control and Prevention (CDC) offers guidance on how to protect

oneself and others from the health risks associated with COVID-19 respiratory viruses.
6. By Comparing the evidence and the claim: According to the CDC website, the organization

provides guidance on preventing the health risks associated with COVID-19 respiratory viruses.
The website mentions the importance of staying up-to-date with COVID-19 vaccines, practicing
good hygiene, wearing masks, maintaining social distancing, and staying home when sick. It also
emphasizes that vaccination reduces the risk of getting sick, hospitalization, or death from
COVID-19. The claim context discusses an investigation into a woman's death following the
administration of the Johnson & Johnson COVID-vaccine. The investigation is ongoing, and it is
unclear whether the woman's death is directly related to the vaccine.

7. Therefore, the claim is **real**.
<|eot_id|>
<|start_header_id|>user<|end_header_id|>

I want you to analyse the provided claim & context bellow by referencing the evidence.
You must keep in mind that this claim and context is COVID-19 Related topic!, so use your

knowledge about COVID-19 when analyzing the evidence and claim. Check if the claim is **fake* or
**real** based on the provided evidence. If the claim, context, and evidence is correlated and

the evidence debunk, describe or proof that the claim is **fake** then you need to treat the
claim as a **fake** news/claim. If the claim, context, and evidence is correlated and the
evidence describe and proof that the claim is **real**, then you need to treat the claim as a **
real** news/claim. If the claim, context in general have slightly similar topic with the
evidence, then you can extract the general idea of the evidence and use it as reference and use
your common sense to decide either the news/claim is **fake** or **real** based on extracted
evidence.

1. Claim: {input_claim}
2. Context: {input_context}
3. I Check: {inputquery}
4. From this source: {input_evidence_url}
5. I found this Evidence: {input_evidence_text}
6. By comparing the evidence and claim :

<|eot_id|>
<|start_header_id|>assistant<|end_header_id|>

Figure 10: Evidence Based Explanation Generation prompt on Query Generation Module
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