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Abstract

Using supervised automatic summarisation
methods requires sufficient corpora that include
pairs of documents and their summaries. Sim-
ilarly to many tasks in natural language pro-
cessing, most of the datasets available for sum-
marization are in English, posing challenges
for developing summarization models in other
languages. Thus, in this work, we introduce
RoLargeSum, a novel large-scale summariza-
tion dataset for the Romanian language crawled
from various publicly available news websites
from Romania and the Republic of Moldova
that were thoroughly cleaned to ensure a high-
quality standard. RoLargeSum contains more
than 615K news articles, together with their
summaries, as well as their headlines, key-
words, dialect, and other metadata that we
found on the targeted websites. We further eval-
uated the performance of several BART vari-
ants and open-source large language models
on RoLargeSum for benchmarking purposes.
We manually evaluated the results of the best-
performing system to gain insight into the po-
tential pitfalls of this data set and future devel-
opment.

1 Introduction

Text summarization, an essential task in natural
language processing (NLP), has seen significant
progress thanks to the proliferation of deep learn-
ing and the models based on Transformer (Vaswani
et al., 2017). In particular, models such as Bidi-
rectional Auto-Regressive Transformers (BART)
(Lewis et al., 2020), Text-to-Text Transfer Trans-
former (T5) (Raffel et al., 2020), and Generative
Pre-trained Transformer (GPT) (Radford et al.,
2019; Brown et al., 2020; Achiam et al., 2023),
have established themselves as key tools in this
field (Gonzalez et al., 2022; Lam et al., 2023; Kwon
et al., 2023). These models perform well in abstrac-
tive summarization, which involves generating new
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sentences that capture the essence of the original
text rather than merely extracting and rephrasing
existing sentences.

To keep track of progress in this field, many sum-
marization datasets were proposed, such as CNN/
Daily Mail (Nallapati et al., 2016), Extreme Sum-
marization (XSum) (Narayan et al., 2018a), New
York Times (NY Times) (Hermann et al., 2015),
BOOKSUM (Kryscinski et al., 2022), CiteSum
(Mao et al., 2022), and CCSUM (Jiang and Dreyer,
2024). However, most of the large summariza-
tion datasets were created for the English language,
with few exceptions, such as OrangeSum (Eddine
et al., 2021) for French and the Dataset for Auto-
matic summarization of Catalan and Spanish news-
paper Articles (DACSA) (Soriano et al., 2022) for
Spanish. This limits the development and assess-
ment of summarization models for other languages,
impeding their performance and applicability in
multilingual and diverse linguistic contexts.

Thus, we provide RoLargeSum, a dataset
crawled from many news websites in Romania
and the Republic of Moldova, which comprises
615,679 news articles and their summaries. In ad-
dition to the summary of each news article, we
also attach to each sample of RoLargeSum, where
present, the corresponding headline, keywords, di-
alect, and other metadata such as the domain and
the author of the article. RoLargeSum contributes
to the growing collection of Romanian NLP re-
sources, complementing existing datasets for tasks
such as named entity recognition (Dumitrescu and
Avram, 2020; Avram et al., 2024), speech recogni-
tion (Avram et al., 2022), satire detection (Rogoz
et al., 2021; Echim et al., 2023), offensive language
detection (Hoefels et al., 2022; Matei et al., 2024,
Nicola et al., 2024), lip reading (Jitaru et al., 2020;
Manescu et al., 2023), multiword expression detec-
tion (Savary et al., 2018; Avram et al., 2023), and
emotion detection (Ciobotaru et al., 2022).

We further evaluate the performance of several
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BART models on RoLargeSum and further improve
them by using dialect-based adversarial training
(Ganin et al., 2016) and extending their input con-
text with Unlimiformer (Bertsch et al., 2024). Our
results show that, in general, this methodology in-
creases the performance of the BART models, with
the large version of multilingual BART (mBART)
(Liu et al., 2020) achieving the highest overall re-
sults in most experiments. We also evaluated the ca-
pabilities of several large language models (LLMs)
to produce summaries for the news articles found
in RoLargeSum, and the evaluation results outlined
that, in general, Romanian LLMs outperform their
multilingual counterparts but still achieve robust
performance. Finally, we performed a human eval-
uation of the best-performing model on RoLarge-
Sum and discussed the resulting findings.

The main contributions of our work can be sum-
marized as follows:

» We introduce RoLargeSum!, the largest

dataset for Romanian summarization, which
contains more than 615K news articles, to-
gether with their summaries and headlines,
annotated by dialect. RoLargeSum is also the
first Romanian dataset for keyword extraction.

* We created an in-depth analysis of RoLarge-
Sum and compared it with the summarization
datasets available in the literature.

* We propose strong baselines on RoLarge-
Sum by employing various multilingual or
Romanian LLMs. We also optimize several
BART models and enhance their performance
through dialect adversarial training and con-
text extension with Unlimiformer.

2 Related Work

2.1 Text Summarization Datasets

Abstractive summarization is an important and chal-
lenging task in the field of NLP. It requires models
with complex natural language understanding and
generation abilities to perform well. Various do-
mains and languages provide many datasets that
can be used to train and evaluate machine learning
models for abstractive summarization.

The CNN/Daily Mail dataset (Nallapati et al.,
2016) is one of the most widely used summariza-
tion datasets, supporting both abstractive and ex-
tractive summarization for the English language. It

"https://github.com/avramandrei/rolargesum

contains 286,817 training samples, 13,368 valida-
tion samples, and 11,487 test samples, extracted
from news articles written by journalists at CNN be-
tween 2007 and 2015 and the Daily Mail between
2010 and 2015.

The NY Times (Hermann et al., 2015) is an-
other popular abstractive summarization dataset
for the English language, which contains more
than 1.8 million news articles published by New
York Times journalists between 1987 and 2007.
However, of those 1.8 million articles, only 650K
have a corresponding summary written by library
scientists. Also, the NY Times corpus contains
more than 1.8M tags that were manually or semi-
automatically annotated.

The task of generating a brief one-sentence sum-
mary using the question “What is the article about?”
is known as extreme summarization (Pavel et al.,
2024). XSum (Narayan et al., 2018a) addresses
this task by providing 226,711 news articles (i.e.,
204,045 samples for training, 11,332 samples for
validation, and 11,334 samples for testing) with
a one-sentence summary in the English language,
which was collected from BBC between 2010 and
2017, covering a broad spectrum of domains.

With more than 2.8 million summarized news
articles in Spanish and Catalan, DASCA (Soriano
et al., 2022) is one of the largest and highest-quality
summarization datasets available in the literature.
The news was collected from 28 different news
sources (i.e., 21 in Spanish and 7 in Catalan) with
years of publications ranging from 2010 to 2020,
resulting in 6 million news articles cleaned and
filtered down using two thresholds.

To our knowledge, RoSummary (Niculescu et al.,
2022) is the only summary dataset available for
the Romanian language, containing 42,862 news
articles gathered from one Romanian website. The
news articles and their corresponding summaries
were cleaned using various hand-made heuristics.

2.2 Text Summarization Methods

The research community has addressed the task of
automating text summarization using abstractive,
extractive, or hybrid methods. On the one hand,
extractive approaches generate summaries by di-
rectly selecting sentences or words from input texts
(Narayan et al., 2018b; Zhong et al., 2020; Xie
et al., 2022; Zhang et al., 2023). Generally, these
techniques involve a sequential binary classifica-
tion task to identify the most important sentences
from the documents. They employ various criteria
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for this purpose, including negative log-likelihood
on chosen sentences or Recall Oriented Understudy
for Gist Evaluation (ROUGE) (Lin, 2004) rewards
within reinforcement learning frameworks (Yao
et al., 2018; Dong et al., 2018).

On the other hand, abstractive summarization
methods generate summaries by rephrasing the sen-
tences that are included in the documents. Thanks
to recent achievements in self-supervised learning,
which involves pre-training neural networks on
large amounts of texts and then fine-tuning them
on a downstream task (Devlin et al., 2019; Tou-
vron et al., 2023), text summarization research
has increasingly shifted from extractive methods to
abstractive ones (Wang et al., 2023; Karim et al.,
2024), which usually rely mainly on the encoder-
decoder framework (Sutskever et al., 2014). The
most effective models in this category are FlanT5
(Chung et al., 2024), T5, and BART, which were
pre-trained on large corpora such as Common
Craw (Wenzek et al., 2020) and the Colossal Clean
Crawled Corpus (Raffel et al., 2020).

Finally, there are hybrid approaches that com-
bine extractive and abstractive techniques, either
implemented separately or simultaneously within
the models (Mendes et al., 2019; Zhang et al.,
2020).

3 RoLargeSum Dataset

3.1 Dataset Construction

We first crawled many news websites from Roma-
nia and the Republic of Moldova that made their
content publicly accessible to compile the RoLarge-
Sum dataset. We did this by gathering the main
article, its summary, its headline, its keywords, and
other metadata. After that, we applied several fil-
tering techniques to remove the artifacts from the
corpus (see Appendix A for more details regarding
the cleaning rules).

The resulting dataset contains 615,679 samples,
which we split into 605,679 for training, 5,000 for
validation, and 5,000 for testing. It should also be
noted that not all websites we crawled simultane-
ously provided summaries, headlines, or keywords
for their articles. Thus, only 529,800 of the 615,679
collected samples had summaries, 613,836 head-
lines, and 426,455 keywords. However, we ensured
that the samples in the validation and testing sets
contained these fields.
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Figure 1: Boxplots depicting the numbers of words for
the documents, summaries, headlines, and keywords in
the RoLargeSum dataset.

3.2 Dataset Statistics

Figure 1 shows the RoLargeSum token length statis-
tics. The average length of the gathered news arti-
cles is 337 tokens, with a minimum of 10 tokens
and a maximum of 9,851 tokens; their summaries
are 46 tokens long, with a minimum of 5 tokens
and a maximum of 537 tokens; their headlines are
15 tokens long, with a minimum of 1 token and a
maximum of 81 tokens; and lastly, each news arti-
cle has an average of 8 keywords, with a minimum
of 1 keyword and a maximum of 116 keywords.

We further classified the dataset by its dialect us-
ing the top-level domain (“.ro” - corresponding to
newspapers from Romania or “.md” - correspond-
ing to newspapers from the Republic of Moldova)
of the websites from which the samples were col-
lected. With 464,465 samples belonging to the
Moldavian news articles and 151,214 samples be-
longing to the Romanian news articles, the dataset’s
dialect distribution is highly imbalanced by a ratio
of roughly 3:1. We also outline a dialect-based term
frequency-inverse document frequency (TF-IDF)
(Salton and Buckley, 1988) analysis in Appendix
C.

3.3 Dataset Comparison

We further compare RoLargeSum with several pop-
ular summarization datasets available in the litera-
ture for English (i.e., CNN, DailyMail, NY Times,
and XSum), Spanish (i.e., DACSA), Catalan (i.e.,
DACSA), French (i.e., OrangeSum), as well as Ro-
manian (i.e., RoSummary). The results of the sta-
tistical analysis are shown in Table 1 (see Appendix
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. Avg. News Len. | Avg. Sum. Len. | Vocab. Size
Dataset Train/Val/Test Words Sents. | Words Sents. | News Sums.
CNN 90.3K/1.2K/1.1K | 760.50 33.98 | 45.70 3.58 34K 89K
DailyMail 197K/12.1K/10.4K | 653.33  29.33 | 54.65 3.86 | 564K 180K
NY Times 590K/32.7K/32.7K | 800.04 35.55 | 45.54 244 | 1.2M 293K
XSum 204K/11.3K/11.3K | 431.07 19.77 | 23.26 1.00 | 399K 81K
DACSA-Spanish 1.8M/104K/104K | 644.64 23.44 | 28.45 1.24 | 32M 516K
DACSA-Catalan 636K/35.3K/35.3K | 507.74 17.71 | 24.09 1.17 | 1.3M 223K
OrangeSum-Summary 21.4K/1.5K/1.5K | 350.01 12.06 | 32.12 143 | 420K 71K
OrangeSum-Headline 30.6K/1.5K/1.5K | 31531 10.87 | 11.42 1.00 | 483K 43K
RoSummary-Summary 38.7K/2.0K/2.1K | 32930  8.39 56.70 326 | 329K 98K
RoSummary-Headline 38.7K/2.0K/2.1K | 32930  8.39 18.44 1.53 | 329K 49K
RoLargeSum-Summary 519K/5.0K/5.0K | 336.88  9.96 46.13 1.57 | 1.3M 295K
RoLargeSum-Headline 603K/5.0K/5.0K | 337.11 9.82 15.87 124 | 1.4M 153K
RoLargeSum-Keywords | 416K/5.0K/5.0K | 337.30  9.31 8.08 1.01 1.2M 83K

Table 1: Comparison of RoLargeSum with other summarization datasets available in the literature. We outline the
train/validation/test distribution of the data, the average numbers of words and sentences in the news articles and
their corresponding summaries, and the vocabulary size for both the news articles and their summaries. Part of the

statistics were taken from (Eddine et al., 2021).

B for the statistics based on Romanian and Molda-
vian news articles). As can be observed, with 529K
documents, RoLargeSum is the third largest dataset
in this comparison, falling behind NY Times with
655K samples and DACSA with 2M samples for
Spanish and 706K for Catalan.

On the other hand, the average number of words
found in RoLargeSum’s documents is on the lower
end, with approximately 337 words per document,
surpassing only the headline generation subset of
OrangeSum and the RoSummary dataset by a lit-
tle margin. The average number of words in the
summaries is the third highest, behind only Daily-
Mail and RoSummary. Finally, with 1.3M words
in the vocabulary, RoLargeSum has a vocabulary
size comparable to other datasets of similar size.

3.4 Proposed Subtasks

We propose the following subtasks on RoLarge-
Sum:

* RO+MD - Romanian and Moldavian summa-
rization, as well as headline and keyword gen-
eration. The subtask generates the summary,
headline, and keywords for the whole corpus,
ignoring the dialect label.

¢ RO - Romanian intra-dialect summarization,
as well as headline and keyword generation.
The subtask generates the summary, headline,

and keywords only for the news articles from
Romania.

* MD - Moldavian intra-dialect summarization,
as well as headline and keyword generation.
The subtask generates the summary, headline,
and keywords only for Moldavian news sam-
ples.

e RO—MD - cross-dialect summarization, to-
gether with headline and keyword generation.
The subtask generates the summary, headline,
and keywords for Moldavian news samples
using a model trained on news articles from
Romania.

* MD—RO - cross-dialect summarization, to-
gether with headline and keyword generation.
The subtask generates the summary, headline,
and keywords for news articles from Roma-
nia using a model trained on Moldavian news
samples.

4 Baseline Models
4.1 Fine-tuned Models

Figure 2 shows our overall architecture, including
an encoder-decoder system wrapped with Unlimi-
former and adversarially trained to produce dialect-
independent embeddings with the encoder. The
architecture is used to fine-tune the BART varia-
tions in our experiments.
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Figure 2: The proposed baseline architecture used to
generate summaries, headlines, and keywords in Ro-
LargeSum. We chunk a set of tokens and add them to
each chunk in the neighbouring context. After receiving
the chunks, the encoder generates the corresponding
embeddings, which are then used to build a kNN index
for the cross-attention mechanism of the decoder. Fi-
nally, we also adversarially train a feed-forward network
to detect the dialect of the input text, which helps the
encoder produce dialect-independent embeddings.

BART We establish several strong baselines on
RoLargeSum by fine-tuning and evaluating the per-
formance to generate summaries, headlines, and
keywords for the base and large versions of BART
(i.e., BART-base and BART-large, respectively)
and the large multilingual version of BART (i.e.,
mBART-large) (Liu et al., 2020) on each of the
dialect-based subtasks. An essential aspect of the
fine-tuning process is that both BART-base and
BART-large have been trained only in English text,
with little to no Romanian. As recommended by
Lewis et al. (2020) for machine translation, we de-
velop a new Romanian vocabulary and randomly
initialize the embedding layer included in both en-
coders and decoders to avoid this problem.

Unlimiformer Unlimiformer (Bertsch et al.,
2024) is a versatile method that can be applied
to any pre-trained encoder-decoder Transformer
such as BART and T5. It does this by redesign-
ing the cross-attention mechanism to a single k-
Nearest Neighbor (kNN) index, using the attention

dot-product scores, which are the distances pro-
vided by the kNN algorithm (Bertsch et al., 2024).
We emphasize the ability of this algorithm to index
inputs of unlimited length since each attention head
in each decoder layer only retrieves the top k keys
rather than all of the encoder’s keys (Bertsch et al.,
2024).

We use Unlimiformer since, as depicted in Fig-
ure 1, the documents can include up to 10k tokens,
which is significantly longer than the context length
of BART. Thus, we perform two experiments for
each BART variant, namely 1) we truncate all the
documents in RoLargeSum that have more tokens
than the supported maximum context length and
fine-tune each BART variant without any modifi-
cations to the model, and 2) we truncate the docu-
ments during training and inject the Unlimiformer
wrapper into the BART model during inference to
process the full-length input sequences.

Adversarial Training We further adversarially
train (Ganin et al., 2016) the BART variants to pro-
duce dialect-independent features in the encoder,
which we employ only for the RO+MD subtask. To
do that, we take the average of the embeddings pro-
duced by the encoder and add a feed-forward layer
on top of the resulting vector, which is responsible
for identifying whether the input news article is
from Romania or the Republic of Moldova. Then,
during backpropagation, we either 1) reverse the
gradients before backpropagating them into the en-
coder using a gradient reversal layer (Ganin et al.,
2016), or 2) directly change the sign of the loss
function (Avram et al., 2024).

More specifically, we take the average of the em-
beddings e; produced by the encoder for the input
sequence and employ a linear layer with weights
0p and bias bp to get the dialect label g, as formu-
lated in Equation 1.:

§=o(0pe+bp) ¢))
where o is the sigmoid activation function and e
is the average of the embeddings e;. Then, we em-
ploy the binary cross-entropy loss as the objective
function L4, which can be formulated as:

D
Lp ==Y (yilog(f:)+(1—yi) log(1—§)) ()
i=1
where |D| is the number of documents in the
dataset, and y; is equal to 1 if the news article
is from Romania and O otherwise.
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We apply the adversarial training to this system
by reversing the feed-forward gradient as follows:

0Lp
. 8£dec
edec = edec -« aedec (4)
o aLdec a»CD
eenc = genc o < aedec AGR 89D ) (5)

where « is the learning rate, 0. are the parameters
of the decoder, L. is the loss function used by
the decoder, 0., are the parameters of the encoder,
and Agr is a scaling hyperparameter.

For the loss reversal adversarial training, we sim-
ply change the sign of the loss £p and multiply it
by another scaling hyperparameter Ay g.

4.2 Large Langauge Models

We also evaluate the performance of various Ro-
manian and multilingual LLMs from the Llama,
Mistral, and Gemma families. We provide more de-
tails in Appendix D. In addition, we provide more
information on the prompt we used for summary
generation in Appendix G.

5 Evaluation

We measure the performance of all models using
the ROUGE score (Lin and Hovy, 2003) for which
we provide more information in Appendix E. In ad-
dition, more details on implementing our method-
ology can be found in Appendix F.

5.1 Results for BART Fine-Tuning

The results of the BART models on all four sub-
tasks proposed for RoLargeSum are depicted in
Table 2. In general, the mBART-large model ob-
tained the greatest scores. We believe that this
is due to the pre-training data, this model being
trained specifically on Romanian, among other lan-
guages, which naturally boosted its understanding
of the input text, allowing it to outperform the other
two evaluated BART models.

RO+MD The highest ROUGE scores for the
RO+MD subtask in summarization were obtained
by the mBART model that employed both the Un-
limiformer wrapper and the loss reversal adversar-
ial training method. It obtained an R-1 of 44.57, an
R-2 of 24.03, and an R-L of 36.10. This methodol-
ogy also obtained the highest scores for keyword

generation, with an R-1 of 59.80, an R-2 of 34.01,
and an R-L of 56.29. Still, it obtained only the
highest R-1 for headline generation with 43.31,
being outperformed by the mBART with the Un-
limiformer and the gradient reversal algorithms on
the R-2 and R-L scores.

RO The best scores for summary generation on
the subset that used only the news articles from Ro-
mania were obtained by the mBART-large model
with the Unlimiformer wrapper, which obtained
an R-1 of 41.38, an R-2 of 20.88 and an R-L of
31.91. Alternatively, this methodology obtained
the highest R-1 score for headline generation, with
39.09. However, it fell behind the BART-large vari-
ant with Unlimiformer in R-2, which obtained a
score of 18.99, and in R-L compared to the plain
variant of mBART-large, which achieved a score
of 33.70. Finally, mBART-large also obtained the
highest score on keyword generation by employing
the Unlimiformer wrapper on R-1 with 51.12, R-L
with 47.83, and without it on R-2 with 21.67.

MD The highest ROUGE scores for summariza-
tion on the RoLargeSum subset that contained only
the news articles from the Republic of Moldova
were also obtained by the mBART-large model
with the Unlimiformer wrapper, obtaining an R-
1 score of 42.48, an R-2 score of 22.85, and an
R-L score of 33.61. This methodology also ob-
tained the best score for headline generation, with
an R-1 of 39.35, an R-2 of 19.86, and an R-L of
35.02. However, it was outperformed by the plain
mBART-large in keyword generation on all three
metrics, which achieved an R-1 of 72.97, an R-2 of
20.84, and an R-L of 72.76.

RO—MD The results are somewhat mixed on
the subtask RO—MD, with the highest ROUGE
scores oscillating between mBART-large with and
without Unlimiformer. Thus, for summarization,
the plain mBART-large obtained the highest scores
R-1 and R-2 with 32.93 and 12.26, respectively,
and by wrapping the model with Unlimiformer, its
results increased to 24.73. For headline genera-
tion, the highest R-1 score was obtained by the
plain mBART-large, and the highest R-2 and R-L
scores were achieved by the mBART-large with
Unlimiformer (i.e., 12.43 and 27.88, respectively).
Finally, the Unlimiformer boosted the performance
of mBART-large in R-1 with 40.34 and in R-2 with
16.10, but not in R-L, where the plain mBART-large
performed better, obtaining a score of 40.72.
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Model Summary Headline Keywords

R-1 R-2 R-L | R-1 R-2 R-L | R-1 R-2 R-L

RO+MD
BART-base 37.56 18.62 28.68 | 3532 18.22 30.40 | 51.27 15.10 48.86
/w Unlimiformer | 37.15 1895 28.59 | 3497 19.20 29.26 | 52.65 15.29 48.97
/w Grad. Rev. | 38.59 19.06 18.90 | 3525 18.84 30.11 | 52.79 1540 49.08
/w Loss Rev. 38.63 19.07 18.89 | 35.33 19.17 30.34 | 53.00 15.72 49.21
BART-large 39.18 19.92 29.92 | 37.08 19.58 31.65 | 56.28 29.40 54.79
/w Unlimiformer | 39.19 18.61 29.95 | 37.73 21.99 33.75 | 5541 29.10 54.18
/w Grad. Rev. | 39.35 19.79 30.07 | 37.76 22.04 33.80 | 5540 29.05 54.19
/w Loss Rev. 39.24 19.67 30.19 | 38.01 22.16 33.92 | 5546 29.09 54.15
mBART-large 4142 21.65 32.27 | 39.89 20.37 3530 | 57.97 33.65 55.86
/w Unlimiformer | 44.38 23.86 3591 | 43.09 23.62 41.37 | 59.76 33.95 56.18
/w Grad. Rev. | 4449 2398 36.02 | 43.25 23.70 41.47 | 59.72 3390 56.15
/w Loss Rev. 44.57 24.03 36.10 | 43.31 23.64 41.12 | 59.80 34.01 56.29

RO
BART-base 36.28 17.58 27.68 | 33.62 16.59 28.50 | 4142 17.73 38.36
/w Unlimiformer | 37.71 18.11 28.43 | 35.18 17.40 29.85 | 41.32 17.59 38.33
BART-large 38.14 18.57 28.42 | 36.28 18.61 30.50 | 42.54 18.33 38.73
/w Unlimiformer | 39.19 1821 29.95 | 36.73 18.99 32.75 | 42.18 18.06 37.98
mBART-large 40.34 20.58 31.31 | 38.49 18.84 33.70 | 50.52 21.67 47.42
/w Unlimiformer | 41.38 20.88 31.91 | 39.09 18.62 32.37 | 51.12 21.56 47.83
MD

BART-base 36.75 18.13 28.57 | 33.08 16.64 28.75 | 63.56 17.48 63.32
/w Unlimiformer | 36.22 17.51 27.81 | 33.37 16.71 29.07 | 63.86 18.46 63.49
BART-large 38.46 19.38 29.60 | 35.59 17.75 29.68 | 63.88 17.59 63.64
/w Unlimiformer | 39.09 19.52 29.82 | 36.08 19.36 31.28 | 64.62 18.02 64.36
mBART-large 42.00 22.52 33.11 | 38.94 19.49 3449 | 7297 20.84 72.76
/w Unlimiformer | 42.48 22.85 33.61 | 39.35 19.86 35.02 | 72.35 20.59 72.28

RO—MD
BART-base 28.56  9.89 20.19 | 2594 10.17 21.07 | 37.84 13.49 35.06
/w Unlimiformer | 29.25 10.76 20.77 | 26.86 10.96 21.91 | 37.47 13.25 34.89
BART-large 3099 11.05 22.18 | 27.77 11.16 22.37 | 38.11 14.03 36.57
/w Unlimiformer | 31.40 11.69 21.78 | 27.86 11.20 22.45 | 38.37 14.30 36.79
mBART-large 3293 12.26 2398 | 31.92 12.11 27.58 | 40.20 16.07 40.72
/w Unlimiformer | 32.87 12.14 24.73 | 31.35 1243 27.88 | 40.34 16.10 40.70

MD—RO
BART-base 3370 1491 24.85 | 3147 1480 26.89 | 2322 7.12 20.82
/w Unlimiformer | 33.07 14.50 21.17 | 31.16 14.69 25.95 | 2332 7.46 21.08
BART-large 3546 16.37 26.26 | 3457 17.23 2933 | 2438 7.46 21.88
/w Unlimiformer | 36.35 17.58 27.14 | 3523 18.19 30.32 | 23.68 7.04 21.16
mBART-large 37.19 17.11 28.38 | 36.76 16.88 32.09 | 28.10 8.81 27.20
/w Unlimiformer | 38.13 16.86 28.28 | 37.16 16.97 31.86 | 28.21 8.87 27.08

Table 2: Evaluation results of the BART models for summary, headline, and keyword generation for the four
subtasks proposed on RoLargeSum.
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Model R-1 R-2 R-L
Llama-2-7B 2223 10.04 16.83
Llama-2-7B-It 30.01 13.39 20.93
Llama-3-8B 25.81 1223 18.79
Llama-3-8B-It 16.84 7.55 11.79
Llama-3.1-8B 27.07 1271 19.39
Llama-3.1-8B-It 2872 13.16 20.00
Mistral-7B-v0.1 745 414  6.09
Mistral-7B-It-v0.1 | 27.27 12.54 19.16
Mistral-7B-v0.2 961 514 7.78
Mistral-7B-It-v0.2 | 27.97 11.73 18.66
Mistral-7B-v0.3 963 513 7.82
Mistral-7B-It-v0.3 | 31.16 14.12 21.37
Gemma-7B 19.12 09.85 14.49
Gemma-7B-It 03.60 01.41 02.85
Gemma-1.1-7B-It | 04.88 02.17 04.09
Gemma2-9B 24.74 13.20 19.12
Gemma2-9B-It 05.08 03.55 04.76
RoLlama2-7B 29.00 15.25 22.23
RoLlama2-7B-It 30.14 13.88 21.40
RoQLlama2-7B 2534 11.37 18.88
RoLlama3-8B-It 29.39 13.01 20.10
RoMistral-7B-It 29.77 13.68 20.63
RoGemma-7B-It 26.66 12.14 18.61

Table 3: Evaluation results of multilingual and Roma-
nian LLMs from the Llama, Mistral, and Gemma fami-
lies.

MD—RO The results are again mixed for this
subtask, similar to the RO—MD subtask. mBART-
large obtained the top score R-1 (i.e., 38.13) for
summarization by employing Unlimiformer, while
the plain version obtained the highest scores R-
2 and R-L. For headline generation, the Unlimi-
former wrapper helped improve the results for the
R-1 and R-2 scores, with mBART-large obtaining
37.16 and 16.97, respectively, but it did not help on
the R-L score where the plain version achieved an
R-L score of 32.09. The same pattern also applies
to keyword generation, namely the highest R-1 and
R-2 scores were obtained by mBART-large with
Unlimiformer, and the highest R-L scores were
obtained without this wrapper.

5.2 Results for LLMs

The results of the evaluation of LLMs for the
RO+MD summarization task on RoLargeSum are
presented in Table 3. The highest R-1 score was ob-
tained by the Mistral-7B-It-v0.3 model with 31.16,

Metric Summary Headline Keywords
Coherence 4.3 4.8 -
Consistency 3.9 4.1 -
Coverage 34 4.3 4.4
Fluency 4.4 4.5 -
Overall 3.9 4.3 4.3

Table 4: Human evaluation of the best-performing
model on RoLargeSum.

while the highest R-2 and R-L scores were obtained
by RoLlama2-7B with 15.25 and 22.23, respec-
tively, underperforming compared to all fine-tuned
BART models in this task.

Additionally, we can see that in four of five in-
stances, the Romanian variants of the model fami-
lies performed better than their multilingual coun-
terparts on all metrics: (1) RoGemma-7B-It out-
performed all Gemma models, (2) RoLlama3-8B-it
outperformed all Llama-3 models, (3) RoLlama2-
7B and RoQLlama2-7B outperformed Llama-2-
7B, (4) RoLlama2-7B-it outperformed Llama-2-
7B-It, with RoMistral-7B-It being surpassed only
by Mistral-7B-It-v0.3.

5.3 Human Evaluation

We further manually analyze the ability of the best-
performing system, mBART-large + Unlimiformer
+ Loss Reversal, to generate summaries, headlines,
and keywords on a subset of 100 documents ex-
tracted from the RoLargeSum’s test set by follow-
ing (EI-Shangiti et al., 2024; Barta et al., 2024).
We accomplish this using five annotators who are
required to assign a score ranging from 1 to 5 in the
following categories to each generated summary,
headline, and keywords (SHKs)?:

* Coherence: the generated SHKs are well-
organized and easy to read.

* Consistency: the generated SHKSs are consis-
tent with the information found in the news
article.

* Coverage: the main ideas of the news article
are covered by the generated SHKs.

* Fluency: the generated SHKs are written in
good Romanian.

* Overall: how good the SHKSs are overall.

2We do not compute the coherence, consistency, and flu-
ency scores for keywords since these categories are not repre-
sentative for an enumeration of words.

2056



The results are depicted in Table 4. We can ob-
serve that both the generated summaries and head-
lines are somewhat coherent and use the Romanian
language correctly. However, they are less con-
sistent with their respective news articles, and the
summaries usually have low coverage of the full
news articles. At the same time, keywords and
headlines typically cover the full content. Finally,
the headlines and keywords obtained a relatively
high overall score, while, in general, the generated
summaries were considered by the annotators less
representative of the news articles.

6 Conclusion

This paper introduces RoLargeSum, a large dataset
with more than 615K samples that can generate
summaries, headlines, and keywords in the Roma-
nian language. The data was retrieved from multi-
ple news websites and cleaned to ensure high qual-
ity. We further distinguished between news arti-
cles written by authors in the Republic of Moldova
and Romania, which allowed us to boost the per-
formance of the evaluated BART models, and, to-
gether with the Unlimiformer wrapper, we man-
aged to propose several strong baselines that other
researchers can use to either build upon or compare
to. Finally, we intend to incorporate both the Ro-
LargeSum dataset and the results obtained by the
evaluated models into the LiRo benchmark (Du-
mitrescu et al., 2021).

7 Limitations

The distribution of dialects in RoLargeSum is not
uniform. This difference is mainly due to the vary-
ing number of newspapers in Romania and the
Republic of Moldova. This unbalanced distribu-
tion highlights the importance of considering geo-
graphic and media-related factors when conducting
data-driven research or analysis on this dataset.

8 Ethical Considerations

To align with ethical research practices, it is es-
sential to clarify that the data collection process
for the RoLargeSum dataset fully respects copy-
rights and intellectual property rights. The dataset
consists of articles and their metadata from pub-
licly accessible websites of major Romanian and
Moldavian newspapers. Each news article in the
dataset is adequately cited, including its source,
with an associated URL for verification and direct

reference. The data is used exclusively for aca-
demic and research purposes to advance the field
of Romanian text summarization. The extraction
and use of these data comply with all relevant ethi-
cal guidelines, ensuring the journalistic integrity of
the original articles and their authors is preserved.
Thus, the RoLargeSum dataset is intended to serve
as a high-quality and diverse resource for research
while upholding all ethical and legal standards.
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A Dataset Cleaning Rules

The most important rules that we used to clean the
RoLargeSum dataset were:

* Removing news articles that had less than 100
characters.

* Removing samples for which the ratio be-
tween the news article and its corresponding
summary was less than 1.2x.
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* Removing news articles that contained more
than 15% of their content written in the Cyril-
lic alphabet.

* Removing crawling artifacts found in news ar-
ticles such as “Articolul urmitor” (eng. “Next
article”) or “Citeste si” (eng. “Read also”).

B RoLargeSum Statistics

We outline the statistics of the RoLargeSum dataset
for the news articles written by people in Romania
and the Republic of Moldova in Table 5 and Table
6, respectively.

C TF-IDF Analysis

We perform a TF-IDF analysis of the news articles
found in RoLargeSum. The product of TF and ID
is known as TF-IDF, where: (i) TF counts the fre-
quency of each word that occurs in a particular doc-
ument, and (ii) IDF calculates the frequency of the
corresponding term in all documents (Salton and
Buckley, 1988; Thapa et al., 2023). We note that
the terms that are infrequent in the entire dataset but
frequent in a small selection of texts are indicated
by higher TF-IDF scores.

The results are summarized in Table 7. An im-
portant observation of this analysis is the domain
of the extracted words. The words in the Romanian
news articles with the highest TF-IDF score belong
to Western company names (e.g., “Analytica”, “Ko-
gan”, “Facebook”) or the technology domain (e.g.,
“aplicatie” — eng. “application”, “colectat” — eng.
“collected”). Furthermore, most of the terms in the
Moldavian news articles with the highest TF-IDF
score are based on political names (e.g., “Voronin”,
“Chetaru”), political office jobs (e.g., “Presedintelui”
—eng. “President’s”, “Premierului” — eng. “Prime
Minister’s”), or political parties (e.g., “PCRM” —
eng. “Party of Communists of the Republic of
Moldova”, “PLDM” — eng. “Liberal Democratic
Party of Moldova”). Thus, this analysis might indi-
cate that the topic information of Romanian news is
more externally focused, mostly on Western media,
while Moldavian news is more internally focused

on internal politics.

D Large Language Models

We evaluate the performance of several LLMs
that are pre-trained on Romanian or multilingual

*Most of the news that used the Cyrillic alphabet were
written in Russian and came from the Moldavian websites.

datasets and fall into one of three model families:
Llama, Gemma, and Mistral.

Llama We perform experiments with LLama2-
7B (Touvron et al.,, 2023), LLama3-8B, and
LLama3.1-8B (Dubey et al., 2024), using both the
base and the instruction fine-tuned versions for all
these variants.

Gemma We also test the performance of three
Gemma LLMS (i.e., Gemma-7B, Gemma-7B-
It, and Gemma-1.1.-7B-It) (Team et al., 2024),
and two Gemma?2 variants (i.e., Gemma2-9B and
Gemma2-9B-It) (Team et al., 2024) on RoLarge-
Sum.

Mistral We further evaluate the performance of
the 7B Mistral versions (i.e., v0.1, v0.2, and v0.3)
(Jiang et al., 2023), using both the base and the
instruction fine-tuned variants.

Romanian LLMs Finally, we assess the per-
formance of Romanian LLMs on RoLargeSum,
which belong to the three families of LLMs that
we were interested in as follows: RoLLama2-7B,
RoLlama2-7B-It, RoLlama3-8B-It, RoMistral-7B-
It, RoGemma-7B-It (Masala et al., 2024), and
RoQLIama-7B (Dima et al., 2024).

E Evaluation Metrics

Three versions of the Recall-Oriented Understudy
for Gisting Evaluation (ROUGE) score (Lin and
Hovy, 2003) were used to assess all of the mod-
els we used in our experiments: unigram-based
ROUGE (R-1), bigram-based ROUGE (R-2), and
longest common sequence ROUGE (R-L). Equa-
tion 6 provides the formula used to determine the
R-1 and R-2 scores:

Z Z Countmatch (9)

_ SeDges

> > Count(g)

SeD ges

R—-N

(6)

where D is the dataset containing the reference
summaries, S is a summary in this dataset, g is
either a unigram or bigram in .S, and Count,ascn
calculates the matching grams between the refer-
ence summary S and the candidate summary, and
Count simply counts the grams found in S.

On the other hand, R-L is computed as described
in Equation 7:

_ LCS(C, S)

R—-L= 7
S| (N

2061



Avg. News Len.

Avg. Sum. Len.

Vocab. Size

Dataset Train/Val/Test Words Sents. | Words Sents. | News Sums.
RoLargeSum-Summary | 108K/2.5K/2.5K | 387.46 12.57 | 49.56 148 | 496K 153K
RoLargeSum-Headline | 104K/2.5K/2.5K | 389.12 12.69 | 18.73 140 | 491K 8IK
RoLargeSum-Keywords | 108K/2.5K/2.5K | 387.58 12.58 9.31 1.00 | 496K 42K

Table 5: RoLargeSum dataset statistics for the news articles from Romania.

. Avg. News Len. | Avg. Sum. Len. | Vocab. Size
Dataset Train/Val/Test Words Sents. | Words Sents. | News Sums.
RoLargeSum-Summary | 411/2.5K/2.5K | 314.78  9.08 46.80 1.63 | 897K 206K
RoLargeSum-Headline | 499K/2.5K/2.5K | 314.80  9.04 15.21 1.17 | 1.0M 118K
RoLargeSum-Keywords | 308K/2.5K/2.5K | 313.45  7.75 6.95 1.00 | 774K 47K

Table 7: TF-IDF analysis of the top ten most common words in the RoLargeSum news articles in Romania and

Moldova.

where LC'S is the longest common sequence be-
tween the candidate summary C and the reference
summary S, and | S| represents the word count in

S.

Table 6: RoLargeSum dataset statistics for the news articles from the Republic of Moldova.

Country Name | Words Translation TF-IDF Score
Analytica Analytica 0.447
Cambridge Cambridge 0.386
Kogan Kogan 0.301
Wylie Wylie 0.191

Romania Facebook Moldavia’s 0.176
Alexandr Alexandr 0.168
colectat collected 0.132
Christopher Christopher 0.128
aplicatie application 0.118
utilizatorilor | user’s 0.116
Voronin Voronin 0.231
Chetraru Chetraru 0.219
Presedintelui | President’s 0.209
propunerea the proposal 0.201
Anticoruptie | Anti-corruption 0.181

Moldova National National 0.153
PCRM PCRM 0.146
Parlamentului | Parliament’s 0.144
Premierului Prime Minister’s 0.142
PLDM LDPM 0.142

F Implementation Details

We performed a linear warm-up for the first 5k

BART models for ten epochs with a learning rate
of 3e-5, a batch size of 16, and a gradient accu-
mulation of 4 for a total batch size of 64. During

inference, we decoded the output using a beam

search with a beam width of 16. For adversarial
training, we set Agr = 0.01 for the gradient rever-

sal method and A7 p = 0.005 for the loss reversal

method.

steps of the training process and fine-tuned the

2062



For the summaries generation task using Ro-
manian LLMs, we simply used HuggingingFace’s
pipeline for text generation with the default param-

4
eters”.

G Summarization Prompt

We evaluated the LLMs on the RoLargeSum
dataset for Romanian summarization by inserting
both the headline of the article and the text con-
tained in the article using the following prompt:

Eu citesc urmatorul paragraf si
il sumarizez.

Titlu: {titlu}
Text: {text}
Sumarizare:

where the fields in the curly brackets are filled with
the corresponding headlines and documents in the
test set of RoLargeSum.

The English version of the prompt is the follow-
ing:

I read the following paragraph
and summarize it.

Headline: {headline}
Text: {Text}
Summary :

H Generation Examples

In Tables 8, 9 and 10, we show several examples
that were generated using the best-performing sys-
tem (i.e., mBART-large with Unlimiformer and
Loss Reversal) for summaries, headlines, and key-
words, both in Romanian and translated into En-
glish. We can observe that the generated sum-
maries, headlines, and keywords align with their
respective reference text and the original news arti-
cle.

First Example In the first example, the model
does not recall in the summary the information on
the dissolution of the federal agency that identified
wildfire outbreaks in Siberia presented in the last

4https://huggingface.co/docs/transformers/en/
main_classes/pipelines

part of the article. The generated headline fits well
with the main subject of the article. The model was
able to extract several relevant keywords, although
they were not identical to the reference keywords.

Second Example In the second example, the top-
performing system was able to extract the main
takeaways of the article in the summary. It gener-
ated an almost identical headline to the reference
headline and correctly identified all the reference
keywords except the first one.

Third Example In the third example, the model
does not incorporate the summary of the informa-
tion presented in the last part of the article on the
employment status on the Romanian coast. The
candidate headline fits well with the main mes-
sage of the article and is much shorter than the
candidate headline. The extracted keywords are
relevant to the article, but the model misses an im-
portant one about the Mamaia resort; however, it
correctly identifies the Vama Veche resort. Also,
it captures an important keyword (i.e., “salarii” —
eng. “salaries”) that is absent from the reference
keywords.
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Document: Raportul ONU pe urgenta schimbadrilor climatice e confirmat de o informatie de la NASA.
Pentru prima data in istorie, fumul de la incendiile de vegetatie din Siberia a ajuns la Polul Nord. Nici
nu e de mirare. In regiunea Yakutia ard 3,4 milioane de hectare de padure, iarbi si arbusti. Intr-un sat,
400 de locuitori au fost evacuati sdmbata din calea flicérilor. Acum, ei s-au Intors dar au gasit totul in
ruine. ,,Au ars case multe. 34 de case, e un numir mare. Erau multe apartamente. Doud case cu céte patru
apartamente au ars pe partea asta. Doud case cu cate doud apartamente au ars in partea cealaltd. Au ars si
case private”, a spus Ilya Avakumov, locuitor din Byas-Kuel.Incendiile din Siberia sunt provocate de verile
tot mai calde. La proportiile dezastrului a contribuit si statul, care a desfiintat, in 2007, o agentie aviaticd
federali care avea ca scop identificarea focarelor cu ajutorul avioanelor. In plus, o lege permite autorititilor
locale sd lase incendiile sa ardd, daca flacdrile nu ameninta satele, iar costurile de stingere sunt prea mari.

Reference Summary: Fumul de la incendiile din Siberia a ajuns la Polul Nord, la 3.000 de km departare.
Anul acesta, focul a distrus peste 14 milioane de hectare de vegetatie 1n Siberia. O agentie care repera din
timp focarele a fost desfiintatd tn 2007.

Candidate Summary: Pentru prima data in istorie, incendiile de vegetatie din Siberia au ajuns la Polul
Nord. In regiunea Yakutia ard 3,4 milioane de hectare de padure, iarba si arbusti. Incendiile din Siberia
sunt provocate de verile tot mai calde.

Reference Headline: Fumul de la incendiile din Siberia a ajuns la Polul Nord. Focul a distrus deja 14
milioane de hectare de vegetatie

Candidate Headline: Pentru prima data in istorie, fumul de la incendiile de vegetatie din Siberia a ajuns
la Polul Nord

Reference Keywords: incendii siberia, polul nord, schimbri climatice
Candidate Keywords: siberia, incendii de vegetatie, polul nord

Document: The UN report on the urgency of climate change is confirmed by information from NASA. For
the first time in history, the smoke from wildfires in Siberia has reached the North Pole. It is no wonder,
either. In the Yakutia region, 3.4 million hectares of forest, grass and shrubs are burning. In one village,
400 inhabitants were evacuated on Saturday from the path of the flames. Now, they returned but found
everything in ruins. "Many houses burned down. Thirty-four houses, that’s a big number. There were many
apartments. Two houses with four apartments each burned on this side. Two houses with two apartments
each burned on the other side. Private houses also burned," said Ilya Avakumov, a resident of Byas-Kuel.
The fires in Siberia are caused by increasingly hot summers. The state also contributed to the scale of the
disaster, which in 2007 abolished a federal aviation agency that aimed to identify outbreaks with the help
of aeroplanes. In addition, a law allows local authorities to let the fires burn if the flames do not threaten
villages and the costs of extinguishing them are too high.

Reference Summary: Smoke from fires in Siberia reached the North Pole, 3,000 km away. This year,
the fire destroyed more than 14 million hectares of vegetation in Siberia. An agency that used to spot
outbreaks early was disbanded in 2007.

Candidate Summary: For the first time in history, wildfires in Siberia have reached the North Pole. In the
Yakutia region, 3.4 million hectares of forest, grass and shrubs are burning. The fires in Siberia are caused
by increasingly hot summers.

Reference Headline: Smoke from fires in Siberia has reached the North Pole. The fire has already
destroyed 14 million hectares of vegetation

Candidate Headline: For the first time in history, smoke from wildfires in Siberia has reached the North
Pole

Reference Keywords: wildfires in siberia, the north pole, climate change
Candidate Keywords: siberia, vegetation wildfires, the north pole

Table 8: The first example of generated summaries, headlines and keywords, both in Romanian (top) and translated
into English (bottom).
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Document: Meteorologii anuntd cd vremea se va incalzi in majoritatea regiunilor, dar va
fi in general instabild. In jumitatea de est a tirii si in zonele montane vor fi perioade cu
instabilitate atmosfericd accentuatd ce se va manifesta prin averse torentiale, descarcari
electrice, intensificiri ale vantului si izolat grindini si vijelii. In intervale scurte de timp
sau prin acumulare, cantititile de apd vor depisi pe arii restrnse 25. .. 50 I/mp. In restul
teritoriului, cerul va fi variabil, iar astfel de fenomene se vor semnala pe spatii mici.
Temperaturile maxime se vor incadra intre 19 grade pe litoral si 28 de grade Celsius in
Céampia de Vest, iar cele minime intre 10 si 17 grade Celsius. Izolat vor fi conditii de ceata.

Reference Summary: Temperaturile vor fi mai crescute, dar va continua sa ploud in
majoritatea regiunilor. In sudul tirii, vremea va fi instabild. in Capitali, in a doua parte a
zilei si la noapte vor fi averse.

Candidate Summary: Meteorologii anuntd cd vremea se va incdlzi in majoritatea regiu-
nilor, dar va fi in general instabild. Temperaturile maxime se vor incadra intre 19 grade pe
litoral si 28 de grade Celsius Tn Campia de Vest. Temperaturile minime intre 10 si 17 grade
Celsius.

Reference Headline: Vremea se va incdlzi in majoritatea regiunilor, dar va fi in general
instabild

Candidate Headline: Vremea se incilzeste in majoritatea regiunilor, dar va fi in general
instabila

Reference Keywords: anm, meteo, prognoza meteo, vreme

Candidate Keywords: meteo, prognoza meteo, vreme

Document: Meteorologists say the weather will warm up in most regions, but it will be
generally unsettled. In the eastern half of the country and the mountainous areas, periods
of increased atmospheric instability will manifest in which torrential downpours, electrical
discharges, wind intensifications, isolated hail, and storms will manifest. In short periods
or through accumulation, the amounts of water will exceed 25...50 1/m2 in limited areas.
The sky will be variable in the rest of the territory, and such phenomena will be signalled in
small spaces. The maximum temperatures will be between 19 degrees on the coast and 28
degrees Celsius in the Western Plain, and the minimum between 10 and 17 degrees Celsius.
There will be isolated foggy conditions.

Reference Summary: The temperatures will be higher, but it will continue to rain in most
regions. In the south of the country, the weather will be unstable. In the capital, showers
will be provided during the second part of the day and at night.

Candidate Summary: Meteorologists announce that the weather will warm up in most
regions but will be generally unstable. Maximum temperatures will be between 19 degrees
on the coast and 28 degrees Celsius in the Western Plains. Minimum temperatures between
10 and 17 degrees Celsius.

Reference Headline: The weather will warm in most regions, but it will be generally
unsettled

Candidate Headline: The weather is warming up in most regions, but will be generally
unsettled

Reference Keywords: anm, weather, weather forecast, weather

Candidate Keywords: weather, weather forecast, weather

Table 9: The second example of generated summaries, headlines and keywords, both in Romanian (top) and
translated into English (bottom).
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Document: Patronii de pe litoralul roménesc n-au mai apelat anul acesta la forta de munca strdina.
Angajatorii spun cd au primit zeci de solicitdri de a angaja romanii intorsi acasd din cauza pandemiei.
Administratorii din Vama Veche spun c4 salariile angajatilor calificati se duc spre 2.000 de euro, iar
urmatoarea categorie trece de 1.000 de euro. La Mamaia, salariile sunt insa altele. Un barmen castigd
pe lund 3.500-4.000 de lei, iar un ajutor de barman sau ospatar este platit cu 1.500 -2.500 de lei.
Cristian Bédlan, administrator terasa Mamaia: ,,Fatd de alti ani cand aduceam din Republica, aduceam
din Bulgaria, gdsim personal local. Avem de unde selecta fatd de alti ani unde mai pe vechi aveai pe
birou 50 de CV-uri, acum péna in pandemie ne descurcam cu 5-6, iar au aparut solicitdrile de munca.
,»Cornel Lazdr, administrator restaurant-tarasd Vama Veche:,,Daca in alti ani inainte de deschidere
cdutam disperati angajati, ajunsesem si la solutii de a aduce angajati din afara térii, 2020 a venit cu un
surplus de fortd de munca. E primul an in ultimii 10 in care primim oferte de munca de la lucrétori
romani.”

Reference Summary: Patronii de pe litoralul romanesc au zilnic cereri de a angaja romani reveniti
in tard. Salariile pe litoral incep de la 1.500-2.500 de lei, dar pot ajunge si pana la 2.000 de euro. ,.E
primul an 1n ultimii 10 in care primim oferte de munca de la lucrdtori romani”, spune administratorul
unei terase.

Candidate Summary: Angajatorii spun cé au primit zeci de solicitari de a angaja romanii intorsi acasa
din cauza pandemiei. Administratorii din Vama Veche spun ca salariile angajatilor calificati se duc spre
2.000 de euro. La Mamaia, salariile sunt insa altele.

Reference Headline: Latura ,,buni” a pandemiei. in lipsa sezonierilor striini, patronii de pe litoralul
romanesc angajeaza romani

Candidate Headline: Patronii de pe litoralul roméanesc n-au mai apelat anul acesta la forta de munca
strdind

Reference Keywords: mamaia, romani, sezonieri straini,vama veche

Candidate Keywords: angajati, angajati straini, salarii, vama veche

Document: Employers on the Romanian coast did not call on foreign labor this year. Employers say
they have received dozens of requests to hire Romanians who have returned home due to the pandemic.
The administrators of Vama Veche say that the salaries of qualified employees go up to 2,000 euros,
and the next category exceeds 1,000 euros. In Mamaia, however, salaries are different. A bartender
earns 3,500-4,000 lei per month, and a helper as a bartender or waiter is paid 1,500-2,500 lei. Cristian
Bélan, Mamaia terrace administrator: "Compared to other years when we brought from the Republic,
we brought from Bulgaria, we find local staff. We have something to choose from compared to other
years where, in the old days, you had 50 CVs on your desk. Now, until the pandemic, we managed
with 5-6, and the job requests appeared. "Cornel Lazar, restaurant-terrace administrator Vama Veche:
"If in other years before the opening we were desperately looking for employees, we had also reached
solutions to bring in employees from outside the country, 2020 came with a labor surplus. It’s the first
year in the last ten that we receive job offers from Romanian workers."

Reference Summary: Employers on the Romanian coast have daily requests to hire Romanians who
have returned to the country. Salaries on the coast start from 1,500-2,500 lei, but can reach up to 2,000
euros. "It’s the first year in the last ten that we receive job offers from Romanian workers," says the
administrator of a terrace.

Candidate Summary: Employers say that they have received dozens of requests to hire Romanians
who have returned home due to the pandemic. The administrators of Vama Veche say that the salaries
of qualified employees go up to 2,000 euros. In Mamaia, however, the salaries are different.
Reference Headline: The "good" side of the pandemic. In the absence of foreign seasonal workers,
employers on the Romanian coast hire Romanians

Candidate Headline: Employers on the Romanian coast did not call on foreign labor this year
Reference Keywords: mamaia, Romanians, seasonal foreigners,vama veche

Candidate Keywords: employees, foreign employees, salaries, vama veche

Table 10: The third example of generated summaries, headlines, and keywords, both in Romanian (top) and
translated into English (bottom).
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