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Abstract
Language syllabification is the separation of
a word into written or spoken syllables. The
study of syllabification plays a pivotal role in
morphology and there have been previous at-
tempts to study this phenomenon using graphs
or networks. Previous approaches have claimed
through visual estimation that the degree distri-
bution of language networks follows the Power
Law distribution, however, there have not been
any empirically grounded metrics to determine
the same. In our study, we implement two kinds
of language networks, namely, syllabary and
lexical networks, and investigate the syllabifi-
cation of four European languages: English,
French, German and Spanish using network
analysis and examine their small-world, ran-
dom and scale-free nature. We additionally
empirically prove that contrary to claims in pre-
vious works, although the degree distribution
of these networks appear to follow a power law
distribution, they are actually more in agree-
ment with a log-normal distribution, when a
numerically grounded curve-fitting is applied.
Finally, we explore how syllabary and lexical
networks for the English language change over
time using a database of age-of-acquisition rat-
ing words. Our analysis further shows that the
preferential attachment mechanism appears to
be a well-grounded explanation for the degree
distribution of the syllabary network.

1 Introduction

A graph is a mathematical structure that is defined
by a set of vertices (or nodes) that are potentially
connected by edges (or links). In the last two
decades, the formal study of graphs as well as their
applications have received tremendous attention
from the scientific community resulting in an expo-
nential growth of academic publications.

The rapid rise of this field of research stems
from the synergy of two main factors. First, this
discipline benefited from the definition and charac-
terization of special networks such as small-world

networks (Watts and Strogatz, 1998) and scale-free
networks (Barabási and Albert, 1999; Albert et al.,
1999). Second, the amount of digital data has dou-
bled in size every year (Lv et al., 2017), resulting
in significant developments in associating various
aspects of languages with graph-based approaches
(Todorovska et al., 2023; Quispe et al., 2021; Liang
et al., 2019).

In this work, we investigate the use of social
networks in the context of syllabification. Syllabifi-
cation has been used to study the division of a word
into its constituent syllables and units of pronuncia-
tion. The syllable constitutes the key building block
in phonetics (Laver, 1994) and in phonological the-
ory (Fudge, 1969; Hooper, 1972; Selkirk, 1982).
It aids word modelling in automatic speech and
concatenative synthesis (Marchand and Damper,
2007). For instance, Müller, Möbius, and Prescher
(2000, p.225) (Müller et al., 2000) write “sylla-
ble structure represents valuable information for
pronunciation systems.” In morphology, syllabifi-
cation is also critical to understanding word forma-
tion as well as subsequent morphological changes
(Ding et al., 2019). Furthermore, syllabification has
greatly contributed to the comprehension of lan-
guage acquisition (Langus et al., 2017), as it helps
identify the pronunciation and rhythm of words. In
our work, we study syllabification using network
analysis, a powerful framework for revealing struc-
tural patterns that traditional linguistic methods
may overlook.

Our work explores syllable networks and lexi-
cal networks in four European languages: English,
French, German and Spanish. We quantitatively
examine the organization of syllables and lexicons
in the languages using network analysis. We have
concerns that the visual estimation of log plots for
degree distribution patterns is inadequate for iden-
tifying power law. Thus, we perform a detailed
empirical analysis of the degree distribution of our
networks. Furthermore, we use the concept of age-
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of-acquisition for different words, to investigate the
phenomena of preferential attachment.

2 Previous Work

Syllabification using network science has been pre-
viously explored only in three languages. First,
there have been efforts to develop networks of syl-
lables for the Portuguese language (Soares et al.,
2005) in which the nodes represented syllables, and
corresponding edges represented the co-occurrence
of syllables in words (i.e. the pair of syllables oc-
curred together in at least one word). The authors
used two datasets for their study: (1) a Portuguese
dictionary with 22,064 words; and (2) the works
of Machado de Assis (Caldwell, 1970). This work
claimed the presence of a mechanism of prefer-
ential attachment to explain the structure of their
syllabary networks. Their finding was based on log-
log plots inspection of the degree distributions as
well as the calculation of the power law exponent
(i.e. gamma), whose value was compatible with
the gamma value range that is commonly found in
this kind of network (Albert and Barabási, 2002).

Second, syllabic and graphemic (character) net-
works for two Chinese dictionaries have also been
generated (Peng et al., 2008) previously: (1) a Pu-
tonghua dictionary (CEDICT) consisting of 21,727
multisyllabic words and 8,834 monosyllabic words;
and (2) a Cantonese dictionary (CULEX) includ-
ing 35,732 multisyllabic words and 5,737 mono-
syllabic words. Considering the segmental (base
syllable) and supra-segmental (tone) features of a
syllable, the authors developed three levels of syl-
lable networks: base-syllable, tonal syllable, and
Chinese-character levels. Upon visual inspection
of log-log plots and comparison of gamma values,
it was suggested that the syllabary networks fol-
lowed a power-law distribution. Upon analyzing
the power law exponent of the networks, they found
an increasing order in the values of gamma, thus
inferring preferential attachment to be strong at the
base level, stronger at the tonal level and strongest
at the character level networks.

Lastly, Croatian syllabic networks have been de-
veloped (Ban et al., 2013) using two large corpora:
(1) the Croatian Wikipedia; and (2) the composi-
tion of 3218 articles from Croatian blogs. They
construct three co-occurrence syllable networks
and one directed, weighted first-neighbour syllable
(formed by connecting only neighbour syllables)
network. Although a formal power law analysis

was not done, the authors visualized a log-log plot
for the degree distribution of the co-occurrence syl-
lable networks to estimate a premise for power law
distribution.

Considering these works, our work explores syl-
lable networks in four main European languages:
English, French, German and Spanish. In addi-
tion to syllabary networks, we also model lexical
networks to reflect the importance of words in the
mental lexicon, a concept central to psycholinguis-
tics (e.g., Coltheart et al., 2001; Aitchison, 2012).
We analyze our networks through the lens of ran-
dom, small-world, and scale-free models to develop
insights into the linguistic structure and cognitive
processing. We also suspect that a visual inspection
of log-log plots of degree distribution is insufficient
to estimate the presence of a power law accurately.
Instead, statistical measures like Maximum Likeli-
hood Estimation (MLE) and goodness-of-fit tests
prove to be more accurate (Goldstein et al., 2004;
Clauset et al., 2009). Thus we conduct a more
rigorous numerical analysis related to the degree
distribution of our networks. Finally, we use a
database of age-of-acquisition rating words to look
into the hypothetical mechanism that is commonly
used to explain a scale-free degree distribution, that
is the preferential attachment (Barabási and Albert,
1999).

3 Languages and lexicons used

Four European languages (English, French, Ger-
man, and Spanish) were chosen for the current
work. These languages were selected due to the
availability of lexicons containing marked syllable
boundaries in both the spelling (written) and pro-
nunciation (spoken) domains1. All these languages
are from the Indo-European family and are divided
between the Germanic (English and German) and
Romance (French and Spanish) subgroups (Algeo
and Butcher, 2013).

All entries of these lexicons which were non-
words, incomplete, or contained non-alphabetic
characters are excluded from the network analy-
sis. Additionally, proper nouns as well as all in-
stances of homophones and homographs were also
removed except in cases where these entries existed
only with the same syllable boundaries. In such
cases, one copy of the word was kept.

1We used the same methodology for the two domains.
Since the results were highly similar, we only report the ones
that are related to the spelling domain for the sake of simplicity
and readability.
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4 Network Analysis

4.1 Construction
For each of the four languages under investiga-
tion, we have developed two ways to build and
study the networks, namely a ‘syllabary network’
and a ‘lexical network’. In the first representa-
tion, the nodes represent a word and two words are
connected when they share at least one common
syllable. In the second representation, the nodes
represent each unique syllable of the language and
a link is generated when two syllable nodes have at
least one word in common. The dataset and code
for this study are available here 2.

Figures 1 and 2 respectively show an example
of lexical and syllabary network for the following
short list of 8 English words: “a–mi–a–bil–i–ty”,
“a–vail–a–ble”, “bin”, “cred–i–bil–i–ty”, “in–cred–
u–lous”, “mile”, “sim–i–lar–i–ty”, and “sim–u–la–
tion” (the symbol ‘–’ denotes a syllable bound-
ary). For instance, within the lexical network, there
is a link between the words “credibility” and “in-
credulous” as they share the same syllable, namely
“cred”. Similarly, within the syllabary network,
the syllables “vail” and “ble” are connected as the
word “available” contains them. The nodes that do
not have any connections (i.e. their degree is zero)
such as “mile” and “bin” are called hermits. Note
that the largest connected subgraph is called the
giant component whereas an island is defined as a
connected subgraph that is not part of any larger
connected subgraph.

Figure 1: Example of an English lexical network

4.2 Key Properties
A network analysis was conducted by measuring a
set of elementary characteristics known to formally
define the main types of networks: random
network (Erdős and Rényi, 1959), small-world

2https://github.com/Rusali28/
Network-analysis-syllabification-study

Figure 2: Example of an English syllabary network

network (Watts and Strogatz, 1998) and scale-free
network (Barabási and Albert, 1999). These
properties help us gain insights into the structure,
cognitive efficiency and robustness of the language
system. The following topological features were
numerically evaluated:

Average Connectivity: This focuses on the degree
of each node i in the network, denoted by ki. It
counts the average number of connections per node
and indicates if our language networks are complex
or not. If the number of nodes (N) is much larger
than the average connectivity, ⟨k⟩ ≪ N , then the
networks are complex by nature.

Density of a Network: Represents the proportion
of possible relationships in the network that are
present. It indicates the level of co-occurrences
between the syllables and words. A lower density
may potentially reflect phonotactic rules that
restrict certain combinations.

Diameter of a Network: Defines the maximum
distance between any two nodes in a network,
reflecting overall connectivity, and how efficiently
nodes are linked. A larger diameter for the lexical
network indicates greater morphological diversity
or isolated word groups. For the syllabary network,
a larger diameter suggests a more fragmented
structure, potentially due to rare or borrowed
syllables.

Average Distance (or Average Path Length):
Measures the average number of steps required to

199



connect any two nodes in the network. A longer
path length indicates a more fragmented language
system with distinct syllable groups, thereby re-
flecting greater phonological diversity or complex
word formation rules. A shorter length suggests
that the syllables or lexicons are efficiently
connected, thus speakers can easily transition
between them during language processing. Small
average distance (with high clustering) contributes
as an indicator of small-world networks.

Average Clustering Coefficient: Measures the
tendency of nodes to form tightly connected groups
in the network. It determines how well a node’s
nearest neighbors are also connected to each other.
High clustering coefficients for the lexical network
suggest that words sharing syllables tend to form
dense groups, reflecting phonotactic consistency
and morphological relationships. High coefficients
for the syllabary networks also indicate that
frequently co-occurring syllables form dense
clusters, revealing common phonological patterns.
A high clustering coefficient is also a characteristic
of small-world networks.

Distance of a Random Network (Erdös–Rényi
Model): Same as the average distance. It is used
to compare values with the lexical and syllabary
networks, to identify their small-world nature.

Clustering Coefficient of a Random Network
(Erdös–Rényi model): Similar to the average clus-
tering coefficient. It is calculated to compare values
with the lexical and syllabary networks, to identify
their small-world nature.

4.3 Degree Distribution
The distribution of degree, denoted as P(k), is used
to measure the frequency of nodes in a network
given a k connectivity. P(k) is a key metric for char-
acterizing the structure of a network. For instance,
scale-free networks have power-law distribution
(Barabási and Albert, 1999) whereas random
networks have Poisson-type distribution (Erdős
and Rényi, 1959). To formally and adequately
describe the degree distribution of the networks of
our study, we used three main candidate models
for curve fitting: power law distribution, lognormal
distribution, and exponential distribution.

Power Law Distribution: Suggests that a small
number of nodes have high connectivity, while the

majority of other nodes have fewer connections.
This structure is characteristic of scale-free
networks, where frequently occurring syllables
continue to gain more connections over time
(growth driven by preferential attachment). If our
networks follow a power law, it will indicate a
pattern of hierarchical organization, where syllable
usage is dominated by a few central syllables that
appear in many words.

Lognormal Distribution: Suggests that, while
some nodes may be highly connected, the dis-
tribution of connections is more balanced, with
many nodes having moderate connectivity. Unlike
a strict power law, it allows for a more gradual
transition between high- and low-degree nodes.
With respect to syllabification, this distribution
implies that syllable connectivity is not only
influenced by preferential attachment but also by
phonotactic constraints and linguistic rules. This
suggests that although some syllables are more
common, their distribution is shaped by additional
factors beyond just frequency-based reinforcement.

Exponential Distribution: Suggests that connec-
tions between nodes are relatively uniform, indi-
cating that there are no highly dominant syllables
or lexicons. This implies that syllable usage is al-
most random, without strong structural constraint
or preferential growth. An exponential distribution
in our networks will suggest that all syllables have
almost equal probability of occurring in different
words, which contradicts known linguistic patterns
of syllable frequency and phonotactic constraints.
Some previous studies (Vitevitch, 2009; Masucci
and Rodgers, 2006) on language networks have
suggested the presence of exponential degree distri-
butions in certain conditions like highly restricted
phonological systems. This model will help us
verify whether syllabification networks follow a
simple decay process rather than a structured pro-
cess of phonology and lexical organization.

5 Results

Tables 1 show the results of the key properties for
the lexical and syllabary networks, respectively. In
both tables, the details of the largest connected
component (i.e. giant component) are provided.
The islands in our study represent small separate
networks within the network consisting only of 2
to 3 nodes.
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Figure 3: Word as node (lexical network).
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(a) English lexicon.
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(b) French lexicon.

103 2×103 3×103 4×103
Degree

10−4

10−3

10−2

10−1

100

p(
D
eg

re
e
≥
x)

(c) German lexicon.
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(d) Spanish lexicon.

Figure 4: Syllable as node (syllabary network).
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(a) English lexicon.
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(b) French lexicon.
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(d) Spanish lexicon.
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Table 1: Values of the key properties for the lexical and syllabary networks.

Features Lexical Networks Syllabary Networks
English French German Spanish English French German Spanish

Number of nodes 33,464 31,155 20,344 31,238 7,605 4,664 4,043 2,264
Number of islands 8 5 3 0 28 20 8 3
Number of hermits 1,245 297 84 95 1,225 282 79 93

Giant component
Number of nodes 32,202 30,847 20,253 31,142 6,321 4,338 3,947 2,165
Number of links 20,352,425 24,235,869 9,676,660 46,186,583 44,698 53,430 35,868 34,945
Avg connectivity 1,216.4 1,555.8 951.3 2,957.1 14.1 24.6 18.2 32.3
Density 0.039 0.051 0.047 0.095 0.001 0.003 0.002 0.007
Avg distance 2.3 2.0 2.1 1.9 2.9 2.8 2.8 2.5
Diameter 9 7 7 5 10 8 7 6
Avg clustering coeff. 0.73 0.6 0.67 0.59 0.41 0.5 0.54 0.69

Table 2: Average distance and clustering coefficient for the lexical networks and their random counterparts.

Language Lexical networks Erdös–Rényi random networks
Average distance Clustering coefficient Average distance Clustering coefficient

English 2.3 0.73 1.5 0.039
French 2.0 0.60 1.4 0.051
German 2.1 0.67 1.4 0.047
Spanish 1.9 0.59 1.3 0.095

The most striking difference between the four
languages is the number of hermits elicited in
the English language for the lexical network. It
is about one order of magnitude larger than its
counterparts. This finding reflects the fact that the
English language has an unusually large number
of loan words compared to other languages (e.g.
“zigzag”, “seigneur” are hermits because they are
words whose syllables are unique). England being
the subject to several invasions throughout its his-
tory, the English language ended up absorbing im-
mense amounts of foreign vocabulary from Greek,
Latin, Norman-French, Old French, Old Norse, and
the Celtic languages as well as actively adopted
words from around the parts of the world that used
to be in the British Empire, and beyond (Bryson,
2001).

We observe that for all the networks, the average
connectivity k satisfies the condition ⟨k⟩ ≪ N, indi-
cating that the networks are sparse, an expected at-
tribute for complex networks (Albert and Barabási,
2002). These results are in agreement with previous
findings related to Portuguese (Soares et al., 2005),
Chinese (Peng et al., 2008) and Croatian (Ban et al.,
2013) language networks. Results from Tables 2
and 3 show that the networks have high clustering
coefficient values when compared to corresponding
Erdös–Rényi random (ER) networks whereas their
average network distances are quite similar to the

distances calculated for the ER random networks.
Thus, our networks exhibit characteristics of small-
world networks (i.e. high clustering coefficients
and small average distances).

Of critical importance, we also numerically
tested whether or not the empirical degree distri-
bution of the networks was heavy-tailed by fitting
three candidate distributions to the data : a power
law distribution, a log-normal distribution, and an
exponential distribution (Alstott et al., 2014). In
the case of lexical networks, it is apparent from the
four plots shown in Figure 3 that the log-normal
distribution offers a better fit than the exponential
model, which is not heavy-tailed. The values of the
mean (µ) and standard deviation (σ) supporting the
lognormal distribution are given in Table 4, for all
the networks.

Concerning the syllable networks, Figure 4
shows that the degree distribution of those networks
can be reasonably well modeled with a power law
distribution. The associated γ values are displayed
in Table 4 and are consistent with the values of γ
generally observed in complex networks (1 < γ <
3). This finding is also comparable with values of
complex networks that follow preferential attach-
ment. In agreement with the study conducted by
Broido and Clauset (Broido and Clauset, 2019), we
also find that the lognormal distribution is a better
fit for our networks than the power law distribution,
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Table 3: Average distance and clustering coefficient for the syllabary networks and their random counterparts.

Language Syllabary networks Erdös–Rényi random networks
Average distance Clustering coefficient Average distance Clustering coefficient

English 2.9 0.41 3.3 0.002
French 2.8 0.50 2.6 0.006
German 2.8 0.54 2.9 0.005
Spanish 2.5 0.69 2.2 0.014

Table 4: Parameters of lognormal distribution and power law distribution.

Language English French German Spanish
Nodes of the network Words Syllables Words Syllables Words Syllables Words Syllables
Gamma (γ) 4.6 2.1 4.1 2.0 2.9 2.1 4.8 2.0
Best fit Linear Linear Linear Linear Linear Linear Linear Linear
µ 7.99 -8.80 7.65 0.94 7.20 -4.76 8.38 1.14
σ 0.32 3.35 0.40 2.04 0.45 2.04 0.28 2.02

even if the latter can be seen at first sight as a good
fitting curve.

To further strengthen our empirical evaluation
of the network’s degree distribution, we perform
the degree distribution fit using the two-parameter
Zipf-Mandelbrot law and compare the fit against
the lognormal distribution. To determine which dis-
tribution fits the best, we measure the goodness of
fit using Akaike Information Criterion (AIC) and
Bayesion Information Criterion (BIC). The results
from Table 5 show that for both the lexical and
syllabary networks, the AIC and BIC values for the
lognormal distribution are lower than those for the
Zipf-Mandelbrot model. Thus, these results further
indicate that the lognormal distribution consistently
provides a better fit for our networks. These find-
ings therefore suggest that syllable organization is
shaped by a combination of preferential attachment,
phonological constraints and linguistic rules rather
than an unrestricted rich-get-richer mechanism.

6 Preferential Attachment and
Age-of-Acquisition

The mechanism of preferential attachment helps
to understand the growth of a complex network
(Barabási and Albert, 1999; Hills et al., 2009). It
is associated with the metaphoric “rich-get-richer”
expression. Given a network with a pre-existing
fixed number of nodes and edges, when a new node
is introduced to the network, the existing nodes
to which the new node will connect are selected
by a preferential mechanism, i.e. the probability
of selection is directly proportional to the degree
of the pre-existing nodes. This means that nodes
with larger degrees will have higher probabilities

to attract new nodes and generate more edges, as
the network evolves into a larger network with time
(Barabási and Albert, 1999). Owing to preferential
attachment, as well-connected nodes continue to
accumulate more edges and nodes with time, this
mechanism also proceeds to support the power law
distribution (Stumpf and Porter, 2012), hence the
scale-free nature of complex networks.

In this section, we explore the effects of an age
of acquisition (AoA) database in an attempt to val-
idate the theory of preferential attachment for the
English language networks. Age of acquisition
refers to the age range in which an individual ac-
quires knowledge over certain aspects of language
(e.g. vocabulary, grammar). Here, we focus on
the age of acquisition of vocabulary using a dataset
(Kuperman et al., 2012) of AoA ratings for 30,121
English content words including nouns, verbs, and
adjectives.

We take this longitudinal vocabulary data to cu-
mulatively construct syllabary and lexical networks
over time. In other terms, a network at a time in-
stant t is built from words known (i.e. acquired)
at time t and all the proceeding words before t.
Going through the AoA database, we generate 23
networks, one for each year starting from 4 to 25
years old. We perform two measures on these lon-
gitudinal networks. The first measure is the size
of the networks, that is, the number of nodes in
the networks. It corresponds to the measure of
vocabulary size for the lexical networks and the
number of syllables (an index of flexibility in word
combination) for the syllabary networks. Figure
5a shows that the rate of syllabary development is
slower than the lexical one. Both trajectories reach
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Table 5: AIC and BIC values for Lognormal and Zipf distributions in lexical and syllabary Networks.

Features Lexical Networks Syllabary Networks
English French German Spanish English French German Spanish

AIC (lognormal) 91599.64 163654.51 139663.52 147018.4 7832.26 7381.2 5329.9 4731.59
AIC (zipf) 361063.23 341027.47 199321.54 374468.74 21798.45 15072.72 13185.03 7604.13
BIC (lognormal) 91612.88 163668.97 139677.82 147032.51 7841.54 7390.33 5338.44 4739.82
BIC (zipf) 361088.49 341052.51 199345.30 374493.79 21818.73 15091.88 13203.88 7621.18

Figure 5: Longitudinal analysis.
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(b) Kendall’s Tau correlation over time.

a plateau in adolescence with, at this time, a pool
of about 5,000 syllables to assemble over 20,000
words.

For the second measure, we use a correlational
analysis, in which the network growth allows us
to assess the hypothesis of a preferential attach-
ment. If preferential attachment3 plays a role in
shaping the English networks, then a negative re-
lationship should be found between the AoA and
degree. The first syllables that individuals acquire
in earlier years should indeed be more connected
over time than those learnt later in life. Figure
5b shows the Kendall’s Tau correlation coefficient
(Kendall, 1938) between degree and age of acqui-
sition over time. This correlation coefficient was
chosen since it is a non-parametric correlation mea-
sure that does not assume a linear relationship, thus
making it more suitable for studying degree distri-
butions, which are often skewed and not normally
distributed. It provides a more robust measure of
association, as opposed to the Pearson correlation
coefficient (Anscombe, 1973). It can be seen that
the degree and AoA of the syllabary network have a
negative relationship that amplifies over time, thus

3As previously mentioned, even if a lognormal distribution
is a better fit to model our networks, preferential attachment
may still influence local network growth, especially in early
language acquisition. Thus, power law distribution is still a
reasonable fit.

supporting the theory of preferential attachment.
As the age increases, newly acquired syllables tend
to connect more likely to highly connected exist-
ing syllables. For the lexical network, the situation
is reversed: the Kendall’s Tau correlation coeffi-
cient elicits a positive correlation, reflecting dif-
ferent growth dynamics. As some new words are
learnt over time, all their syllabic sub-parts are
more likely to be linked to an existing stock of
syllables. This highlights the importance of fre-
quently used syllables, in their role as anchors in
vocabulary expansion over time. The dual pattern
indicates the contribution of broader linguistic con-
straints in shaping the overall network structure.

7 Conclusion

We used network science to study the syllabifica-
tion of the English, French, German and Spanish
languages. We built syllabary networks in which
nodes and links constitute syllables and words, re-
spectively. Furthermore, to acknowledge the ubiq-
uitous prevalence of the mental lexicon in the lan-
guage sciences, we also generated and studied the
properties of lexical networks in which the roles
are reversed, namely nodes and links act for words
and syllables, respectively. By studying the two
types of networks, our study acknowledges the role
of syllables in influencing word formation, as well
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as the role of words in structuring how syllables
interact within the lexicon. Thus, we attempt to
capture both the phonological and lexical network
dynamics.

All these networks exhibited small-world prop-
erties, having high clustering coefficients and small
average distances when compared to their corre-
sponding random networks. Previous studies on
syllabary networks related to Portuguese, Chinese
and Croatian languages, have all assumed that they
are scale-free as their degree distribution looked
as to follow a power law. However, this statement
was mostly based on visual inspection. When an
analysis of degree distribution is conducted under
more rigorous circumstances using curve fitting,
the results show that all our networks’ degree dis-
tributions are consistently better modelled with
a log-normal distribution. Our finding is in line
with a few studies that have questioned and rebut-
ted the claim of previously reported scale-free net-
works (e.g. Clauset et al., 2009; Broido and Clauset,
2019).

Finally, unlike earlier studies on syllabification
that all dealt with static networks, we examined
the English networks from a dynamic perspective
using longitudinal data from the database of age-of-
acquisition rating words. This approach allowed us
to validate the preferential attachment mechanism
for the syllabary network. Although our analysis
shows that syllabification networks are better de-
scribed by a lognormal distribution rather than a
strict power law, this does not rule out preferen-
tial attachment as a contributing mechanism (Hills
et al., 2009; Vitevitch, 2008). We find that prefer-
ential attachment can still operate locally in early
network growth. This implies that language net-
work growth is influenced by both preferential at-
tachment and additional linguistic constraints, like
phonological and morphological structures.

These findings in our work have important im-
plications for linguistic modeling. Considering
phonotactic constraints and linguistic rules have
a role to play in the networks, models of lexical
evolution must account for structured constraints
beyond simple preferential attachment. Further-
more, cross-linguistic comparisons of degree distri-
butions could further help us understand how these
constraints vary across mutliple languages, thereby
providing deeper insights into the universality of
phonological organization.

8 Limitations

While our study provides new insights into syllabi-
fication networks, we address a few limitations in
this section. First, the focus of our study is limited
to four Indo-European languages. This generates a
scope for cross-linguistic validation with typolog-
ically diverse languages, with different structures
(e.g. Turkish, Finnish). Second, while our results
demonstrate that a lognormal distribution better
models the degree distribution than power law, we
still observe reasonable behaviour with respect to
power law as well. Future work could explore
alternative mixture models to refine this finding.
Third, while we confirm that preferential attach-
ment influences network growth, our study does
not quantify its relative impact compared to linguis-
tic constraints like phonotactic rules, morphologi-
cal constraints, cognitive biases, etc. A quantitative
comparison of these factors could provide deeper
insights into their contributions.
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