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Abstract
Recent work has suggested detection of cogni-
tive distortions as an impactful task for NLP
in the clinical space, but the connection be-
tween language-detected distortions and vali-
dated mental health outcomes has been elusive.
In this work, we evaluate the co-occurrence of
(a) 10 distortions derived from language-based
detectors trained over two common distortion
datasets with (b) 12 mental health outcomes
contained within two new language-to-mental-
health datasets: DS4UD and iHiTOP. We find
higher rates of distortions for those with greater
mental health condition severity (ranging from
r = 0.16 for thought disorders to r = 0.46 for
depressed mood), and that the specific distor-
tions of should statements and fortune telling
were associated with a depressed mood and
being emotionally drained, respectively. This
suggested that language-based assessments of
cognitive distortion could play a significant role
in detection and monitoring of mental health
conditions.

1 Introduction

Cognitive distortions–systematic thinking pat-
terns that cause inaccurate perceptions of reality–
contribute to maintaining or worsening mental
health conditions, such as depression and anxiety
(Beck, 1963). The practice of recognizing one’s
own cognitive distortions is a core component of
cognitive behavioral therapy (CBT), one of the
most effective non-medicinal therapies for depres-
sion (Hofmann et al., 2012). Recent advances in
natural language processing (NLP) have opened
new avenues for automatically detecting distortions
as well as generating text to reframe the distortions
(de Toledo Rodriguez et al., 2021; Lim et al., 2024),
potentially extending accessibility to therapeutic
practices like CBT. Reliable detection of cognitive
distortions in text holds promise for scalable men-
tal health assessments to increase their efficacy and
adds a layer of explainability. However, a key step
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Figure 1: We train distortion detection models on exist-
ing cognitive distortion datasets, apply them to iden-
tify cognitive distortions in language, and evaluate
their relationship with HiTOP (Kotov et al., 2022) and
DS4UD (Nilsson et al., 2024) mental health outcomes
over two new datasets.

in this vision is to validate that language-detected
distortions do in fact have associations with vali-
dated mental health outcomes.

This study seeks to empirically evaluate whether
language-detected distortions do in fact show con-
nections to expected mental health outcomes over
both clinical interviews as well as standard self-
report assessments. Our paper highlights two
key findings: (1) our analyses validate the co-
occurrence of cognitive distortions with mental
health conditions, demonstrating that higher rates
of distorted thinking patterns generally correspond
to greater severity of mental health symptoms; (2)
we identify specific distortion types that exhibit
stronger correlations with certain mental health in-
dicators, suggesting they may be useful language
markers of particular health indicators. We also
identify where better detection performance and
connections to mental health outcomes could be
stronger, motivating directions for future work.

The established links between distortions and
mental health conditions have motivated language
analysis on social networks for early detection of
depression markers of depression in social me-
dia posts (Ophir et al., 2017; Bathina et al., 2021;
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A. Rutter et al., 2025). Our study underscores that
NLP models of cognitive distortions effectively
align language with actual mental health condi-
tions, and contributes to real-world monitoring or
intervention strategies through advanced detection
capabilities.

2 Background

Cognitive distortions are systematic patterns of bi-
ased thinking and false self-beliefs that can lead
to negative moods and behaviors, playing a role
mental health conditions like depression (Beck,
1963). Therapies like cognitive behavioral therapy
(CBT) involve the practice of identifying and re-
framing distortions to support individuals in adopt-
ing healthier thinking patterns (Rupke et al., 2006).
There is strong evidence that this form of ther-
apy is effective for managing conditions like anxi-
ety and depression (Hofmann et al., 2012). Since
the COVID-19 pandemic, therapy has increasingly
transitioned into the telehealth space (Leroy et al.,
2025), highlighting a need for automated detection
tools in conversations which would allow thera-
pists in recognizing distorted thinking within the
vast amount of information they process during a
therapy session. This shift has encouraged the ex-
ploration of various ways in which agents within
telehealth sessions can assist therapists in recog-
nizing patterns, creating opportunities for the ap-
plication of distortion detection tools. Tools such
as this can enable timely interventions, helping
patients recognize and work through cognitive dis-
tortions. Additionally, distortion detection tools
can be integrated into developing assistive agents
for therapy homework after CBT, bringing a more
patient-facing support by flagging cognitive distor-
tions and prompting the need for reappraisal (Stade
et al., 2024).

As distortion reframing occurs through lan-
guage, recent research has explored NLP-based ap-
proaches for cognitive distortion detection, refram-
ing, and positive reformulation. Various efforts
have been dedicated toward cognitive distortion de-
tection and classification models (Shreevastava and
Foltz, 2021; Chen et al., 2023; Lim et al., 2024).
Datasets of situations, thoughts, and reframes have
been created to train generative models (Sharma
et al., 2023; Maddela et al., 2023). This research
has focused on models that perform positive refor-
mulation of distorted thoughts to more constructive
ones (de Toledo Rodriguez et al., 2021), by adopt-

ing, for instance, strategies from positive psychol-
ogy (Ziems et al., 2022). Others have also aimed
to build chat systems that guide users through cog-
nitive restructuring (Sharma et al., 2024). These
studies highlight the potential of NLP-driven inter-
ventions in fostering cognitive shifts and improving
mental health, yet there is limited work into how
automatically detected distortions correspond to
existing mental health conditions.

3 Data

3.1 Mental Health Outcomes Datasets

iHiTOP The iHiTOP dataset contains tran-
scribed clinical interviews with psychiatric outpa-
tients, aligned with the HiTOP taxonomy—a mod-
ern mental health taxonomy mappable to DSM-
V (Kotov et al., 2022; Regier et al., 2009). These
semi-structured interviews, lasting 45-90 min-
utes, were diarized and transcribed using NVIDIA
NeMo and openai/whisper-large-v2.1 We use the

Dataset Num partic-
ipants

Num
messages

Num
spans

Mental Hea
-lth Outcomes Report

iHiTOP 536 536 568989 Internalizing
Mania

Anankastia
Thought disorder

Detachment
Disinhibition
Antagonism

Expert

DS4UD 587 32773 58103 Depressed Mood
Daily Stress
Daily Drain

Wave Anxiety
Wave Depression

Self

Table 1: Descriptions of Mental Health datasets.

transcribed text of the interviewee in our analysis.
The dataset includes patient scores across

seven “spectra”: internalizing, mania, anankastia,
thought disorder, detachment, disinhibition, and
antagonism. After filtering segments shorter than
4 words, the average segment length was 12 words,
with interviews averaging 8,217 words per patient.

DS4UD The Data Science for Unhealthy Drink-
ing Study (DS4UD) dataset (Nilsson et al., 2024)
comprises mental health assessments and language
data collected from U.S. service industry workers
over two years. We focus on daily diary language
from Ecological Momentary Assessments (EMAs).
Participants provided three daily EMA responses
across six 14-day waves, responding to: "Please
describe in 2 to 3 sentences how you are currently

1‘iHiTOP’ is also the name of the instrument used to assess
HiTOP mental health scores. This is the first dataset to use it
so it is named the same.
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feeling." With responses averaging 50 words (aver-
age 11 words per sentence), each participant could
contribute up to 252 responses. The dataset in-
cludes daily metrics (affect, stress, alcohol con-
sumption, and cravings) and WAVE measurements
of anxiety and depression.

3.2 Cognitive Distortions Training Data
Patient Queries dataset (PQ) Shreevastava and
Foltz (2021) contains patient queries to therapists,
which include questions, concerns, descriptions of
circumstances, and symptoms, among other top-
ics. Each example is labeled with 1-2 dominant
cognitive distortions, from 10 common types – All-
or-Nothing Thinking, Overgeneralizing, Labeling,
Fortune Telling, Mind Reading, Emotional Reason-
ing, Should Statements, Personalization, Mental
Filter, and Magnification. There are 1597 instances
of distorted spans (average length: 36 words) an-
notated with one of the ten types, from a total of
2530 messages (average length: 166 words).

Thinking Traps dataset (TT) Sharma et al.
(2023) covers a set of 13 cognitive distortions: All-
or-Nothing Thinking, Overgeneralizing, Labeling,
Fortune Telling, Mind Reading, Emotional Reason-
ing, Should Statements, Personalization, Disquali-
fying the Positive (Mental Filter), Catastrophizing
(Magnification), Comparing and Despairing, Blam-
ing, Negative Feeling or Emotion. We drop the
classes Blaming, Comparing and Negative Emotion
due to the lack of enough examples in the dataset,
and to maintain the same set of distortions in both
the datasets. Our final dataset contains 1011 spans
(average length: 21 words) that describe a situation
and lead to a distorted thought leading from the
situation.

4 Methods

We develop models to detect cognitive distortions
in text as a means to study their relationship with
mental health outcomes. Following established
approaches in mental health NLP (Ganesan et al.,
2021), we utilize transformer-based language mod-
els (LMs) and their contextual embeddings rather
than pursuing incremental architectural improve-
ments. These models enable us to quantify distor-
tion rates per participant and examine their associa-
tions with mental health measures, addressing our
primary research question.

Task 1: Distortion Detection This binary clas-
sification task assessed the models’ ability to dis-

tinguish between messages containing cognitive
distortions and those without. The objective was to
make a fundamental present/absent determination
for distorted thinking patterns.

Detection Classification

Model F1 AUC F1 AUC

TT .597 .813 .276 .755
PQ (span) .823 .917 .369 .876
PQ (full) .693 .766 - -
TT + PQ (span) .833 .921 .366 .847

Table 2: Cross-validation metrics for distortion detec-
tion and 11-way classification models. Note that PQ
(full) contains full passages and could contain many
distortions, so it wasn’t used for the classification task.

Model F1 AUC

All-or-Nothing Thinking .506 .768
Overgeneralizing .581 .735
Labeling .607 .853
Fortune Telling .612 .878
Mind Reading .675 .871
Emotional Reasoning .525 .753
Should Statements .696 .874
Personalization .554 .797
Mental Filter .526 .783
Catastrophizing .522 .706

Table 3: Cross-validation metrics for one-vs-rest dis-
tortion classification models. We pick the models with
F1 > 0.6 (bolded) for validation on the mental health
datasets.

Task 2: Distortion Classification We formulate
this in two ways: a multi-class task (Table 2) and a
one-vs-rest task (Table 3). The multi-class classifi-
cation task required models to categorize messages
according to specific distortion types identified in
the training data. Notably, we included "No Distor-
tion" as a distinct category by augmenting with sen-
tences from the PQ dataset that were not annotated
with a distortion, representing the absence of any
recognized cognitive distortion patterns. This ap-
proach allowed for a more nuanced analysis of dis-
tinct cognitive distortion types in relation to mental
health outcomes. Further, one-vs-rest task was used
to build distortion type-specific classifiers with pos-
itive class being a distortion type and the rest of the
examples from all the other classes (including No
Distortion).

We report the F1 and AUC scores for comparing
the performance of the models 2.

2F1 is a metric that is calculated as the harmonic mean
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Model iHiTOP DS4UD

EMA Wave

Interna-
lizing Mania Anank-

astia
Thought
Disorder

Detach-
ment

Disihi-
bition

Antago-
nism

Distort
Rate (%)

Depressed
Mood

Emotionally
Drained

Nervous
Stress Anxiety Depression Distort

Rate (%)

TT + PQ 0.24 0.18 0.16 0.16 0.11 0.29 0.19 9.78 0.42 0.29 0.17 0.30 0.27 8.47
PQ 0.34 0.21 0.22 0.16 0.24 0.35 0.21 11.36 0.46 0.29 0.25 0.32 0.28 15.03

Table 4: Between-user correlations (Pearson r) between overall percentage of distortions and mental health
assessment scores in the iHiTOP and DS4UD dataset. Bold indicates statistically significant (p-values < 0.05).
Correlations between a behavior (distortion mention) and psychological variables have a modal correlation between
0.1 to 0.4 and those above are considered very large (Roberts et al., 2007).

4.1 Modeling

We implemented two distinct approaches for fine-
tuning encoder models:

Span-only (span) In this approach, we utilized
only the text spans explicitly annotated as cognitive
distortions. These spans were processed through
a RoBERTa-base model, from which we derived
averaged embeddings to train task-specific linear
classifiers. This methodology was employed for
both the therapist QA dataset and the thinking traps
corpus (the latter consisting exclusively of short,
distortion-containing sentences).

Full message (full) We expanded the input to en-
compass the complete message context from which
the distortion spans were originally annotated in
the therapist QA dataset. The processing pipeline
remained consistent with the span-only approach,
utilizing the same model architecture and classifi-
cation framework. Both approaches leveraged the
DistilRoBERTa-base architecture as our founda-
tion, with subsequent linear classification layers
optimized for each specific task.

We trained and validated our models on stratified
train-test splits of the distortion-labeled datasets.
We selected the PQ (span) and TT + PQ (span) to
apply to our mental health outcomes data as they
were the top performers by F1 score (Table 2) for
detection. Some of the one-vs-rest models perform
better than the others (Table 3, this could be at-
tributed to PQ dataset: it has 73% examples with
more than one distortion type annotated, the mod-
els might not pick up on the signals for certain
types effectively. We select four one-vs-rest classi-
fication models for distortion classification due to
their superior performance compared to the other
models.

of precision and recall for a class. AUC is short for AUC-
ROC, which stands for Area under the Receiving Operating
Characteristic curve, a measure of binary classification models’
ability to distinguish two classes.

4.2 Predictions on Mental Health Outcomes
Dataset

We applied our trained detection and classification
models to the DS4UD and iHiTOP texts to quantify
the presence of distortions within users’ language
to analyze in relation to their mental health scores.
We then compute the percentage of sentences that
contain a detected distortion. For each of the dis-
tortion classes, we likewise compute the percent of
sentences where the distortion was detected.

5 Results

We examine correlations between detected cog-
nitive distortions and mental health outcomes at
two levels: between users (in both DS4UD and
iHiTOP datasets) and within users over time (in
DS4UD). Using Pearson’s r, we analyze how dis-
tortion rates correlate with mental health indicators
across users, as well as how individual-level fluctu-
ations in distortion rates relate to changes in mental
health states.

Finding: Cognitive distortions detected in lan-
guage are linked to mental health outcomes.
The results of the between-user correlation analy-
sis are shown in Table 4. Overall, rates of detected
distortions are positively correlated with the mental
health outcome scores, reflecting increased sever-
ity of mental health conditions as associated with
elevated patterns of distorted thinking.

In the iHiTOP dataset, the overall rate of de-
tected distortions by the PQ model correlates sig-
nificantly positively with the spectra. Significant
correlations were observed between all indicators
and the rate of distortions detected by the PQ model.

In the DS4UD data, both models identified dis-
tortions at rates that correlate significantly with lev-
els of user depression, being emotionally drained,
and having nervous stress in the EMAs, and anx-
iety and depression scores measured by WAVE.
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Model DS4UD
EMA Wave

Depressed
Mood

Emot
Drained

Nervous
Stress Anx Dep

Should Statements 0.32 0.12 0.04 0.10 0.18
Fortune Telling 0.09 0.16 0.09 0.12 0.13
Mind Reading -0.07 -0.04 -0.03 -0.06 -0.07
Labeling 0.26 -0.07 -0.10 -0.10 -0.05

Table 5: Between-user correlations (Pearson r) be-
tween overall percentage of distortions and mental
health assessment scores in the DS4UD dataset. Bold
indicates statistically significant (p-values < 0.05).

Distortion Type Depressed Emotionally
Drained Nervous Stress

TT + PQ 0.12 0.12 0.13
PQ 0.25 0.13 0.16

Should Statements -0.02 0.03 0.00
Fortune Telling 0.14 0.08 0.07
Mind Reading 0.00 0.03 0.00
Labeling -0.23 0.05 0.00

Table 6: Within user correlations (mean of Pearson
r across users) of the overall percentage of distortions
with Psychological State Indicators aligned in time. A
higher value means that as the distortion increases so
too does the reported condition severity where as a neg-
ative correlation indicates the severity decreases as the
condition increases.

Considering specific classes of distortions, weak
but significant positive correlations were observed
between the presence of should statements with
depressed and emotionally drained states from the
EMAs, and depression from WAVE, and likewise
for fortune telling except which does not have a sig-
nificant relationship with the depressed EMA state.
The difference in the rates of various types of distor-
tions has also been observed in other studies with
respect to emotional stress, depressive symptoms
and anxiety (Jha et al., 2022; Wang et al., 2025),
which could indicate distinct thinking patterns for
specific mental health conditions. However, the low
degree of associations observed should not neces-
sarily mean that some of the cognitive distortion
types could be disregarded.

The within-person analysis for DS4UD dataset
is discussed in Table 6. Significance is not re-
ported for this analysis since it captures the average
Pearson correlations across a user timeline, and
the maximum number of user EMAs is 252 (See
§3.1). However, we still observe positive r val-
ues for the EMA-level outcomes, which indicates
that increase in cognitive distortions expressed in

language is weakly positively correlated to worsen-
ing mental health scores, even at a user-level. We
note that we have a small number of repeated mea-
sures for these users (six), which limits the scope
of observing within-person patterns in the WAVE
outcomes. Future research can explore these re-
lationships with more longitudinal data to assess
whether models would detect within-user fluctua-
tions in mental health states and thinking patterns.

6 Conclusion

We evaluated the link between distortion models
and mental health outcomes for the authors of
the language across two language-to-mental-health
datasets: DS4UD and iHiTOP. We found automati-
cally detected distortions in language correlated in
general with higher anxiety and depression-related
outcomes. In particular, we found that should state-
ments and fortune telling associated with depressed
states. Other types of distortions were not as easy to
detect, suggesting further development may unlock
additional benefits of NLP-based distortion detec-
tors. Our findings establish language-based distor-
tion detection as a promising tool for mental health
professionals, offering empirically-validated sup-
port for identifying and addressing cognitive dis-
tortions in clinical settings. Our work contributes
to advancing methods for early detection of mental
health conditions like depression that can be inte-
grated in real-world monitoring and intervention
strategies.

Limitations

Our study faces methodological and data con-
straints that warrant consideration. The classifi-
cation models show variable performance across
different types of cognitive distortions, with some
categories like mind reading and personalization
showing particularly weak correlations with men-
tal health outcomes. We also drop three classes
of cognitive distortions from TT in our analyses
for ease of combining the datasets. This suggests
room for improvement in capturing more nuanced
forms of distorted thinking and exploring more
complex frameworks. We have limited our analysis
to two datasets that could have potential sampling
biases. We limit the analysis to English-language.
Further, our computational approach faces several
challenges. The reliance on automated detection
methods may miss contextual nuances that human
clinicians typically observe. These methods should

66



be used as an assistance rather than a replacement
for human clinicians.

Ethics Statement

As NLP continues to advance in enhancing human-
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academic research and was anonymized. Open
sharing would breach the trust with participants
and violate agreements with ethical review boards.
Ideally, all data should be released while maintain-
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work.
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A Within-person Analysis

Significance is not reported for this analysis since
it captures the average Pearson correlations across
a user timeline, and the maximum number of user
EMAs is 252 (See §3.1). However, we still ob-
serve positive r values for the EMA-level outcomes,
which indicates that increase in cognitive distor-
tions expressed in language is weakly positively
correlated to worsening mental health scores, even
at a user-level. We note that we have a small
number of repeated measures for these users (six),
which limits the scope of observing within-person
patterns in the WAVE outcomes. Future research
can explore these relationships with more longitu-
dinal data to assess whether models would detect
within-user fluctuations in mental health states and
thinking patterns.
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