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Abstract
Recent studies have evaluated creativity, where
novelty is an important aspect, of large lan-
guage models (LLMs) primarily from a seman-
tic perspective, using benchmarks from cog-
nitive science. However, assessing the nov-
elty in scholarly publications, a critical facet of
evaluating LLMs as scientific discovery assis-
tants, remains underexplored, despite its poten-
tial to accelerate research cycles and prioritize
high-impact contributions in scientific work-
flows. We introduce SchNovel 1, a benchmark
to evaluate LLMs’ ability to assess novelty in
scholarly papers, a task central to streamlin-
ing the discovery pipeline. SchNovel consists
of 15000 pairs of papers across six fields sam-
pled from the arXiv dataset with publication
dates spanning 2 to 10 years apart. In each pair,
the more recently published paper is assumed
to be more novel. Additionally, we propose
RAG-Novelty, a retrieval-augmented method
that mirrors human peer review by grounding
novelty assessment in the retrieved context. Ex-
tensive experiments provide insights into the
capabilities of different LLMs to assess nov-
elty and demonstrate that RAG-Novelty out-
performs recent baseline models, highlighting
LLMs’ promise as tools for automating novelty
detection in scientific workflows.

1 Introduction

AI-driven scientific discovery systems, such as au-
tonomous lab platforms like Coscientist (Boiko
et al., 2023), promise to accelerate research by syn-
thesizing insights from vast literature. A critical
bottleneck, however, lies in identifying which pa-
pers introduce truly novel concepts, a capability es-
sential for prioritizing experiments, avoiding redun-
dant work, and guiding discovery pipelines. While
large language models (LLMs) are increasingly de-
ployed to analyze scientific texts, their ability to

*These authors contributed equally to this work.
1The SchNovel dataset and RAG-Novelty code are avail-

able at: https://github.com/ethannlin/SchNovel

detect scholarly novelty, particularly in evolving
research contexts, remains unproven. This gap per-
sists despite LLMs’ remarkable proficiency in tasks
requiring creativity, traditionally defined as produc-
ing ideas that are both novel and effective (Runco
and Jaeger, 2012). LLMs now solve open-domain
problems, write code, and even generate research
ideas rivaling human experts’ novelty (Si et al.,
2024). Yet their capacity to systematically assess
novelty in scholarly publications, where contribu-
tions build incrementally on prior work, remains
underexplored.

Recent studies evaluating the generative creativ-
ity of LLMs have yielded inconsistent conclusions.
Orwig et al. (2024) concluded that GPT-4 (Ope-
nAI, 2023) generates stories that are comparable
to those written by humans in terms of creativity.
Similarly, Pépin et al. (2024) found that LLMs
can even surpass humans in specific creative tasks,
such as divergent association and creative writing.
However, Anderson et al. (2024) argued that AI-
based creativity support tools (CSTs) like ChatGPT
are not yet well-suited to fostering truly original
ideas, as they can lead to the homogenization of
human creativity. Chakrabarty et al. (2024) ob-
served that LLM-generated stories pass the Tor-
rance Test for Creative Writing (TTCW) tests 3 to
10 times less frequently than those written by pro-
fessionals. Additionally, Chakrabarty et al. (2023)
pointed out that LLMs often rely on cliches, pro-
duce text lacking nuance, and frequently resort to
overly moralistic and predictable endings in sto-
ries. These discrepancies can be attributed to using
different evaluation benchmarks and metrics, high-
lighting the lack of widely accepted standards for
accessing LLM creativity in domain-specific con-
texts like scientific discovery.

The evaluation benchmarks used in current stud-
ies are primarily derived from cognitive science,
such as the Torrance Tests of Creative Thinking
(TTCT) (Lissitz and Willhoft, 1985), Alternative
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Use Task (AUT) (Guilford, 1964), and the Runco
Creativity Assessment Battery (rCAB) (Runco,
2011). These benchmarks focus on assessing se-
mantic creativity by tasks like generating responses
to pictures or listing as many uses as possible for a
common object. Corresponding metrics include flu-
ency, flexibility, originality, and elaboration. How-
ever, these metrics primarily assess semantic nov-
elty, which does not fully capture the kind of nov-
elty emphasized in scholarly research. Novelty in
scholarly work is especially critical, as each pa-
per undergoes rigorous peer review, particularly in
high-prestige venues. Novel papers typically build
upon existing research while introducing new ideas,
methods, or insights, making novelty assessment
heavily dependent on current and past trends in
research.

While LLMs have shown great capability in gen-
erating text and mimicking human reasoning, their
ability to assess novelty in scholarly publications re-
mains largely unexamined. To address this gap, we
present a scholarly novelty benchmark (SchNovel)
to evaluate LLMs’ capability of assessing novelty
in scholarly papers. Specifically, we leverage the
arXiv dataset to create a collection of 15,000 pa-
per pairs. In each pair, we assume that the more
recently published paper is more novel. Papers
are selected across six categories, with publication
dates spaced by gaps ranging from 2 to 10 years
between the paired papers. We evaluate various
LLMs on their ability to assess novelty and report
their accuracy.

To further improve novelty assessment, we pro-
pose RAG-Novelty, a retrieval-augmented genera-
tion method. This method assumes that more novel
papers will retrieve more recently published works,
enhancing the novelty prediction. Our extensive
experiments demonstrate that RAG-Novelty outper-
forms recent baseline models in assessing novelty
in scholarly papers. Our key contributions include:

• We release the first benchmark, SchNovel,
specifically designed to evaluate LLMs’ ca-
pability in assessing novelty within scholarly
publications.

• We conduct comprehensive experiments to
explore how variations in categories, starting
years, and year gaps affect LLMs’ ability to
assess paper novelty.

• We propose a novel method, RAG-Novelty,
to enhance LLMs’ performance in assessing

paper novelty.

2 Related Work

2.1 Existing Benchmarks

TTCT (Lissitz and Willhoft, 1985) is a commer-
cially protected assessment tool consisting of six
tasks: 1) asking a question about a picture; 2) guess-
ing the cause of the action depicted in the image; 3)
predicting the consequences of the action described
in the image; 4) improving a product described in
2-3 sentences in the most interesting and unusual
way; 5) suggesting interesting and unconventional
uses for a given item; and 6) imagining what would
happen if an improbable situation were to occur.
Both AUT (Guilford, 1964) and rCAB (Runco,
2011) ask participants to generate as many uses
as possible for a common object. The Remote As-
sociates Test (RAT) (Mednick and Halpern, 1968)
presents participants with three seemingly unre-
lated words and asks them to find a fourth word
that connects all three. The Consensual Assess-
ment Technique (CAT) (Amabile, 1982) evaluates
creative products, such as stories, poetry, dramatic
performances, and musical compositions, using a
panel of domain experts. The Wallach-Kogan Cre-
ativity Tests (WCT) (Brody, 1966) consist of the
AUT, Instances Test, and Similarities Test. The
Scholarly Creativity Test (SCT) (Hu and Adey,
2002) measures scholarly creativity and process
skills. The Divergent Association Task (DAT) (Ol-
son et al., 2021) asks participants to name unre-
lated nouns and calculates the pairwise semantic
distance between them. However, all these existing
cognitive science benchmarks are not suited for
evaluating LLMs’ capability to assess novelty in
scholarly publications, a gap our proposed bench-
mark addresses.

2.2 Creativity and Novelty Assessment

Traditional general novelty assessment methods
use pre-defined metrics like the similarity to exist-
ing methods (Just et al., 2024) and the diversity
of references (Shibayama et al., 2021) to score
the novelty of a method or scholarly paper. To
assess LLMs’ capability of generating or assess-
ing creativity and novelty, current studies employ
different prompt strategies to interact with LLMs
and collect responses for evaluation. Guzik et al.
(2023) utilized a basic prompt to evaluate GPT-4
on the TTCT benchmark. Mehrotra et al. (2024)
applied associative thinking (Mednick, 1962) in
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prompts designed for specific tasks like product
design and marketing. Zhao et al. (2024) an-
alyzed LLMs’ responses to an expanded TTCT
benchmark, applying diverse prompts, including
basic prompts, instructive prompts, post-instructive
prompts, and Chain of Thought (CoT) prompts.
Stevenson et al. (2022) demonstrates that defining
the role of LLMs as “scientist” can improve per-
formance. Summers-Stay et al. (2023) improves
the basic prompt method used in (Stevenson et al.,
2022) by using multi-step reasoning to enhance
GPT-3’s performance on AUT. Similar to the multi-
round interaction framework utilized in LLM De-
bate (Du et al., 2024), LLM Discussion (Lu et al.,
2024) develops a role-play-enhanced LLM dis-
cussion framework to augment ChatGPT’s perfor-
mance on the WCT and SCT benchmarks. Unlike
existing prompting methods, our proposed RAG-
Novelty improves the LLM’s performance by re-
trieving similar papers, assuming that novel papers
should retrieve the latest publications.

2.3 LLM Performance Evaluation

Most existing studies (Summers-Stay et al., 2023;
Stevenson et al., 2022; Guzik et al., 2023; Mednick,
1962) evaluate LLM performance on benchmarks
(Section 2.1) using human assessments. For exam-
ple, Guzik et al. (2023) evaluated LLM responses
to the TTCT, which were scored by Scholastic Test-
ing Services (STS). Other studies rely on LLMs
to score responses from another LLM. Zhao et al.
(2024) used a more powerful GPT-4 to evaluate
the performance of smaller LLMs, while Lu et al.
(2024) utilized ChatGPT to assess responses gen-
erated by GPT-4. Additionally, Lu et al. (2024)
compared LLM-generated scores with human eval-
uations, finding that LLM evaluations correlated
more closely with the average human score. Both
Luchini et al. (2023) and (Organisciak et al., 2023)
fine-tuned models on human-scored data to evalu-
ate LLM responses. Since our benchmark provides
ground-truth binary labels, evaluation is straight-
forward.

3 Scholarly Novelty Benchmark

Unlike the semantic novelty evaluated by the bench-
marks from cognitive science (Section 2.1), novelty
in scholarly publications refers to introducing new
ideas, methods, or discoveries that have previously
not been explored or established in the literature.
Evaluating novelty is fundamentally an exercise

in understanding the relationship between ideas
across time rather than simply assessing new ideas
or techniques. This understanding is crucial in
determining the contribution of a research paper.
The assumption can be made that later works are
more novel than prior works, as they typically in-
troduce new ideas and methodologies in the cur-
rent research climate (Beaty and Silvia, 2012; Acar
et al., 2019). In this paper, we apply this assump-
tion to establish ground truth values for our created
benchmark SchNovel.

3.1 Dataset Collection and Structure
The arXiv dataset2 comprises approximately 2.5
million articles, with the earliest dating back to
1986. All articles are categorized into eight dis-
tinct fields3, each of which has some sub-fields.
We picked six out of eight fields: Computer Sci-
ence (cs), Mathematics (math), Physics (physics),
Quantitative Biology (q-bio), Quantitative Finance
(q-fin), and Statistics (stat), as we did not collect
enough papers in other fields. Figure 6 in Appendix
A.1 shows the number of papers published each
year for each field. To assess the ability of LLMs
to assess the novelty of research papers, we sam-
pled a subset of articles from each field, denoted
as dataset D = {(f, g, s, x, y, label)i}Ni=1 where
N = 15000, following the procedure outlined in
Algorithm 1 in Appendix A.4, where f represent
the field, x and y represent the paper ids, s repre-
sents the year in which paper x was published, g
represents the number of years paper y was pub-
lished before paper x and label equals to paper x as
we assume in the same field, later published paper
is more novel.

3.2 Tasks and Evaluation Metrics
We define the task as assessing which paper is more
novel when given a pair of papers. Specifically, for
each tuple (f, g, s, x, y, label)i, the selected LLM
is provided with the title, abstract, and optional
metadata for each paper—information typically
available to a reviewer. However, unlike a full
review, the model does not have access to the full
text, making the task more challenging. While
the abstract offers a strong indication of a paper’s
content and key findings, important details may be
missed. By limiting the context to the abstract and

2Available at https://www.kaggle.com/datasets/Co
rnell-University/arxiv

3See the full taxonomy at https://arxiv.org/catego
ry_taxonomy
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metadata, we also improve efficiency in terms of
token consumption and cost. We will discuss the
potential limitations of this approach in Section 8.
Various comparison methods, such as point-wise
and pair-wise, can be employed, and we evaluate
performance based on accuracy.

4 RAG-Novelty

Assessing the novelty in scholarly papers requires
the model to have a good understanding of past and
present works to accurately judge whether a paper
is novel in the current research climate. However,
once trained, LLMs are frozen in time, meaning
that they are no longer updated with the latest in-
formation, so they lack this understanding of the
field’s current state. Inspired by RAG, we propose
a novel method, RAG-Novelty, to further improve
LLMs’ capability to assess novelty in our bench-
mark. As shown in Figure 1, apart from the in-
formation, like abstract, that can be utilized for a
paper, we apply the paper abstract as a query to
retrieve top-K papers from the already built index,
and then create a prompt based on the query paper
and the retrieved papers to ask the LLM to score
the novelty of the query paper from 0 to 10.

4.1 Indexing and Retriever
To assess the novelty of a paper with the infor-
mation provided by our SchNovel, such as title,
abstract, and other metadata excluding the whole
paper, an expert human reviewer in the same field
may accurately score the novelty, a junior human
reviewer, however, is likely not confident of scor-
ing the novelty directly and instead will first review
some similar papers and then assess the novelty.
To mimic the review process taken by a human
reviewer, we randomly sampled 500 papers from
all years from 2000 to 2023, yielding 12000 papers
for each field. Then, the abstracts of these papers
are encoded into embeddings using OpenAI’s text-
embedding-3-small4 model. The retrieval is the
exact search method based on cosine similarity,
as the number of candidates is very small. Our
method can also handle huge candidate corpus by
building an approximate nearest neighbor search-
ing index using faiss (Douze et al., 2024; Johnson
et al., 2019).

When a human reviewer conducts a literature
search, it is naturally impossible to retrieve papers

4https://platform.openai.com/docs/guides/embe
ddings

Corpus Encoder Index

Paper

Top-k Papers

Retriever

PromptLLM

Encoder

Figure 1: The overview of RAG-Novelty

published after the query paper’s publication date.
To simulate this realistic constraint in our evalu-
ation, we filtered out any papers published after
the query paper and retrieved the top-k relevant
papers from those published prior to or on the same
date. However, in the context of pairwise compar-
isons, where we are assessing the novelty between
two papers with different publication dates, it is
reasonable to retrieve papers up to the publication
date of the more recent paper. To prevent any leak-
age, we ensured that the papers themselves were
excluded from the top-k retrieved documents. This
approach mirrors a realistic scenario in which nov-
elty is judged relative to the latest available knowl-
edge at the time of publication. By implementing
this strategy, we ensure that the novelty assessment
remains fair and contextually appropriate, avoiding
any temporal bias while maintaining the integrity
of the comparison.

4.2 Prompt

We first compared the zero-shot, two-shot, and self-
reflection prompts and found that the self-reflection
prompt performed the best (Section 6.1). So, for
RAG-Novelty, we built the prompt, shown in Ap-
pendix A.6, based on the self-reflection prompt,
shown in Appendix A.3, by incorporating the in-
formation of the retrieved papers. Specifically, we
added a “Contextual Data Analysis” instruction
that assumes that the more recent papers are re-
trieved, the more novel this query paper is:

Average the published dates of the retrieved documents.

Use this average date as additional context for your evaluation.

49

https://platform.openai.com/docs/guides/embeddings
https://platform.openai.com/docs/guides/embeddings


Consider that papers with an average date that is later or more

recent in time are generally more novel.

5 Experimental Setup

5.1 Baseline Methods
Zero-Shot as shown in Appendix A.2, involves pro-
viding the model with two research papers’ titles,
abstracts, and four-step instructions, guiding the
LLM to leverage its internal knowledge to make an
informed decision. We also conducted a pointwise
comparison by revising the zero-shot prompt to in-
struct the LLM score on the novelty of each paper
first and then compare which one is more novel.
Two-Shot We randomly sampled two example pa-
per pairs and added them to the zero-shot prompt.
Chain of Thought (CoT) (Wei et al., 2023) elic-
its reasoning within models by giving the model
time to “think”. We achieved CoT by adding in-
structions to Zero-Shot guiding LLMs to provide
demonstrations.
Self-Reflection (Renze and Guven, 2024) has
shown several strides in improving LLMs’ logi-
cal fallacies by prompting the model to reflect on
its incorrect solutions. We adopted this strategy to
design a prompt, which is shown in Appendix A.3.
Self-Consistency (Wang et al., 2023) assumes that
ground truth answers can be achieved through dif-
ferent reasoning paths. We followed the original
paper to sample 10 generated sequences and voted
majority.
LLM Discussion (Lu et al., 2024) assigns LLMs
with different roles and lets them discuss with each
other before making the final decision. We adopted
LLM Discussion to simulate the review process
taken by human reviewers. Specifically, we assume
the papers are submitted to a conference to be re-
viewed, and we designed four roles: (a) a professor;
(b) a PhD student; (c) an editor of a prestigious
journal; (d) the chair of the conference where the
professor, PhD student, and editor are all reviewers
and they have two round discussions and the chair
make the final decision. The prompt is shown in
Appendix A.5.

5.2 LLM Configuration
We adopted the default settings of API 5 for Zero-
Shot, Two-Shot, CoT, and RAG-Novelty. We fol-
lowed the Self-Consistency to adopt the tempera-
ture as 0.7 and set the number of reasoning paths as

5https://platform.openai.com/docs/guides/chat
-completions

Method cs math physics qbio qfin stat

Zero-Shot 0.64 0.55 0.57 0.54 0.55 0.63
Two-Shot 0.62 0.55 0.57 0.54 0.55 0.60

CoT 0.63 0.56 0.57 0.54 0.56 0.62
Self-Reflection 0.65 0.56 0.58 0.56 0.57 0.63

LLM Discussion 0.60 0.55 0.56 0.53 0.50 0.58
Self-Consistency 0.66 0.57 0.59 0.58 0.60 0.64

RAG-Novelty †0.72⋆ 0.58⋆ †0.62⋆ †0.65⋆ †0.73⋆ †0.68⋆

Table 1: RAG-Novelty vs. Baselines on SchNovel with
GPT-4o-mini. Averaged accuracy is reported. † denotes
statistically significant enhancements over the second-
best result, with p-values < 0.05, as determined by the
McNemar test. The best results across different methods
are denoted with the symbol ⋆. The second-best results
across different methods are underlined.

10. For LLM discussion, we limit the max tokens
to 200 to avoid overwhelming the model with long
inputs in subsequent rounds of discussion. For Self-
consistency, we limit the max tokens so that the
response is concise, as long reasoning for this task
is unnecessary because we’re looking for consis-
tency rather than depth. In both cases, we prompt
the model to limit its output to 150 tokens to ensure
that its response fits within the 200 token limit.

5.3 Research Questions

This study aims to address several key questions re-
garding the performance of LLMs on the SchNovel
benchmark.

• R1: Which comparison approach yields better
results: pointwise or pairwise?

• R2: How do different LLMs perform in as-
sessing the novelty of research papers?

• R3 How does the category of the research
paper affect the performance of LLMs?

• R4: How does the publication start year influ-
ence the performance of LLMs?

• R5: What impact does the gap between the
publication years of research papers have on
LLMs’ performance?

• R6: What are the effects of other metadata
attributes on LLMs’ performance?

• R7: Can RAG-Novelty outperform recent
baselines?
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Figure 2: Pointwise vs. pairwise. The metrics above
were obtained in the cs field with the start year s = 2023
and GPT-4o-mini.

6 Experimental Results

6.1 RAG-Novelty vs. Baseline Models (R7)
In this experiment, we evaluate the performance of
RAG-Novelty against baseline methods. All meth-
ods use GPT-4o-mini, and the accuracy is averaged
across different start years s and year gaps g. Pair-
wise comparison is applied to all methods, and we
account for position bias by swapping the order of
the two papers in the comparisons.

Two-Shot does not improve upon Zero-Shot as
it typically does in other tasks. We attribute this
to the complexity of the novelty assessment task,
which requires deeper contextual understanding
and comparison between papers—something that
randomly selected examples may not effectively
convey. Through iterative prompt refinement, Self-
Reflection outperforms CoT in all fields except
mathematics. LLM Discussion methods perform
the worst, failing to even surpass Zero-Shot. Self-
Consistency achieves the best results among base-
line methods, demonstrating that obtaining answers
through different reasoning paths helps improve
performance. Our RAG-Novelty achieves the high-
est results overall, significantly outperforming the
second-best method, except in the mathematics
field. Across all methods, the improvement in math-
ematics is limited, possibly due to the slower pro-
gression of the field, the prevalence of symbols that
LLMs struggle to interpret, or a lack of sufficient
mathematical content in the training data compared
to other fields.

6.2 Pointwise vs Pairwise (R1)
As mentioned in Section 5.1, we revised the pair-
wise Zero-Shot prompt (Appendix A.2) to a point-
wise one. We compared the two methods by evalu-
ating them in the cs field with the start year 2023,
crossing different year gaps. As shown in Figure 2,
pairwise is consistently much better than pointwise
across different year gaps. This significant differ-

ence highlights the importance of context. As with
human evaluations, providing relevant context or
reference points is crucial for accurate assessments
(Yan et al., 2022), allowing reviewers to consider
the broad implications of a paper within the current
research landscape. Pairwise comparisons align
with this process, simplifying the task of consider-
ing the relative merits of two papers side-by-side
rather than evaluating each one in isolation. Thus,
pairwise comparisons are used in the rest of the
following experiments.

6.3 The Impact of Different Fields (R3)
In Figure 3, the cs category shows the highest accu-
racy across most year gaps (starting in 2023), likely
due to the availability of data and well-defined eval-
uation metrics. In contrast, math and physics show
lower accuracy, likely due to domain-specific chal-
lenges such as complex notation in mathematics
and theoretical frameworks in physics.

One explanation is the lack of domain knowl-
edge in ChatGPT’s training data, which, being
sourced from the internet, may not adequately
cover specialized fields. Research has shown that
LLMs exhibit biases in various prompts and tasks
(Cheng et al., 2023; Stranisci et al., 2023), sug-
gesting potential categorical biases in lesser-known
or slower-growing domains. This has significant
implications for using AI tools in academia and
industry, particularly in automated scoring or rank-
ing systems, where such biases could perpetuate
inequalities.

6.4 The Impact of Different Start Years and
Year Gaps (R4 & R5)

To better understand how different start years affect
the performance of LLMs in evaluating novelty, we
investigated the model’s results for five distinct
start years. As shown in Figure 4, the model’s
results for all five start years were relatively consis-
tent across different year gaps. This suggests that
the model’s ability to evaluate novelty between two
papers is more dependent on the year gap between
them than the specific publication years.

For example, evaluating two papers with a 10-
year gap from 2009 to 2019 should be equivalent in
difficulty to evaluating two papers with a 10-year
gap from 2013 to 2023. Regardless of the boundary
years within those ranges (i.e., considering papers
published at specific points like 2009 and 2019,
versus 2013 and 2023), it’s the decade-long gap
between the papers’ publication times that makes
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Figure 3: Comparison of fields. The metrics above were
obtained using Self-Reflection in cs field with the start
year s = 2023 with GPT-4o-mini.
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Figure 4: Comparison of Start Years. The metrics above
were obtained using Self-Reflection in the cs field with
GPT-4o-mini.

it easier for the model to make such a binary evalu-
ation.

6.5 The Impact of Different LLMs (R2)
All LLMs can vary significantly depending on their
training data and model architecture. With var-
ious different models available, it is essential to
understand how they perform when assessing the
originality of ideas presented in research papers.
In this section, we examine the impact of using
different LLMs on evaluating novelty.

Our findings in Table 2 reveal significant dispar-
ities in performance across different LLMs. GPT-
4o-mini, GPT-3.5, and Gemma 2 performed more
in line with expectations, achieving a more bal-
anced distribution of predictions throughout all
year gaps. Notably, GPT-4o-mini outperformed
all other models, demonstrating a substantial ad-
vantage over smaller models like LLaMA 3.1-8b,
Mistral 7b, and Gemma 2-9b.

Despite such success, even ChatGPT 4o-mini
and ChatGPT 3.5 exhibit position bias, where the
order of papers in the prompt affects their decision-
making instead of content alone. This bias is mag-
nified in smaller models, which lack extensive train-
ing compared to larger models. For example, Mis-
tral 7b is heavily biased toward the last paper in the

prompt. This aligns with known issues regarding
LLMs’ performance being best when relevant in-
formation appears towards the beginning or end of
the prompt (Liu et al., 2024; Dai et al., 2024).

In contrast, LLaMA 3.1-8b exhibits a different
bias, favoring the first paper that appears toward
the middle of the prompt. According to Dubey et al.
(2024), the LLaMA 3.1 models excel at "needle-in-
the-haystack" tasks, where one needs to find spe-
cific information in large amounts of text (Kamradt,
2023), ultimately fixing the issues described in Liu
et al. (2024). This is similar to skimming, which is
efficient for finding specific information but may
not facilitate deep understanding. Thus, while
LLaMA 3.1-8b excels at retrieving specific infor-
mation from anywhere in a context, this skillset is
not ideal for evaluating novelty between two pa-
pers.

6.6 The Impact of Metadata (R6)

Previously, our experiments evaluated novelty
based solely on a paper’s title and abstract. How-
ever, human evaluations often take into account
various metadata that can subtly influence review-
ers’ decisions. This metadata-induced bias has sig-
nificant implications for research evaluations and
highlights the need for more anonymous reviewal
processes, leading to solutions such as double-blind
reviewal processes. A pairwise comparison was ap-
plied for all the experiments in this section, and we
accounted for position bias by swapping the order
of the two papers in the comparisons.

6.6.1 Adding a TLDR Summary
We utilized the SciTLDR model (Cachola et al.,
2020) from the Semantic Scholar API (Kinney
et al., 2023) to generate TLDRs for our dataset,
expecting this additional information to enhance ac-
curacy by helping the model generalize and better
understand the paper. As shown in Table 3, adding
TLDRs decreases the accuracy across all year gaps.
Nevertheless, incorporating such data did mitigate
position bias, as evidenced by the negligible dif-
ference between ascending and descending year
accuracies across nearly all year gaps.

6.6.2 Adding Author
We then added the author to the prompt, expecting
that this additional information would not affect
the model performance as the authors should not
influence the novelty assessment. To our surprise,
adding such information did help mitigate some

52



Year Gap ChatGPT4o-mini ChatGPT3.5 LLaMA 3.1-8b Mistral-7b Gemma-2-9b

Asc Yr Desc Yr Acc. Asc Yr Desc Yr Acc. Asc Yr Desc Yr Acc. Asc Yr Desc Yr Acc. Asc Yr Desc Yr Acc.

2 0.44 0.66 0.55 0.46 0.62 0.54 0.03 0.98 0.51 1.00 0.00 0.50 0.66 0.38 0.52
4 0.58 0.72 0.65 0.58 0.57 0.58 0.02 0.97 0.50 1.00 0.00 0.50 0.70 0.48 0.59
6 0.63 0.75 0.69 0.67 0.60 0.64 0.01 0.99 0.50 1.00 0.01 0.51 0.69 0.41 0.55
8 0.63 0.77 0.70 0.63 0.68 0.66 0.01 0.99 0.50 0.99 0.00 0.50 0.76 0.46 0.61

10 0.79 0.78 0.79 0.67 0.71 0.69 0.05 0.97 0.51 0.99 0.01 0.50 0.80 0.43 0.62
Average 0.61 0.74 0.68 0.60 0.64 0.62 0.02 0.98 0.50 0.996 0.004 0.50 0.72 0.43 0.58

Table 2: Comparison of different LLMs. The metrics above were obtained using Self-Reflection in the cs field with
the start year s = 2023. “Asc Yr” indicates that the older paper is presented first in the prompt, while “Desc Yr“
means the newer paper is presented first.

Year Gap Zero-Shot Self-Reflection Self-Reflection w/ tldr Self-Reflection 2 w/ author

Asc Yr Desc Yr Acc. Asc Yr Desc Yr Acc. Asc Yr Desc Yr Acc. Asc Yr Desc Yr Acc.

2 0.41 0.60 0.51 0.44 0.66 0.55 0.53 0.51 0.52 0.57 0.55 0.56
4 0.63 0.74 0.69 0.58 0.72 0.65 0.64 0.64 0.64 0.67 0.62 0.65
6 0.64 0.79 0.72 0.63 0.75 0.69 0.66 0.69 0.68 0.75 0.62 0.69
8 0.66 0.77 0.72 0.63 0.77 0.70 0.69 0.61 0.65 0.68 0.67 0.68

10 0.64 0.78 0.71 0.78 0.79 0.79 0.76 0.76 0.76 0.80 0.75 0.78
Average 0.60 0.74 0.67 0.61 0.74 0.68 0.66 0.64 0.65 0.69 0.64 0.67

Table 3: The impact of metadata. The metrics above were obtained using Self-Reflection in the cs field with the
start year s = 2023 and GPT-4o-mini. “Asc Yr” indicates that the older paper is presented first in the prompt, while
“Desc Yr“ means the newer paper is presented first.

of the position bias, as seen in the bold results in
Table 3, but overall, it decreased the performance
slightly.

6.6.3 Adding Affiliation
We selected two universities, one of which is a top
research university and the other a teaching uni-
versity, to study whether affiliation bias exists in
LLMs’ assessment of novelty.6 Specifically, we
first assigned the top research university as the affil-
iation of the more recently published paper and the
teaching university to the earlier published paper,
with the results shown in blue. Then, we swapped
the affiliations, and the results are shown in red.
As illustrated in Figure 5, the top research univer-
sity starts with similar accuracy to the teaching
university at a year gap of g = 2, but as the year
gap increases, the top research university consis-
tently outperforms the teaching university. This
suggests that affiliation bias exists in LLMs’ nov-
elty assessments, with a tendency to “trust” papers
from top research universities. However, although
we observed LLMs’ preference for choosing the
top research university, the top research univer-
sity experiments are undertaken without affiliation.
This unexpected result raises questions about how
LLMs process affiliation information, which war-
rants further investigation to better understand and
mitigate such biases.

6The real names of the universities are not used to ensure
objectivity and to avoid any unintended bias or implications.
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Figure 5: Comparison of different organizations. The
metrics above were obtained using Self-Reflection in
the cs field with start year s = 2023 and GPT-4o-mini.

7 Conclusion and Future Work

To evaluate LLMs’ ability to assess novelty in
scholarly publications, we introduce SchNovel,
a benchmark consisting of 15,000 pairs of pa-
pers across six fields. We conducted extensive
experiments to understand how various factors
influence LLM performance on SchNovel. To
enhance LLMs’ capability to assess novelty, we
propose RAG-Novelty, which significantly outper-
forms strong baseline models in comprehensive
experiments. For future work, we plan to expand
SchNovel by including more papers and covering
additional fields to evaluate LLMs on a larger scale.
Another promising direction is investigating which
part of a paper best represents the whole for novelty
assessment by LLMs. Additionally, studying how
LLMs process affiliation and addressing biases in
novelty evaluation, such as position and affiliation
bias, is an important area for further research.
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8 Limitations

Our study evaluates an LLM’s ability to assess nov-
elty using a research paper’s title, abstract, and
metadata. While the abstract provides a strong in-
dication of a paper’s content and key findings, it
may not fully capture the novelty of the research
compared to the complete text. Abstracts often
summarize the main ideas but may omit important
technical details. Although this approach stream-
lines the evaluation process, it could occasionally
limit the depth of the novelty assessment due to the
absence of a more comprehensive context.

Additionally, the exclusive use of arXiv data is
limiting. We selected arXiv as an initial step for
its broad, publicly accessible range of publications.
Future work can improve robustness using peer-
reviewed publications and sampling papers from
more sources.
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A.1 Statistics of arXiv
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Figure 6: Number of Papers for Each Field (Up to 2023)

A.2 Zero-shot

You will be provided with the title and abstract of two
research papers. Please determine which of the two
articles is more novel. Follow these steps for evaluation.

Step 1: Identify the problem and solution that the
research paper attempts to solve.
Step 2: Determine how unique the solution is given
the current research landscape in 2024. Does the
paper introduce a new idea, theory, or concept that has
not been previously discussed in the literature?

Step 3: Determine how creative the solution is given
the current research landscape in 2024. Does it apply
a known idea in a completely new context or in a way
that has not been done before?

Step 4: Using the findings from Steps 1-3, determine
which paper is more novel.
In your response, please only state which paper is more
novel (e.g., 1 if Paper 1 is more novel; 2 if Paper 2 is
more novel).

User Prompt:
• Paper 1 Title: [paper_1_title]
• Paper 1 Abstract: [paper_1_abstract]
• Paper 2 Title: [paper_2_title]
• Paper 2 Abstract: [paper_2_abstract]

A.3 Self-Reflection

You are an advanced language model tasked with de-
termining the novelty of research papers in 2024. Your
goal is to evaluate and compare the novelty of two re-
search papers based on their titles, abstracts, and any
other given metadata.
The order in which the papers are presented is ran-
dom and should not influence your evaluation.
Step 1: Independent Evaluation
Analyze each research paper’s title and abstract inde-
pendently. Treat each paper as if it is the only one
under review at that moment.
Consider the following aspects for each paper:

• Novelty of Methodology: Are the methods used
new and innovative?

• Surprisingness of Findings: Are the findings
unexpected or counterintuitive?

• Impact on Existing Knowledge: How does the
research challenge or expand current scientific
understanding?

• Potential for Future Research: Does the paper
open up new directions for research?

• Relevance to 2024 Scientific Understanding:
How well does the paper align with or push the
boundaries of current trends?

Step 2: Quantitative Assessment
• Assign a score from 1-10 to each research paper

for its novelty, with 10 being the most novel. This
score should be based solely on the content of the
title and abstract.

• Provide a brief justification for the score, using
specific quotes and context.

Step 3: Final Comparison
• After independently scoring each paper, compare

the scores.
• Determine which paper exhibits greater novelty

based on the higher score, and provide the identi-
fier (X or Y) of the more novel paper.

Important: The order of presentation is random and
should not influence your decision. Evaluate each paper
strictly on its content and merit.

User Prompt:
• Paper X Title: [paper_x_title]
• Paper X Abstract: [paper_x_abstract]
• Paper Y Title: [paper_y_title]
• Paper Y Abstract: [paper_y_abstract]
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A.4 SchNovel

Algorithm 1 Data Sampling Algorithm
Fields← [cs,math, physics, qbio, qfin, stat]
startY ear ← [2019, 2020, 2021, 2022, 2023]
yearGap← [2, 4, 6, 8, 10]
sampleNum← 100
N ← 0
Dataset← []
for f in Fields do

for s in startYear do
for g in yearGap do

while N ̸= sampleNum do
x← paper published in s from f
y ← paper published in s-g from f
label← x
Dataset← (f, g, s, x, y, label)
N ← N + 1

end while
N ← 0

end for
end for

end for

A.5 LLM Discussion

You are a [Role] with expertise across all areas of [Cate-
gory]. You will be provided with the titles and abstracts
of two research papers. Your task is to determine which
of the two articles is more novel by evaluating their
originality, contribution to the field, and potential im-
pact. Focus on aspects such as new methodologies,
unexplored problems, innovative solutions, and how the
work advances the state of the art. Follow these steps
for evaluation.

Step 1: Identify the problem and solution that the
research paper attempts to solve.
Step 2: Determine how unique the solution is given
the current research landscape in 2024. Does the
paper introduce a new idea, theory, or concept that has
not been previously discussed in the literature?

Step 3: Determine how creative the solution is given
the current research landscape in 2024. Does it apply
a known idea in a completely new context or in a way
that has not been done before?

Step 4: Using the findings from Steps 1-3, determine
which paper is more novel.
Please limit your response to 150 tokens max. In your
response please conclude with: "The more novel and
impactful paper is [Paper X or Paper Y]

User Prompt:
• Paper X Title: [paper_x_title]
• Paper X Abstract: [paper_x_abstract]
• Paper Y Title: [paper_y_title]
• Paper Y Abstract: [paper_y_abstract]
• (Round 2 Discussion add on) [previous_response]

These are responses from other reviewers.
Please revise your response if necessary...
[other_responses]

• (Round 3 Discussion add on) These are responses
from other reviewers. Please determine which
paper is more novel... [other_responses]

A.6 RAG-Novelty

You are an advanced language model tasked with de-
termining the novelty of research papers in 2024. Your
goal is to evaluate and compare the novelty of two re-
search papers based on their titles and abstracts.
The order in which the papers are presented is ran-
dom and should not influence your evaluation.
Step 1: Independent Evaluation
Analyze each research paper’s title and abstract inde-
pendently. Treat each paper as if it is the only one
under review at that moment.
Retrieve similar abstracts from a vector database based
on the provided abstracts.
Contextual Date Analysis: Average the published
dates of the retrieved documents. Use this average date
as additional context for your evaluation. Consider that
papers with an average date that is later or more recent
in time are generally more novel.
Consider the following aspects for each paper:

• Novelty of Methodology: Are the methods used
new and innovative?

• Surprisingness of Findings: Are the findings
unexpected or counterintuitive?

• Impact on Existing Knowledge: How does the
research challenge or expand current scientific
understanding?

• Potential for Future Research: Does the paper
open up new directions for research?

• Relevance to 2024 Scientific Understanding:
How well does the paper align with or push the
boundaries of current trends?

Step 2: Quantitative Assessment
• Assign a score from 1-10 to each research paper

for its novelty, with 10 being the most novel. This
score should be based on the content of the title
and abstract, as well as the contextual information
from the average published dates.

• Provide a brief justification for the score, using
specific quotes and context.

Step 3: Final Comparison
• After independently scoring each paper, compare

the scores.
• Determine which paper exhibits greater novelty

based on the higher score, and conclude with:
"The more novel and impactful paper is [Paper X
or Paper Y].

Important: The order of presentation is random and
should not influence your decision. Evaluate each paper
strictly on its content and merit, incorporating the addi-
tional context from the vector database as described.

User Prompt:
• Paper X Average Cosine Similarity: [pa-

per_x_avg_cosine_similarity]
• Paper X Average Contextual Date: [pa-

per_x_avg_contextual_date]
• Paper Y Average Cosine Similarity: [pa-

per_y_avg_cosine_similarity]
• Paper Y Average Contextual Date: [pa-

per_y_avg_contextual_date]
• Paper X Title: [paper_x_title]
• Paper X Abstract: [paper_x_abstract]
• Paper Y Title: [paper_y_title]
• Paper Y Abstract: [paper_y_abstract]
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