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Abstract

We introduce the first expert annotated corpus
of Facebook comments for Hausa hate speech
detection. The corpus titled HausaHate1 com-
prises 2,000 comments extracted from Western
African Facebook pages and manually anno-
tated by three Hausa native speakers, who are
also NLP experts. Our corpus was annotated
using two different layers. We first labeled each
comment according to a binary classification:
offensive versus non-offensive. Then, offensive
comments were also labeled according to hate
speech targets: race, gender and none. Lastly,
a baseline model using fine-tuned LLM for
Hausa hate speech detection is presented, high-
lighting the challenges of hate speech detection
tasks for indigenous languages in Africa, as
well as future advances.

1 Introduction

In African countries, the hate speech phenomenon
is especially serious due to a historical problem
regarding ethnic conflicts. Specifically, the Western
region still lacks more research on hate speech
focusing on its indigenous languages. Moreover, as
most of the existing hate speech data resources are
developed for the English language, the research
and development of hate speech technologies for
African indigenous languages are less developed.

Hate Speech (HS) is defined as any expression
that attacks a person or a group based on identity
factors, such as ethnicity, religion, origin, gender
identity, sexual orientation, or disability (Zampieri
et al., 2019; Fortuna and Nunes, 2018). Further-
more, hate speech is a particular form of offensive
language that considers stereotypes to express an
ideology of hate (Warner and Hirschberg, 2012),
which may be used by terrorist groups to justify
their acts by attacking targets, or even serve to prop-
agate its ideology, acting as propaganda. In this

1HausaHate corpus: https://github.com/
franciellevargas/HausaHate

regard, in Nigeria, which was divided into ethnic
lines during independence, online hate speech and
hate crimes have been a recurring issue.

Most existing conflicts in Nigeria are due to dif-
ferences between Hausa and Fulani ethnic groups
concentrated in the north, and between Yoruba and
Igbo in the southwest, in which there are continuing
ethnic tensions. In recent years, there was an in-
crease in the hate rhetoric against the Fulani group
(Nwozor et al., 2021), which lives as herdsmen, mi-
grating across the region, and the ethnic-religious
differences between the Igbo and the Fulani, the
first being majority Christians and the second Mus-
lims, which fuel hateful rhetoric in the country.
Table 1 shows examples of offensive comments
and hate speech targets in Hausa.

According to Ezeibe (2021) and Ridwanullah
et al. (2024), the culture of hate speech is an of-
ten neglected major driver of election violence in
Nigeria. Nevertheless, although the implementa-
tion of existing anti-hate speech laws presents an
opportunity for protecting the rights of minorities
and preventing election violence, its regulation is
still not effective due to the difficulty of identifying,
quantifying and classifying online hateful content.

Here, we introduce a benchmark corpus for
Hausa hate speech detection. The corpus titled
HausaHate comprises 2,000 comments extracted
from the Western African Facebook pages and man-
ually annotated by three Hausa native speakers,
who are also NLP experts. Our corpus was anno-
tated according to two layers: (i) a binary classifica-
tion (offensive versus non-offensive), and (ii) hate
speech targets (race, gender and none). We also de-
scribe our methodology to build data resources for
indigenous languages in Africa that comprises data
collection, data annotation, and annotation evalu-
ation. Finally, a baseline model using fine-tuned
LLM for Hausa hate speech detection is presented,
highlighting the challenges of hate speech detection
tasks for African indigenous languages.
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Comment Offensive HS Target

Ai abun Nace allah ne shike rayawa shike kashewa
Translation: God is the one who gives life and takes it away. No No

To angaya muku mu wawaye kamar iyan kauye
Translation: Who told you we are stupid like your parents. Yes None

95% Fulani makiya suna da hanu a Taadacin Arewa kasa Nigeria.
Translation: 95% of Fulani herdsmen are involved in the crisis in Northern Nigeria. Yes Race

Ai Mata masu gemu nan akwai Dan Karin Gulma Masifa
Translation: All women with beards, are hypocrite. Yes Gender

Table 1: Examples of Hausa comments annotated with offensive, non-offensive and hate speech targets.

2 Related Work

While most hate speech technologies are developed
for English, African indigenous languages lack
data resources to counter this problem. Towards
addressing online hate speech in African countries,
Ababu and Woldeyohannis (2022) proposed a cor-
pus and baselines for Afaan Oromo hate speech
detection. They obtained an accuracy of 0.84 using
word2vec and BI-LSTM. Oriola and Kotzé (2019,
2020) proposed and evaluated different Machine
Learning (ML) classifiers for hate speech detection
in South African tweets. Reddy (2002) proposed
a study on hate speech against LGBT people in
Africa. They analyzed linguistic choices in a par-
ticular context of use to explain their links with
gender, language, and power. Oriola and Kotzé
(2022) explored word embeddings and mBERT-
case to classify hate speech in South African so-
cial media texts. Taking into consideration the
West African indigenous languages, there is a lack
of papers that address hate speech detection (Rid-
wanullah et al., 2024; Abdulhameed, 2021; Auwal,
2018; Aliyu et al., 2022). Previous efforts analysed
hateful content from Facebook pages data (Auwal,
2018), Twitter/X profiles (Abdulhameed, 2021) and
Twitter/X interactions during an election campaign
(Ridwanullah et al., 2024). In addition, an anno-
tated hate speech corpus focused on Fulani herds-
men in Nigeria was released (Aliyu et al., 2022),
which comprises three languages: English (97.2%),
Hausa (1.8%) and Nigerian-Pigdin (1%). Another
relevant resource called PeaceTech HS Lexicon2,
was proposed by the PeaceTech Lab3 to address
HS in Nigeria. It consists of a hateful lexicon for
English, Fulani, Hausa, Igbo, Pidgin, and Yoruba.

2https://www.peacetechlab.org/
nigeria-hate-speech-lexicon

3https://www.peacetechlab.org/history

3 Hausa Language

Hausa is a West Chadic branch of the Afro-Asiatic
language family and a sub-Saharan African lan-
guage with an estimated 30 million or more speak-
ers (Chamo, 2011). Most Hausa speakers live in
northern Nigeria and in southern areas of the neigh-
boring Republic of Nigeria, where Hausa repre-
sents the majority language (Jaggar, 2001). Nigeria
prior to British colonization existed as a sprawling
territory of diverse ethnic groups with linguistic
and cultural patterns expressed in traditional politi-
cal, educational and religious systems (Dike, 1956),
and there is an influence of the Hausa language
in different ethnic groups in this region (Lambu,
2019). For instance, the Hausa ethnic group uses
Hausa as the main language of communication. In
addition, the Fulani ethnic group uses Hausa as
their first language due to the historical relation-
ship between the two groups (Hausa and Fulani) in
terms of religion, inter-marriages, and social activi-
ties, which lead to the loss of their first language.

In northern Nigeria, the minority languages tend
to lose their functional values due to the growing
preference for Hausa. In contrast, in southern Nige-
ria, considering that the English language is the of-
ficial communication medium, according to Chamo
(2011), there has been a replacement of the mother
tongues. Furthermore, the Hausa is a language of
everyday communication for different domains in
northern Nigeria. It is also a vehicle of specific
domains in the whole country. Several business
activities are dominated by the Hausa ethnic group,
such as exchange of money, sales of domestic an-
imals, trailer transportation, sales of second hand
cars, etc. Hausa language is also regarded as the
language of Muslim community in Nigeria. This
identification is a sign of membership of the Hausa
community (Chamo, 2011).
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Furthermore, the permanent contact with differ-
ent languages in communication of day-to-day life
(e.g. it is contact between Hausa and English) lead
in introducing of new words into the language. New
vocabularies are generated by the group through
discussion of political issues, presentation of new
products or by commenting on films. The borrow-
ings are usually inherited from English, although
there are also words borrowed from Arabic and
from other African indigenous languages. The
reason for the use of these words is the lack of
their equivalents in Hausa, when they are easily
understood as terms of the source language. In gen-
eral, this borrowings are considered a type of Hau-
sanized, which it means new words are accepted
in wide variety of communication spheres. This is
reflected on the dictionaries (Chamo, 2011).

Finally, according to Ogunmodimu (2015), there
is a constant concern related to language policy in
order to recommend the adoption of indigenous lan-
guages (e.g. Hausa, Yoruba, Igbo, etc.) in African
countries as national lingua franca towards obtain-
ing emancipation from colonial legacy. In Nigeria,
this would mean the promotion of Hausa over En-
glish, hence highlighting the importance of devel-
oping specific NLP data resources, methods and
tools for the Hausa language.

4 HausaHate Corpus

4.1 Data Overview

We introduce a new expert annotated corpus for
Hausa hate speech detection, and its statistics are
shown in Table 2. Our corpus comprises 2,000
comments annotated according to two different
layers: binary classification (678 offensive com-
ments and 1,322 non-offensive comments), and
hate speech targets: race (391 comments), none
(222 comments), and gender (65 comments). In
terms of percentage, 67.5% of comments are non-
offensive and 32.5% are offensive. Regarding the
hate speech targets, 57.66% are against race, 9.58%
against gender, and 32.74% are non-target. In av-
erage, each comment comprises 1.31 sentences
and 18.33 tokens. Specifically, hate speech tar-
gets against race and gender present 1.40 and 1.38
sentences, and 24.77 and 22.43 tokens, respectively.
On a smaller scale, non-target hate speech and non-
offensive comments present in average 1.17 and
1.31 sentences, and 14.22 and 16.92 tokens, respec-
tively. In total, our corpus comprises 36,670 tokens,
2,637 sentences and 2,000 documents.

4.2 Data Collection

4.2.1 Automated Data Collection
We used the Meta CrowdTangle platform4 to find
relevant Facebook pages and posts. On this plat-
form, it is possible to search for Facebook pages,
public groups, or posts by keywords. Our main fo-
cus was on the Hausa language and Fulani group5.
Hence, we asked to Hausa native speakers, who
live in that region, potential keywords to identify
hateful content in Hausa. Accordingly, we first
searched keywords related to the Fulani group and
also added a set of keywords directly related to
terrorism (e.g. “terrorist”, “terrorism”, “the uniden-
tified armed man”, “fulani”, “fula”, “fulanin”). The
search returned 1.968 posts from 11 pages and 8
groups written in Hausa, Yoruba, and Igbo. Thus,
as expected, most comments comprised events and
themes related to violence mainly triggered by the
racial and religious beliefs. The collected com-
ments were posted between 2021 and 2022, with
57.14% of the Facebook posts classified as photos,
28.57% as videos, and 14.29% as textual content.
Lastly, we also used the Facebook Graph API 6

to collect public comments published as response.
In total, we found 1,364 comments in Hausa from
which 132 were responses to previous comments.

4.2.2 Manual Data Collection
During the data collection process, the platform
restricted our API for keeping the automatic col-
lection. As a result, we also manually collected
636 comments. The manual data collection relied
on extraction of comments from Facebook pages
identified by the automated data collection process.
The majority of comments manually collected were
extracted from the Facebook page called Labarun
Hausa7. We randomly selected posts published in
this page during 2021 and 2022 and then manually
extracted their comments.

4.2.3 Data Anonymization
In order to anonymize our corpus, we first removed
any user or account reference from the data au-
tomatically collected. Subsequently, during the
manual data collection, we selected only the text
content of comment, therefore, without any user or
account reference.

4https://www.crowdtangle.com
5https://tinyurl.com/542x6svh
6https://developers.facebook.com/docs/

graph-api/
7Hausa News: https://www.facebook.com/lbrhausa
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Description Offensive Non-Offensive All
race gender non-target

#Documents (comments) 391 65 222 1,322 2,000
#Sentences 548 90 261 1,738 2,637
#Tokens 9,686 1,458 3,157 22,369 36,670

#Avg Sentences/Document 1.40 1.38 1.17 1.31 1.31
#Avg Tokens/Document 24.77 22.43 14.22 16.92 18.33

Table 2: HausaHate corpus statistics.

4.3 Data Annotation

4.3.1 Selection of Annotators
The first step of the annotation process comprises
the selection of annotators. Given the complexity
and subjectivity related to the annotation of hate
speech and offensive language, only experts should
be selected (Vargas et al., 2022, 2021). Accord-
ingly, we selected three Hausa native speakers an-
notators, who are NLP experts with high education
level (at least a Ph.D. degree) from Nigeria.

4.3.2 Annotation Schema
We adopted an annotation schema proposed in Var-
gas et al. (2022), which provides a distinguish def-
inition for offensive language and hate speech de-
scribed as follows.

For offensive language classification, the anno-
tators classified as offensive, the comments with
any term or expression used with pejorative conno-
tation, otherwise, it was classified as non-offensive.
Examples of offensive and non-offensive com-
ments are shown in Table 1.

For hate speech classification, offensive com-
ments were annotated according to hate speech
targets: race, gender and none. We used the defi-
nition of racial categories (ethnicity, religion, and
color) proposed by Silva et al. (2016). Moreover,
we assumed that comments with gender discrim-
ination comprises hostility against self-identified
people as female gender, treated them as objects
of sexual satisfaction, reproducers, labor force, or
new breeders (Garrau, 2020). Examples of hate
speech targets are shown in Table 1.

It should be pointed out that our annotators also
had access to the context of the comments (i.e.,
link to the original post with information related
to neighboring comments, post topic, and domain).
Finally, we selected the final label for HausaHate
corpus taking into consideration the majority of
votes among the three annotators.

4.3.3 Annotation Evaluation
We used the Cohen’s kappa inter-annotator agree-
ment to evaluate our corpus and the results are
shown in Table 3. Observe that our annotation pro-
cess presents substantial results achieving an inter-
annotator agreement of 79% for offensive language
annotation (offensive and non-offensive), and 60%
for hate speech targets annotation (race, gender and
none).

Peer Agreement AB BC CA AVG

Offensive language 0.81 0.82 0.75 0.79
Hate speech targets 0.60 0.61 0.59 0.60

Table 3: Cohen’s kappa.

5 Baseline Experiments

5.1 Model Architecture and Settings

We split the data into 80% train (1,599 instances),
10% test (201 instances), and 10% dev (200 in-
stances). Then, we fine-tuned various LLMs adding
a binary offensive classification task layer on top of
the encoder, and training the whole model end-to-
end, described as follows. It should be pointed out
that although the annotation of hate speech targets
may be used to better understand hatred comments
in West Africa, we did not implement hate speech
targets classifiers due to their smaller size.

AfriBERTa-base8 (Ogueji et al., 2021) consists
of 126 million parameters, 10 layers, 6 attention
heads, 768 hidden units, and 3,072 feed-forward
sizes. This multilingual model was pretrained on
11 African languages including Hausa.

Afro-XLMR-base9 (Alabi et al., 2022) was
created using MLM adaptation of XLM-R-large
model on 17 African languages including Hausa.

8https://huggingface.co/castorini/afriberta_
large

9https://huggingface.co/Davlan/afro-xlmr-base
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mBERT-cased10 (Devlin et al., 2019) consists of
multilingual Bidirectional Encoder Representations
from Transformers. We held batch size at 64, a
maximum of 500 features, a learning rate at 2e-05,
the number of epochs at 4, and utilized Keras.

XLM-R-base-Hausa11 (Adelani et al., 2021)
is a “Hausa RoBERTa” model obtained by fine-
tuning xlm-roberta-base on the HausaHate corpus.
It presents better performance compared to the
XLM-RoBERTa on text classification and Named-
Entity Recognition (NER) tasks.

6 Evaluation and Results

We evaluated the implemented LLMs described
above using Precision, Recall, and F1-Score mea-
sures, as shown in Table 4.

Models Precision Recall F1

AfriBERTa_base 80.3 80.1 80.2
Afro-XLMR-base 74.8 75.6 74.8
mBERT-cased 74.3 75.1 73.7
XLM-R-base-Hausa 85.9 86.1 85.8

Table 4: Performance of various fine-tuned LLMs.

Notice that the best performance was obtained
using the XLM-R-base-Hausa model with an F1-
Score of 85.8, in contrast with the mBERT-cased,
which presented the worst performance for the task.
This result is based on the fact that multilingual
models such as mBERT-cased tend to be more
successful to predict texts in English given that
they are pretrained on English data. Furthermore,
African languages have distinct linguistic charac-
teristics and cultural aspects that may be not totally
covered by this multilingual model. Consequently,
for subjective tasks such as hate speech and offen-
sive language detection, which are also culturally
dependent, monolingual models tend to be more
realistic. Lastly, we also observed that AfriBERTa-
base is the second-best model. Meanwhile, the
Afro-XLMR-base model has a worse result than
the XLM-R-base-Hausa, which is a smaller model
compared to XLM-R-base-Hausa. Furthermore,
the XLM-R-base-Hausa was pretrained on social
media data, which is from the same domain as our
corpus, thus, showing that LLMs tend to perform
better when trained on data from the same domain.

10https://huggingface.co/
bert-base-multilingual-cased

11https://huggingface.co/Davlan/
xlm-roberta-base-finetuned-hausa

6.1 Error Analysis
Finally, we also rely on a ROC error analysis of
LLMs, as shown by Figure 1. Observe that the
XLM-R-base-Hausa, AfriBERTa and Afro-XLMR-
base models are most successful to predict Hausa
hate speech compared to mBERT-cased multilin-
gual model.
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Figure 1: HausaHate Receiver Operating Characteristic
(ROC) curves for the various implemented models.

7 Final Remarks and Future Work

This paper provides a benchmark corpus and base-
line models for Hausa hate speech detection. The
HausaHate corpus was manually annotated by three
NLP experts and Hausa native speakers according
to two different layers: binary classification (of-
fensive and non-offensive), and hate speech targets
(race, gender and none), which obtained substantial
annotators agreement. Based on our findings, we
concluded that the efforts to counter HS in West
Africa should be focused on the detection of racist
comments since comments classified as offensive
in our corpus are composed mostly of racial hate.
Furthermore, a suitable understanding of political
conflicts by region is crucial to propose effective
HS classifiers for African indigenous languages.
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