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Abstract

Memes, combining text and images, frequently
use metaphors to convey persuasive messages,
shaping public opinion. Motivated by this, our
team engaged in SemEval-2024 Task 4, a hier-
archical multi-label classification task designed
to identify rhetorical and psychological persua-
sion techniques embedded within memes. To
tackle this problem, we introduced a caption
generation step to assess the modality gap and
the impact of additional semantic information
from images, which improved our result. Our
best model utilizes GPT-4 generated captions
alongside meme text to fine-tune ROBERTa as
the text encoder and CLIP as the image encoder.
It outperforms the baseline by a large margin
in all 12 subtasks. In particular, it ranked in
top-3 across all languages in Subtask 2a, and
top-4 in Subtask 2b, demonstrating quantita-
tively strong performance. The improvement
achieved by the introduced intermediate step is
likely attributable to the metaphorical essence
of images that challenges visual encoders. This
highlights the potential for improving abstract
visual semantics encoding.'

1 Introduction

In this digital age, the influence of persuasive
techniques, particularly in memes, is a key fo-
cus. Propaganda, using various psychological tech-
niques, shapes information for specific agendas.
Research on political memes, such as Kulkarni
(2017)’s work, emphasizes their role in commu-
nication and satire. Another study on COVID-19
memes (Wasike, 2022) underscores the importance
of expert-sourced, objective memes in influencing
public opinion and aiding public health campaigns.
As aresult, understanding persuasive techniques in
memes within disinformation campaigns is crucial
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'Our code is publicly available at https://github.com
/AmirAbaskohi/Beyond-Words-A-Multimodal-Explora
tion-of-Persuasion-in-Memes.

for grasping their impact on public perception and
discourse. These campaigns usually succeed in in-
fluencing users by employing various rhetorical and
psychological strategies in memes, including but
not limited to causal oversimplification, thought-
terminating cliché, and smear techniques.

To address this concern, we participated in the
SemEval-2024 shared task 4, as outlined by (Dim-
itrov et al., 2024). The primary objective of this
shared task is to develop models specifically de-
signed to detect rhetorical and psychological tech-
niques within memes. In summary, this task in-
volves three subtasks. In Subtask 1 the input is the
textual content of a meme only. This could include
any written information present within the meme,
and the goal is to identify one of the 20 persuasion
techniques present in the meme’s textual content.
The identification is based on a hierarchical struc-
ture, and the techniques are organized in a tree-like
fashion. Subtask 2a involves both textual and visual
content analysis of memes, and information present
in both the written content and the visual elements
of the meme are considered. The task is to identify
the presence of 22 persuasion techniques, utilizing
a hierarchical structure similar to Subtask 1. Sub-
task 2b is a binary classification version of Subtask
2a. The training set released for all subtasks con-
tains only English memes. However, alongside the
English language, the test datasets contain memes
in three low-resource languages (Arabic, Bulgar-
ian, and North Macedonian) that aim to evaluate
the zero-shot capability of the proposed models.

Although we participated in all subtasks, we
specifically focused on Subtask 2 which uses both
the textual and visual modality of memes to do a
multi-label classification. To achieve better results,
we introduced an intermediate step, the meme cap-
tioning step. Subsequently, we employed these
generated captions to compare the performance of
different models like LLaVA-1.5 (Liu et al., 2023),
Vicuna-1.5 (Chiang et al., 2023), BERT (Devlin

1412

Proceedings of the 18th International Workshop on Semantic Evaluation (SemEval-2024), pages 1412—1423
June 20-21, 2024 ©2024 Association for Computational Linguistics


https://github.com/AmirAbaskohi/Beyond-Words-A-Multimodal-Exploration-of-Persuasion-in-Memes
https://github.com/AmirAbaskohi/Beyond-Words-A-Multimodal-Exploration-of-Persuasion-in-Memes
https://github.com/AmirAbaskohi/Beyond-Words-A-Multimodal-Exploration-of-Persuasion-in-Memes

Subtask Ours Baseline Rank
2a - English 70.497  44.706 3
2a - Bulgarian 62.693  50.000 1
2a - North Macedonian ~ 63.681 55.525 1
2a - Arabic 52.613 48.649 1
2b - English 80.337 25.000 4
2b - Bulgarian 64.719 16.667 4
2b - North Macedonian  64.719 09.091 4
2b - Arabic 61.487 22.705 1
1 - English 69.857 36.865 2
1 - Bulgarian 44.834  28.377 13
1 - North Macedonian 39.298 30.692 12
1 - Arabic 39.625 35.897 9

Table 1: Results of our best model (at the time of submit-
ting evaluation results) on the test dataset of different
subtasks. In the table the ranking and the values are
based on hierarchical F1.

et al., 2018), and RoBERTa (Liu et al., 2019). This
comparative analysis aimed to elucidate the role
of the memes’ text, the generated captions, and
the memes’ images in understanding persuasion
techniques used in memes. The results of our best
model (at the time of submitting evaluation results)
that uses RoOBERTa and our ranking relative to other
teams in different subtasks are summarized in Ta-
ble 1. It can be seen that our method performed
well in the Subtask 2 (our main focus) for all four
languages, and also the English subset of the first
subtask. Our model struggled with non-English
subsets of Subtask 1 since (I) we did not have ac-
cess to the image of the meme and therefore no
caption was available, and (II) our models only
understood English, so we relied on a translation
(using Google Translate?) of the memes’ text.

Prior approaches have tried to narrow the gap be-
tween visual and textual realms to enhance image
captioning. However, these methods primarily em-
phasized captioning visual details through textually
enriched image features, rather than delving into
the metaphorical significance inherent in images,
particularly in the context of memes. To the best
of our knowledge, this is the first work that focuses
on the metaphorical semantic gap in multimodal
language models to examine the gap between im-
age and text modalities. Our ultimate goal was to
gain insight into discrepancies between visual and
textual metaphors in these systems. In summary,
our contributions are twofold: (I) Addressing the
classification problem of persuasion techniques in
memes using multimodal models, and (II) Investi-
gating the modality gap between textual and image
components in multimodal models.

2https://translate.google.com

This paper is organized as follows: In Section
2, we review prior research on hierarchical classi-
fication, persuasion techniques classification from
memes, and the gap between textual and visual
modalities. Section 3 introduces the datasets, dis-
cusses models, and outlines our approach for hierar-
chical persuasion technique classification. Section
4 presents and discusses our experiments and find-
ings. Finally, in Section 5, we conclude our work,
summarizing key contributions and suggesting di-
rections for future research.

2 Background

Modality Gap. In researching the modality gap
between modalities, Zhao et al. (2023) presents
ChatBridge, a novel multimodal large language
model (MLLM) that employs language as a cata-
lyst to bridge the gap between various modalities,
such as text, image, video, and audio. By leverag-
ing the expressive capabilities of language, Chat-
Bridge connects different modalities using only
language-paired bimodal data, showcasing strong
quantitative and qualitative results on zero-shot
multimodal tasks. Furthermore, Chen et al. (2023)
addresses the limitations of existing MLLMs in
effectively extracting and reasoning visual knowl-
edge. The proposed model, LION, injects dual-
level visual knowledge, incorporating fine-grained
spatial-aware visual knowledge and high-level se-
mantic visual evidence. LION outperforms existing
models in vision-language tasks, including image
captioning, visual question answering, and visual
grounding, through a two-stage training process.
By extending these insights to the unique realm of
memes, our work not only adds to the growing body
of research on multimodal models but also sheds
light on the gap between visual and textual modali-
ties, especially in the metaphorical landscape.

Persuasion Technique Classification. In explor-
ing persuasion techniques in texts and images, Dim-
itrov et al. (2021) present a comprehensive frame-
work for meme analysis. The study defines 22
techniques and provides an annotated dataset for
conducting nuanced examinations of textual and
multimodal memes. The incorporation of historical
and mythological references adds depth to under-
standing the challenges in this domain. Moreover,
in the work by Messina et al. (2021), the authors
introduce transformer-based (Vaswani et al., 2017)
models, VITE and DVTT, for processing textual
and visual content in memes. These models effec-
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tively identify persuasion techniques, with DVTT
showing superior performance, particularly in fine-
tuning feature extractors. Given the prevalence of
Large Language Models (LLMs) employing simi-
lar architectures as DVTT, our experiments include
utilizing LLMs and MLLMs, which we explain in
Section 3, to further investigate and advance the
detection of persuasion techniques in memes.

3 Methodology

Building upon prior research on MLLMs, the pre-
vailing method involves tokenizing image concepts
and conveying these tokens alongside textual to-
kens to a language model. While these models
possess the ability to impart more semantic infor-
mation from the image, their focus typically centers
on identifying objects and their relationships within
the image (Park and Paik, 2023). Consequently,
this study explores the impact of initially prompt-
ing the model to generate descriptive information
aimed at conveying semantic context. We utilize
this information for data classification, comparing
it to the conventional approach of fine-tuning an
end-to-end model. In this section, we outline our
approach for generating meme captions and subse-
quently discuss our classifiers.

3.1 Caption Generation

In this paper we used three different models for gen-
erating meme captions: BLIP-2 (Li et al., 2023),
LLaVA-1.5-7B (Liu et al., 2023), and GPT-4 (Ope-
nAl et al., 2023). We fine-tuned BLIP-2 and
LLaVA-1.5 for generating captions and used GPT-
4 in zero-shot settings. Based on our results which
are explained in Appendix C, we found out that
LLaVA-1.5 outperforms BLIP-2 in the quality of
generated captions. In order to fine-tune our meme
captioning model, we used MemeCap (Hwang and
Shwartz, 2023) dataset. Figure 1 illustrates the fine-
tuning loop for LLaVA. This involved generating
descriptions of memes capturing the conveyed mes-
sage to uncover deeper layers of semantic under-
standing. Subsequently, we utilized this fine-tuned
LLaVA to generate captions for the persuasion tech-
nique datasets. The generated captions provided
supplementary data, offering further insights into
the memes and enabling us to examine the effects
of additional semantic information. Additionally,
these captions were utilized to evaluate the modal-
ity gap within MLLMs. As elaborated in the subse-
quent section, we studied the distinctions between

incorporating both the meme and its caption during
the classification phase.

Considering our results in meme caption gener-
ation, discussed in Appendix C, we identified two
potential issues with the captions generated by our
fine-tuned models. The first issue concerns the do-
main disparity between the MemeCap and persua-
sion datasets. The memes in the task’s dataset often
contain toxic content and usually require a deep un-
derstanding of background knowledge and events.
The second issue relates to the brevity of captions
in the MemeCap dataset, which typically only men-
tions the meme’s final goal. This brevity may not
provide sufficient information for detecting per-
suasion approaches. Consequently, we opted to
generate captions using GPT-4 in zero-shot set-
tings. GPT-4, the latest MLLM from OpenAl, was
employed in our study utilizing the recently re-
leased API known as gpt-4-vision-preview. This
model exhibits remarkable proficiency across di-
verse tasks such as visual question answering and
image captioning. See Appendix D for details in
caption generation with GPT-4.

3.2 Persuasion Technique Classification

After generating captions for the memes, except for
Subtask 1 where only the text written in the meme
is provided, for classifying persuasion techniques
we have three features available: meme, the text
written in it, and our generated caption. In order
to investigate the effect of our proposed model and
assess the modality gap in MLLMs, we evaluate
the effect of different combinations of these fea-
tures. This will be explained further in Section 4.
As our classifier model, whether in a multi-label
setting like subtasks 1 and 2a, or 2b which is bi-
nary classification, we used different families of
models from LL.Ms, MLLMs, and Language Rep-
resentation Models (LRMs). These models are as
follows:

LLMs. Given the promising results of LLMs
in semantic classification tasks (Sun et al., 2023;
Abaskohi et al., 2023), we opted to use them as our
classifiers. To ensure a fair comparison and analyze
the modality gap, we utilized the same LLM used
in LLaVA, namely Vicuna. We initially fine-tuned
the LLM solely with the text written in the meme,
followed by fine-tuning with both the text in the
meme and the meme’s caption.

MLLMs. To assess the impact of employing our
intermediate step of generating meme captions and
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Figure 1: The figure depicts the supervised fine-tuning loop of the LLaVA-1.5-7B model on the MemeCap dataset
for caption generation. The OCR module extracts text from the meme images. The vision encoder (CLIP), a
frozen component of LLaVA-1.5-7B, processes the meme images. The vision-language projector bridges the gap
between CLIP’s representation and the embedding space of Vicuna. While CLIP remains frozen, the vision-language
projector is fine-tuned. Vicuna component experimented with both frozen and fine-tuned setups to generate captions.

using them alongside the memes, we required train-
ing an end-to-end model. To accomplish this, we
fine-tuned LLaVA by incorporating the meme’s im-
age, the text written within memes with or without
the captions associated with them. This augmenta-
tion aimed to leverage the additional information
conveyed by the captions and potentially enhance
the model’s performance.

LRMs. In several of our experiments, we em-
ployed BERT and RoBERTa as our classifiers.
These models utilize only the encoder component
of the transformer architecture. Despite the grow-
ing dominance of LLMs in various benchmarks,
these models remain highly potent, particularly in
semantic-related tasks. We fine-tuned the large ver-
sions of these models as our classifiers, first solely
with the text written in the meme and then with
both the text in the meme and the meme’s caption.

Multimodal LRMs. After exploring the impact
of MLMMs alongside LLMs, we delved into a
BERT variant with visual understanding capabili-
ties. Initially, we fine-tuned VisualBERT (Li et al.)
on both memes and their accompanying text, with
and without captions. However, given the unavail-
ability of a pre-trained large version of Visual-
BERT we devised a concatenated model compris-
ing RoBERTa-large and a vision encoder, inspired
by an example from (Singh et al., 2020). We exper-
imented with CLIP-ViT-large (Radford et al., 2021)
as the component for the vision encoder. Subse-
quently, we concatenated the encoded features from
CLIP with encoded features from RoBERTa and
employed a linear classifier to determine the class

based on the encoded information. We call this
model ConcatRoBERTa (see Figure 2). To maintain
consistency with previous MLLM-based methods,
CLIP were frozen during the training phase.

4 Experiments

In this section, we outline our conducted experi-
ments and provide a concise overview of the results
obtained. Readers are referred to Appendix A for
the details of our experimental settings.

For evaluation of the performance of the models
for hierarchical classifications, we use hierarchical-
precision, -recall, and -F1 introduced by Kir-
itchenko et al. (2006). For more information about
hierarchical evaluation metrics, see Appendix E.

In the initial set of experiments, we perform hier-
archical multilabel classification using the textual
content of memes to fine-tune unimodal models
(Vicuna, BERT, and RoBERTa) directly for identi-
fying specific persuasion techniques. We compare
this approach to multimodal models (LLaVA, Visu-
alBERT, and ConcatRoBERTa) where both textual
and visual contents of the meme are provided. Ad-
ditionally, we conduct a similar experiment with
LLaVA model, feeding only the image of the meme
without textual data. This comparison aims to as-
sess the information derived from each modality.
The motivation behind our decision to compare
encoder-only LRMs such as RoBERTa or Visu-
alBERT to larger generative models like Vicuna
or LLaVA, is their promising results in classifi-
cation tasks compared to generative models (Sar-
routi et al., 2022; Jiang et al., 2023). During the
second stage of our experiments, we proposed to
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Figure 2: The figure illustrates the architecture of ConcatRoBERTa, our best-performing model. The GPT4-V (ision)
component generates a descriptive caption of the meme image. The caption is then combined with the text written
in the meme, which is processed by the RoBERTa. The Vision encoder utilizes a pre-trained vision transformer
model (CLIP-ViT), to encode and analyze the visual elements of the meme. The MLP Classifier takes the combined
visual and textual representations and classifies the meme. RoBERTa and the MLP classifiers are fine-tuned, while
CLIP remains frozen.

Model H-F1 H-Precision H-Recall
LLaVA-1.5 (image) 58.21 62.74 54.31
LLaVA-1.5 (image+text) 62.59 66.00 59.51
LLaVA-1.5 (image+text+caption from LLaVA-1.5) 63.33 67.02 60.02
Vicuna-1.5 (text) 62.69 71.03 56.10
Vicuna-1.5 (text+caption from LLaVA-1.5) 63.11 70.86 56.88
Vicuna-1.5 (text+caption from GPT-4) 65.337 75.204 57.759
BERT (text) 64.881 75.400 56.938
BERT (text+caption from LLaVA-1.5) 66.455 74.229 60.155
BERT (text+caption from GPT-4) 66.829 75.958 59.659
RoBERTza (text) 66.740 76.846 58.983
RoBERTa (text+caption from LLaVA-1.5) 67.750 73.699 62.690
RoBERTa (text+caption from GPT-4) 69.913 76.999 64.021
VisualBERT (image+text) 51.496 39.779 72.998
VisualBERT (image+text+caption from LLaVA-1.5) 57.714 57.841 62.690
ConcatRoBERTa (image+text) 65.188 73.443 58.601
ConcatRoBERTa (image+text+caption from LLaVA-1.5) 67.166 75.283 60.629
ConcatRoBERTa (image+text+caption from GPT-4) 71.115 76.101 66.742
Baseline 44.706 68.778 33.116

Table 2: Comparison of results of different methods on dev set of Subtask 2a. H-F1, H-Precision, and H-Recall, are
hierarchical-F1, -precision, and -recall respectively. As expected, models prefer to receive more information about
the image, and models incorporating all features (e.g., text, caption, and image) tend to perform better. However,
captions appear to be more informative. This suggests that although some information from the image may not be
fully conveyed through text, utilizing models to initially analyze the image, particularly in meme tasks like this, and
then prompting them to make decisions based on that analysis, yields superior performance compared to making
decisions without leveraging their full capabilities.

create captions for the memes, and subsequently  tions. This additional step aims to capture more
augment the original data with these generated cap-  information from the meme image and adopt this
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additional data to improve the results of the hier-
archical classification of the memes. In this phase,
we mainly focused on subtask 2a. The results of
our different methods on the dev set of subtask 2a
are presented in Table 2.

From Table 2, we can see the best performing
model is ConcatRoBERTa, which has both the im-
age and the text written on the meme as well as the
caption generated by GPT-4 as its inputs (Figure
2) with hierarchical F1 score of 71.115 on the dev
set of subtask2a. It is worth mentioning that due to
time constraints, we could not evaluate test datasets
using ConcatRoBERTa by the evaluation deadline,
therefore, the submitted results for the test dataset
in Table 1 are from RoBERTa model (our second
best model). It might be unexpected that MLLMs
like LLaVA with text and image of the meme as
their input do not perform as well as LLMs like Vi-
cuna with text and caption of the meme in this par-
ticular task. This discrepancy could be attributed to
the metaphorical nature of memes. Vision encoders,
such as CLIP, are primarily trained to comprehend
the visual aspects of an image, lacking a focus on
the metaphorical meanings embedded in those vi-
sual elements. In contrast, language models are
more adept at understanding metaphors, given their
greater exposure to such linguistic nuances in tex-
tual data which has been shown previously (Hwang
and Shwartz, 2023). Note the improvement in the
results when employing GPT-4 for caption genera-
tion instead of LLaVA. As mentioned earlier, it is
due to the domain disparity between MemeCap and
this task’s dataset. Regarding the superiority of the
results of fine-tuned LRMs such as RoOBERTa com-
pared to LLMs like Vicuna, we argue that LLMs in
general tasks are better but often for certain tasks a
well-implemented LRM can outperform LLMs. In
other words, the performance of LLMs fluctuates
significantly based on the limitations of the data
and the specific application context. This obser-
vation can be attributed to the use of a relatively
small generative language model (with only 7B
parameters) for a challenging task. Finally, it is
not surprising that VisualBERT’s results are not as
good as other larger models since we only had ac-
cess to the base version of pre-trained VisualBERT.

Another observation is that by adding an inter-
mediate step of caption generation, results are im-
proved when it is used in a supervised learning
manner. In contrast, for the in-context learning
scheme (Appendix B), we note that the additional
information extracted from memes, specifically

captions, did not improve but rather worsened the
results. The diverse nature of meme captions, in-
cluding more details compared to the text within
the memes, may misguide the model in focusing on
relevant features. In such a setting, the models’ in-
context learning ability is limited, and giving more
information only confuses the model without any
gain. Even we tried to use GPT-4 (in a zero-shot
setting) for subtask 2b, and its results on the dev
set were comparable but worse than using our pro-
posed method (RoBERTa with generated caption
from GPT-4), i.e., 73.242 and 79.667 versus 78.434
and 81.333 for macro- and micro-F1, respectively.

5 Conclusion and Future Work

This paper explores the persuasive communication
within memes, emphasizing their role in shaping
public perception. Through participation in the
SemEval-2024 shared task 4, our study delves into
the detection of rhetorical and psychological tech-
niques within memes. By employing multimodal
models and introducing an intermediate step of
meme captioning using LLaVA and GPT-4, we
aimed to bridge the gap between textual and vi-
sual modalities, thereby enhancing the classifica-
tion of persuasion techniques. Our experiments
demonstrate the effectiveness of this approach, with
our best model, ConcatRoBERTa, achieving no-
table performance improvements. However, we ob-
served that the performance gains varied based on
the dataset’s nature and the models’ sophistication.
Nevertheless, our findings contribute to advancing
understanding in this domain and pave the way
for future research endeavors aimed at combating
online disinformation campaigns.

Regarding future work, a deeper analysis into
why the model struggles to utilize its image anal-
ysis capabilities for classification, despite its pro-
ficiency in generating captions (even in zero-shot
settings with GPT-4), could be explored through
the implementation of chain-of-thought approaches.
Additionally, exploring how well the proposed
method withstands adversarial attacks is another in-
teresting direction. Adversarial examples, as shown
by different studies (Moosavi-Dezfooli et al., 2016;
Sadrizadeh et al., 2023; Zhao et al., 2024), have
uncovered vulnerabilities in neural models across
various tasks. Studying how adding the caption
generation step affects the adversarial robustness
of our approach compared to end-to-end methods
for this task holds promise for future research.
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A Experimental Settings

All of the experiments were conducted on a Core 19
system with 64GB of RAM and Nvidia RTX3090
GPU with 24GB VRAM.

In all combinations of the experiments in Section
4 involving generative models, the temperature and
number of beams for text generation were set to
0.7, and 1, and we limited the maximum number of
newly generated tokens to 100. Moreover, we em-
ployed the Adam (Kingma and Ba, 2014) optimizer,
and the learning rates for Vicuna-1.5 and LLaVA-
1.5 were set to 2e-4, and 2e-5 respectively with co-
sine scheduling. For LRMs (BERT and RoBERTa)
and Multimodal LRMs (ConcatRoBERTa and Visu-
alBERT), we used a maximum length of 512 tokens,
with the learning rate set to 1e-5 with Adam opti-
mizer. We trained them for 20 epochs and chose the
best model evaluated on the dev set for evaluation
of the test datasets.

Similarly, in all cases of the Appendix C, the
temperature and number of beams for text gener-
ation were set to 0.7, and 1, and we limited the
maximum number of newly generated tokens to
100. Also, we utilized the Adam optimizer, and
the learning rates for BLIP-2 and LLaVA-1.5 were
Se-4, and 2e-4 respectively with cosine scheduling.

We employed the Parameter-Efficient Fine-
Tuning (PEFT) (Mangrulkar et al., 2022) and
Low-Rank Adaptation of Large Language Models
(LoRA) (Hu et al., 2021) techniques for fine-tuning
of large models, i.e., Vicuna, LLaVA, and BLIP-2.

B In-Context Learning: Results &
Discussion

In this section, the results of zero- and few-shot
experiments are illustrated in Table B.1. One thing
worth mentioning about this section is that for the
LLaVA-1.5 few-shot experiments, for the examples
(shots), we only had the text written on the memes
and the captions (with no images). This was due
to a limitation in the implementation of LLaVA-
1.5 that only accepted one image as the input. We
defer exploration of the examples with more than
one image for in-context learning of the LLaVA-1.5
model to future work.

C Meme Captioning Results

To generate captions for memes, first, we com-
pared two state-of-the-art models, namely BLIP-2
and LLaVA-1.5-7B. We fine-tuned the Q-Former
part of BLIP-2 for meme captioning. The vision
encoder (CLIP-ViT (Radford et al., 2021)) and the
LLM (OPT-6.7B (Zhang et al., 2022)) components
of BLIP-2 are frozen by design. Regarding fine-
tuning LLaVA, we have a few variations. First,
we only fine-tuned the projector MLP that bridges
between two modalities. As the second approach,
we fine-tuned both the projector and the LLM (i.e.,
Vicuna-1.5-7B) together. In both variations, the
vision encoder is frozen.

We fine-tuned each model for 1 epoch on the
MemeCap dataset. Our results show the superiority
of LLaVA-1.5-7B over BLIP-2, therefore, we chose
to use fine-tuned LLaVA-1.5-7B for the meme cap-
tioning. To further optimize our pipeline, we tried
another variation. We tested the case where in addi-
tion to the meme caption included in the MemeCap
dataset, what would happen if we also used Optical
Character Recognition (OCR), utilizing EasyOCR?,

3https://github.com/Jaided Al/EasyOCR
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Model Shot(s) H-F1 H-Precision H-Recall
Vicuna-1.5 (text) 0 15.37 31.13 10.21
Vicuna-1.5 (text+caption from LLaVA-1.5) 0 17.60 30.28 12.40
LLaVA-1.5 (image) 0 17.74 27.10 13.18
LLaVA-1.5 (image-+text) 0 20.39 30.27 15.38
LLaVA-1.5 (image+text+caption from LLaVA-1.5) 0 19.30 2591 15.38
Vicuna-1.5 (text) 3 38.26 34.73 42.58
Vicuna-1.5 (text+caption from LLaVA-1.5) 3 35.89 33.98 38.02
LLaVA-1.5 (image-+text) 3 24.78 27.87 22.31
Vicuna-1.5 (text) 5 40.70 33.39 52.11
Vicuna-1.5 (text+caption from LLaVA-1.5) 5 36.5 31.97 42.51
LLaVA-1.5 (image-+text) 5 25.80 27.86 24.03

Table B.1: Comparison of results proposed methods in an in-context learning (zero- and few-shot learning). H-F1,
H-Precision, and H-Recall are hierarchical F1, hierarchical precision, and hierarchical recall respectively. In
LLaVA-1.5 few-shot experiments, due to the implementation limitation allowing only one image input, examples
consisted solely of text from memes and their captions, lacking images. With an increase in the number of in-context
examples, it appears that the model tends to perform better. However, due to LLaVA’s restriction to only one image,
the improvement is marginal compared to the enhancement achieved with text alone.

as illustrated in Figure 1, to extract the text written
on the meme and feed that to the model as well
since in the Persuasion dataset we have this data
for each meme. We also tried both BLIP-2 and
LLaVA in a zero-shot setting to assess their ability
for image captioning without fine-tuning as well.

As discussed in Section 4, we used MemeCap
dataset to fine-tune MLLMs for meme caption gen-
erations. Table C.1 shows the performance of the
various models. From these results, initially, we
chose to use LLaVA-1.5-7B with both the projec-
tor and LLM fine-tuned with OCR data for caption
generation, as it outperformed other methods. How-
ever, as discussed earlier, we observed that even
the caption generated by LLaVA-1.5-7B had some
issues potentially leading to degraded performance
on the Persuasion dataset. Therefore, we chose
to create captions utilizing GPT-4 in a zero-shot
configuration for our final results. In Section 4, the
positive effect of this change is discussed in more
detail with empirical evidence.

To compare different models for caption gener-
ation, we used Bertscore (Zhang et al., 2019) (us-
ing microsoft/deberta-xlarge-mnli model (He et al.,
2021)), BLEU score (Post, 2018), and ROUGE-L
(Lin, 2004) as evaluation metrics for the quality of
generated captions. Bertscore assesses semantic
similarities between the generated captions and the
corresponding references using cosine similarity.
In contrast, ROUGE-L and BLEU score rely on

evaluating n-gram overlap between the generated
captions and reference captions.

D Prompts for Caption Generation with
GPT-4

As mentioned in Section 3, in addition to LLaVA-
1.5, we used GPT-4 to generate captions for memes.
LLaVA-1.5 provided a strong foundation for under-
standing the content and sentiment of the memes,
while GPT-4’s creative text generation capabilities
helped us generate more informative captions. This
allowed us to explore the potential of GPT-4 for
generating captions that are not only relevant to
the meme content but also capture the humor and
cultural references often associated with memes.
However, because of some of the meme’s contents,
it sometimes prevented generating captions to not
generate toxic information. Table D.1 illustrates
our prompts for obtaining captions using GPT-4.
Given the sensitivity of GPT-4 to the content of
this dataset, if the first prompt failed, we utilized
the second prompt. In instances where there was
another failure—constituting less than 10 samples
in every 1000 examples—we employed our fine-
tuned LLaVA model to generate captions for those
samples.

E Hierarchical Evaluation Metrics

Hierarchical classification involves organizing
classes in a hierarchy, where each class has a parent
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Model

F1-Bertscore ROUGE-L BLEU-4

BLIP-2 (fine-tuned) 58.00 26.39 47.93
LLaVA-1.5 (projector fine-tuned) 59.01 27.41 57.78
LLaVA-1.5 (LLM & projector fine-tuned) 59.23 27.40 45.53
LLaVA-1.5 (projector fine-tuned + OCR data) 59.80 28.08 53.33
LLaVA-1.5 (LLM & projector fine-tuned + OCR data) 59.90 27.86 53.86
BLIP-2 (zero-shot) 50.30 12.88 31.81
LLaVA-1.5 (zero-shot) 55.11 19.31 40.15

Table C.1: Performance comparison of meme captioning models on MemeCap test set. In this table "+ OCR data"
means for the training data we also appended the extracted text from the meme to help with the task of captioning
the memes. The fine-tuned versions of the models yield superior captions, with all LLaVA iterations outperforming
BLIP. The most effective model is LLaVA when both the language model and projector are tuned, particularly when
incorporating text within the image generated by the OCR model.

Prompt

Memes are one of the most popular types
of content used in an online disinformation
campaign. They are mostly effective on social
media platforms since there they can easily
reach a large number of users. This is a
meme with the following text written inside
the meme: "{meme_text}". In no more than 200
words, write a caption for this meme and say
what is the meme poster trying to convey?
Memes are one of the most popular types
of content used in an online disinformation
campaign. They are mostly effective on social
media platforms since there they can easily
reach a large number of users. Memes in a
disinformation campaign achieve their goal
of influencing the users through a number of
rhetorical and psychological techniques, such
as causal oversimplification, name calling,
smear. Identifying these memes are very useful
and it can help to remove them from the
internet and have a better and more calm place.
To do so I want your help. I want to create
a caption and find what this meme is trying
to convey in order to train a model to find
these memes. I provided a meme to you. In no
more than 200 words, write a caption for this
meme and say what is the meme poster trying
to convey?

Table D.1: These prompts were utilized to generate
captions using GPT-4. Due to the sensitivity of GPT-
4 to this dataset, if the first prompt failed to produce
satisfactory results, we resorted to the second prompt.

or child relationship with other classes. In hierar-
chical classification tasks, Kiritchenko et al. (2006)
introduced several key definitions to form a foun-
dation for evaluating performance metrics which
will be discussed in this section.

E.1 Partial Ordering and Hierarchy

A partially ordered set (poset) is denoted as H =
(C, <), where C'is afinite setand < C C' x C'is a

reflexive, anti-symmetric, transitive binary relation
on C. The hierarchy is defined by parent-child
relationships between categories.

E.2 Hierarchical Categorization Task

A hierarchical categorization task involves assign-
ing a boolean value to pairs (d;,c;) € D x C,
where D is a domain of instances, and C =
{e1, ..., ¢y} is aset of predefined categories with
a given poset structure H = (C, <).

E.3 Hierarchical Consistency

A label set C; C C assigned to an instance d; € D
is considered consistent with a given hierarchy if
C; includes complete ancestor sets for every label
¢ € (. Hierarchical consistency ensures that
assigned labels indicate the instance’s position in
the category hierarchy.

E.4 Hierarchical Precision, Recall, and F1
Score

For hierarchical evaluation, we introduce hierar-
chical precision (HP) and hierarchical recall (HR).
Each example belongs not only to its class but also
to all ancestors of the class, except the root. The
combined hierarchical F1 score is calculated using
precision and recall with equal weights. Here are
the formulas:

A A{

porled
e’ U
R: ZZ|C1FJCZ|
> Cil
. . _(B*+1)-HP-HR
Hierarchical Fg = . HP+OR
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Here, C; and C’{ represent the extended sets of
real and predicted classes, respectively, including
their ancestor labels. Also 8 € [0,+o0) and by
using 5 = 1 we will have hierarchical F1. In the
context of hierarchical classification, data is orga-
nized into a hierarchy of classes or categories, with
each class having a parent-child relationship. The
Hierarchical F1 score takes into account both pre-
cision and recall at different levels of the hierarchy,
providing a comprehensive measure of a model’s
ability to correctly classify instances at various lev-
els while considering the hierarchical structure of
the classes. It balances the trade-off between false
positives and false negatives within the hierarchy,
offering a more nuanced assessment of classifica-
tion performance in hierarchical data structures.

These hierarchical metrics provide a comprehen-
sive evaluation of classification performance in the
context of hierarchical categorization tasks.
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