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Abstract
Event Extraction (EE) is widely used in the Chinese financial field to provide valuable structured information.
However, there are two key challenges for Chinese financial EE in application scenarios. First, events need to be
extracted from raw texts, which sets it apart from previous works like the Automatic Content Extraction (ACE) EE
task, where EE is treated as a classification problem given the entity spans. Second, recognizing financial entities
can be laborious, as they may involve multiple elements. In this paper, we introduce CFTE, a novel task for Chinese
Financial Text-to-Event extraction, which directly extracts financial events from raw texts. We further present FINEED,
a Chinese FINancial Event Extraction Dataset, and an efficient MAtrix-ChunKing method called MACK, designed
for the extraction of financial events from raw texts. Specifically, FINEED is manually annotated with rich linguistic
features. We further propose a novel two-dimensional annotation method for FINEED, which can visualize the
interactions among text components. Our MACK method is fault-tolerant by preserving the tag frequency distribution
when identifying financial entities. We conduct extensive experiments and the results verify the effectiveness of our

MACK method.
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1. Introduction

Event Extraction (EE), which aims to detect the
event trigger and arguments, plays a vital role in
various domains, such as finance and e-commerce,
since it can produce valuable structured informa-
tion for downstream tasks (Xiang and Wang, 2019),
including knowledge base construction (Li et al.,
2018) and text summarization (Wang et al., 2016).
For example, as illustrated in Figure 1, an EE sys-
tem is supposed to identify an Equity Pledge event.

However, there are two significant challenges
for Chinese financial EE in real-world scenarios
that need to be addressed. First, financial events
need to be extracted from raw texts. The EE
task, as demonstrated in the ACE (Grishman et al.,
2005) evaluation program, is typically formulated
as a classification problem, where the given en-
tity spans are utilized. But in production, entity
spans are not available, and we need to segment
the Chinese document since there is no delimiter
between words (Chen and Ji, 2009), recognize the
related entities, and then extract events. The error
accumulation should be minimized whenever pos-
sible. Second, recognizing financial entities can
be laborious work. Financial entities encompass
diverse brands, company titles, domestic and for-
eign names, as well as job positions, resulting in a
comprehensive set of elements. For instance, as
depicted in Figure 1, the event argument for Stock
Company is composed of Chinese characters, En-
glish letters, parentheses, numbers, and punctua-
tion. Besides, the term "controlling shareholder”
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Figure 1: Example of an Equity Pledge event trig-
gered by pledged with three corresponding event
arguments.

in the Company Law of the People’s Republic of
China ' is a single word, rather than the two in-
dependent words "controlling" and "shareholder".
"Perest" corresponds to an unconventional translit-
erated Chinese name. These present a domain-
specific challenge.

In this paper, we make the following threefold
contributions. First, we introduce CFTE, a novel
task for Chinese financial text-to-event extraction.
The goal of CFTE is to directly extract financial
events from raw texts. During the inference phase,
when provided with a Chinese document that lacks
entity spans, CFTE relies on the designed model’s
capability to effectively segment the document, ac-
curately recognize financial entities within it, and
subsequently identify the event triggers and event
arguments. Second, we present FINEED, a finan-
cial event extraction dataset for the CFTE task. FI-
NEED is a large-scale human-labeled dataset with
rich linguistic features. FINEED contains 5,000
accurately labeled financial event samples, and

"http://www.mofcom.gov.cn/article/b/bf/
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each sample is annotated with entity types, part-of-
speech features, and syntactic dependency pars-
ing features. In order to better visualize and ex-
ploit the interactions between text components, we
propose a novel two-dimensional (2-D) annotation
method to present these features. Third, we pro-
pose a novel method named MACK that leverages
a matrix-chunking approach to jointly segment Chi-
nese texts and recognize financial entities. MACK
is able to correct prediction errors through the
statistics of the 2-D matrix, which makes MACK
fault-tolerant.

In summary, our work presents the following con-
tributions:

» We propose a new task CFTE to extract Chi-
nese financial events from raw texts.

* We present a human-labeled event extrac-
tion dataset FINEED for CFTE. A novel two-
dimensional annotation method is proposed
to present complex interactions between text
components.

* We introduce a novel financial text-to-event
model MACK for CFTE, which is fault-tolerant
for both Chinese word segmentation and
character-level tagging.

2. Related Work

Event extraction plays a crucial role in various
fields and applications, enabling advanced anal-
ysis, search, and decision-making.

2.1,

The ACE 2005 (Grishman et al., 2005) corpus 2 is
a widely used benchmark to extract events from
sentences, which advances the development of EE
techniques and fosters research in this area. Sun
et al. (2022); Douglass et al. (2022); Mutuvi et al.
(2020) separately introduce innovative EE datasets
for conducting research on pharmacovigilance, in-
ternational crises, and the emerging threats of in-
fectious diseases. Veyseh et al. (2022); Wang et al.
(2021) further drive EE research towards multilin-
gual and multimodal directions. Recently, Han et al.
(2022); Li et al. (2021); Yang et al. (2018); Zheng
et al. (2019) propose multiple document-level EE
datasets to explore challenges beyond the sen-
tence scope. The primary distinction lies in the
scattering of entity mentions across multiple sen-
tences. Our FINEED dataset aligns with this partic-
ular characteristic as well. However, the aforemen-
tioned datasets operate under the assumption of
given entity spans. To the best of our knowledge,
we are the pioneering researchers in proposing the

Event Extraction Datasets

2https://www.nist.gov/itl

dataset for extracting events directly from raw texts
within the financial domain.

2.2. Event Extraction Methods

Current EE methods can be categorized into two
main groups: statistical methods and deep learn-
ing methods. For the statistical methods, Rusu
et al. (2014) propose to discover statistical rela-
tions to extract events. The prior domain knowl-
edge is introduced to provide the lexical, syntac-
tical, and semantic features (Hearst, 1998; Mejri
and Akaichi, 2017). Borsje et al. (2010) propose to
utilize pre-defined patterns for EE. For deep learn-
ing methods, a multitude of models have been
proposed. These models incorporate a variety
of neural network blocks, including Convolutional
Neural Networks (CNN) (Yubo et al., 2015), Recur-
rent Neural Networks (RNN) (Nguyen et al., 2016),
Graph Neural Networks (GNN) (Liu et al., 2018;
Yan et al., 2019; Huang and Jia, 2021), and the at-
tention mechanism (Ren et al., 2022). Transformer-
based Pre-trained Language Models (PLM), includ-
ing BERT (Devlin et al., 2019) and RoBERTa (Liu
et al., 2019), have also become a standard compo-
nent in these models. However, there have been
few studies endeavored to tackle event extraction
from raw Chinese financial texts, and we are the
first to undertake this task.

2.3. Origin of the Name MACK

In cognitive psychology, chunking is a cognitive pro-
cess that involves binding small individual pieces of
information together to form a cohesive and mean-
ingful whole in memory.

Specifically, according to the chunking hypoth-
esis(Miller, 1956), repeated exposure to a set of
stimuli results in the stimuli being organized and
represented using larger and larger chunks. Ini-
tially, when encountering a stimulus set, each item
may be encoded as an individual chunk. However,
with repeated exposure, multiple items can be en-
coded as a single chunk. This hypothesis high-
lights the concept of our cognitive system actively
identifying patterns in stimuli and the environment,
and encoding them as increasingly larger chunks
of knowledge, thus facilitating learning.

In line with this notion of chunking, our model,
MACK (Matrix Chunking), also embraces this idea.

3. Preliminaries

We illustrate the following primary notions: (1)
event mention: an event mention is a sentence or
a document describing a change of states with an
event trigger and several event arguments with re-
quired roles. (2) event type: the type of event men-
tion. (3) event trigger: an event trigger is a word

7036



that most clearly expresses the event occurrence
in its scope, which is usually the main verb. (4)
argument role: an argument role is a pre-defined
field of the event that requires being filled. (5) event
argument: an event argument is an entity, a value,
or an expression that can be filled in a specific
set of argument roles. For example, in Figure 1,
the event mention contains an equity pledge event
with the event trigger pledged and three argument
roles.

4. CFTE Task Formulation

We present CFTE, a novel task for Chinese finan-
cial text-to-event extraction, aimed at extracting
events from raw texts in the financial domain. This
task emulates the extraction of financial events in
real-world application scenarios, distinguishing it
from the ACE event extraction task, which is formu-
lated as an entity classification problem.

The CFTE task is formulated as follows. Given
a document comprised of m Chinese characters
and a set of p entities £ = {e;}!_,, where ¢; =
{m;}i_, refers to ¢ entity mentions and m; covers
a span of Chinese characters, this task aims to
extract events with the pre-defined event types,
event triggers, and corresponding event arguments.
The event trigger is usually a verb with a part-of-
speech tag Verb. Event arguments are usually
financial entities in £. Both of them contain multiple
Chinese characters, which requires aggregating
character embeddings.

5. FINEED Dataset Construction

Our FINEED dataset is a meticulously human-
annotated collection of Chinese financial EE
dataset derived from raw texts. It encompasses es-
sential information, such as Chinese word bound-
aries, entity types, grammatical features, and event
mentions.

The construction of the FINEED dataset involves
four steps: financial text collection, Chinese word
segmentation, financial entity recognition, and
grammatical feature identification. Furthermore,
a novel 2-D annotation method is proposed to
present these features.

5.1.

To ensure the authenticity of our data sources, we
gather financial announcements by crawling on-
line websites. Specifically, the following media
platforms are included: (1) Sina Finance 3, the
largest and most influential financial online media

Financial Text Collection

Shttps://finance.sina.com.cn/

Dataset Train Dev  Test Total
ACE 2005 529 30 40 599
FINEED 3000 1000 1000 5000

Table 1: Comparison between the FINEED dataset
and ACE 2005 event extraction dataset.

in China, covering over 80% of important indus-
try conferences and events; (2) Xinhua Finance 4,
the national financial information platform, which
offers information services for financial institutions
through branches of Xinhua News Agency and a
global network of professional economic analysts.

Our focus centers around five event types that
significantly impact the valuation of listed compa-
nies: equity pledge, equity repurchase, equity un-
derweight, equity overweight, and equity freeze.
To ensure data quality, we enforce a requirement
that, for each event mention, the number of exist-
ing event arguments exceeds at least half of the
number of specified argument roles. We discard
documents with a character count below 128. For
each event type, we randomly select 1, 000 docu-
ments for human annotation. Overall, the FINEED
dataset contains 3,000 documents for the training
set, 1,000 documents for the development set, and
1,000 documents for the testing set. Compared
with the ACE 2005 event extraction dataset (Grish-
man et al., 2005), as shown in Table 1, our FINEED
dataset is 8.3 times larger in total. °

5.2. Chinese Word Segmentation

To ensure efficient annotation of Chinese word
segmentation, we initially employ the widely-used
Stanford CoreNLP toolkit to segment the event
text. To ensure annotation consistency, annota-
tors initially undergo standardized annotation train-
ing and review fundamental financial knowledge.
Subsequently, an annotator reviews and validates
the segmentation results, with particular attention
given to financial entities such as company titles
and job positions. Next, another annotator con-
ducts a secondary inspection to ensure precision.
When two annotators have differing opinions, a
third annotator is introduced into the annotation
process, and the majority rule is applied. This
means that the annotation result with the most con-
sensus among the annotators is chosen.

*https://www.cnfin.com/

SFINEED, being manually annotated, is not compared
to datasets constructed using distant supervision meth-
ods.
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Dataset Entity Type Total

FEED (Li et al., 2021) person, organization, date, number 4
company title, branch office, national institution, organization name,

FINEED department, person name, job position, job title, location name, 12

number with units, time point, time interval

Table 2: Comparison of entity types between different event extraction datasets.

The controlling shareholder of

Dependency parsing:

Perest 56.2 million shares

[(ROOQT, 0, 4), (assmod, 2, 1), (appos, 3, 2), (nsubj, 4, 3), (dobj, 4, 5)]

Part-of-speech:

NN NR NN
assmod appos | nsubj " dobj
| | mmmsr | wEm | [ 56207511
[ CompanyTie | =] ]
| assmod | ]oletle | | |
| | appos |PersonName| |
| | [ nsubj | Verb | dabj
By

Figure 2: An example of the 2-D matrix. The red tags correspond to each attentive position. The black
tags are directly assigned according to dependency parsing tags. The grey tags are determined based
on symmetry. The empty places are O tags, indicating an absence of any tag.

5.3. Financial Entity Recognition

Relevant entity types have been found to contribute
to the improvement of information extraction mod-
els, as evidenced by previous studies (Xu et al.,
2021b; Zhou and Lee, 2022). This is because
certain event arguments exhibit a significant cor-
relation with the entity type. Therefore, we have
summarized a set of entity types in the financial do-
main as shown in Table 2. Notably, the annotation
of entity types remains a rarity across the major-
ity of event extraction datasets (Yang et al., 2018;
Zheng et al., 2019), with our investigation yield-
ing the identification of this characteristic within
the recent FEED (Li et al., 2021) dataset. Our
FINEED dataset, in contrast to FEED, not only
encompasses entity types that bear enhanced rel-
evance to the financial domain, but also provides a
level of detail that surpasses the former.

We begin by training a commonly used BI-LSTM-
CRF sequence tagging model (Huang et al., 2015)
to recognize entity mentions based on the de-
signed entity types. To ensure the precision and
effectively tackle the challenge of coreference, an
annotator conducts an examination, meticulously

verifying the recognition of entity mentions and sub-
sequently resolving references pertaining to the
same entity. In this way, we provide coreference
information for entities.

5.4. Grammatical Feature Identification

Grammatical features, including part-of-speech fea-
tures and syntactic dependency parsing features,
have proven to be advantageous for event extrac-
tion by offering valuable auxiliary information (Rit-
ter et al., 2012; Liu et al., 2018; Yan et al., 2019;
Shuo et al., 2020; Nguyen et al., 2021). To obtain
these tags for our FINEED dataset, we leverage
the Stanford CoreNLP toolkit to generate them.
Subsequently, annotators undertake the task of
carefully examining and rectifying the potential er-
rors, resulting in significant time savings.

5.5. 2-D Annotation Method

We propose an innovative 2-D annotation method
to visually represent the aforementioned features.
Specifically, as illustrated in Figure 2, for an n-word
document segmented from m Chinese characters
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in §5.2, we annotate a 2-D matrix with the size of
n X n. For the i, row in the matrix, the i, entry
is the primary attentive position. If the i;, word is
a financial entity with a corresponding type listed
in Table 2, we assign the entity type to the (i, )
entry of the matrix. Otherwise, we assign the part-
of-speech tag identified in §5.4 to the (i, ) matrix
entry. For instance, the (4, 4) matrix entry in Figure
2 is annotated with the part-of-speech tag Verb.
For the remaining off-diagonal entries, we assign
the dependency parsing tags generated in §5.4 to
the corresponding entries in the 2-D matrix based
on the coordinates of the head and dependent
words. For example, the nsubj tag is assigned to
the (4, 3) entry on the 2-D matrix. Furthermore,
these off-diagonal tags are also assigned to sym-
metric entries in the 2-D matrix. This allows each
row or column to conveniently retrieve the depen-
dency relations between the attentive word and all
other words. Otherwise, as shown in the 5,;, row in
Figure 2, this row where the event argument 56.2
million shares is located will not be able to query
the relations with other words.

6. MACK Method

An illustration of MACK is shown in Figure 3.

6.1.

Given an m-character text, m different tag se-
quences are predicted, forming an m x m square
matrix M € R™*™. For each attentive character
position p € {1,2,...,m}, we predict the character
tag at position p as well as the tags for all other
characters in the same row of the matrix. Follow-
ing the 2-D annotation method outlined in §5.5,
characters within a word are assigned the same
tag.

Specifically, considering a sequence s; centered
on the position p, we feed s; to the Pre-trained
Language Model (PLM), e.g., BERT (Devlin et al.,
2019), after adding the special tokens [CLS] and
[SEP] to generate the contextual representations,

Character Tagging

BS{, = PLM(Si)a (1)

where Bs, € R¥*" denotes the hidden states of
the last layer. d = |s;| + 2 and h is the embedding
dimensionality.
Then, we adopt a Feed-Forward Network (FFN)
with LeakyReLU to predict tags 75, for s;,
ps; = o(FFN(Bs,)), (2)

i

Tsi = Argmax(psi), (3)

where ¢ denotes the softmax function.

We utilize the cross-entropy loss L1, for opti-
mization, which is computed based on the charac-
ter target tags ys, as annotated in §5.5,

Psi)- (4)

ACTag = - Ing(ysl

6.2. Chinese Word Segmentation

Given the square matrix M € R™*™, we segment
the raw text based on the criterion that the number
of different adjacent non-O tags between two adja-
cent rows and columns at the corresponding posi-
tion in M is more than half. For example, as shown
in Figure 3(b), the text is segmented between char-
acters c¢3 and ¢4 because every two adjacent tags
in the 3,4 and 4;;, rows of the matrix, as well as in
the 3,4 and 4, columns, are different. Similarly,
the text is not segmented between characters cg
and c¢;. The reason for simultaneously counting
the data of rows and columns in M is to increase
fault tolerance based on the symmetry of M.
The criterion is formulated as follows,
a; + Bi 1

Segi - I_Qm o 0L(O) 2—" (5)
where «; and 3; are the number of different adja-
cent tags in the i, and (i +1),, rows and the iy,
and (i +1),, columns respectively, calculated as,

Q= Z X(M; j#Miy1,5) (6)
1<j<m

Bi = Z X(M; #M; i41)- (7)
1<j<m

0,(0) = v; + ¢; denotes the number of adjacent
tags that are both the O tag, where

Vi = Z X(J\L,_]:MH_L]»:O), (8)
1<j<m

0i = Z X(M;j,;=M;j i+1=0)" (9)
1<j<m

Notably, x, represents the characteristic func-
tion, where p denotes the condition, i.e., x, = 1 if
pis true, else x, = 0.

Finally, we segment the text at position i if Seg, =
1forvi<i<m-—1.

6.3. Matrix Chunking

We first partition the matrix M € R™*™ into M €
R™*™ using the word coordinates, where n is the
number of words. Then, we assign the mode tag
of each submatrix as the designated tag,

T;,; = Mode(d(m;, ;) & ¢(m;.i)), (10)

where m; ; € RlenLri=Loxlen(lir1-L)) jg the cor-
responding submatrix of M, and L; = i when
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(a) Character Tagging (b) Chinese Word Segmentation (c) Matrix Chunking (d) Entity Classification

Figure 3: An illustration of the MACK method, including four key tiers. (a) Implement character-level
tagging using distinct colors for different tags. Tags in red denotes incorrect predictions. (b) Segment
the text based on the statistics of adjacent rows and columns at the corresponding position. (c) Partition

the matrix into submatrices using word coordinates, and assign the mode tag of each submatrix as the
designated tag. (d) Detect event triggers and classify entities into the event roles by leveraging multiple

features.

Seg; = 1. ¢ denotes the frequency distribution of
tags in m; ;. ® denotes the element-wise addition.
Mode denotes returning the mode in statistics.
Comparison with BIEO tagging. The BIEO tag-
ging scheme (Dai et al., 2019) maintains no fault
tolerance. But our MACK method is fault-tolerant
by preserving the frequency distribution and select-
ing the mode tag. For example, in Figure 3(c), the
red error tags shown in Figure 3(b) have been cor-
rected. Additionally, the process is traceable and
visible, allowing us to backtrack to the intermediate
results of our MACK method and identify the cause
of incorrect predictions. This traceability is crucial
in real-world application scenarios.

6.4. Entity Classification

Given an entity mention that spans j characters,
we utilize the log-sum-exp pooling to derive the
representation m; € R”,

J
m; zlogZeXp (ck), (11)
k=1
where ¢, € R" is the ky;, character embedding.

To capture the grammatical features between
the entity mention and other words, we propose a
dependency attention mechanism for information
aggregation. Specifically, if the entity mention is
the i;;, word, we extract the corresponding i, row
of the matrix M € R™*™ that the entity mention is
being attended to. Next, we generate the existing
t dependency parsing tag embeddings D; € R*"
and their corresponding word embeddings W, €
R as in equation 11, and concatenate them as
Dier = [D;; W;] € R¥*2", Then, the dependency
attention d; is calculated as follows,

ri; = v tanh(W9 . DIP 4 by,

exp (7i5)
> 1 XD (Fik)

(12)

, (13)

a;; = softmax(r;;) =

t
di =Y aijx D™, (14)
j=1

where W4, v, and b? are learnable parameters.

We feed the concatenation of the entity men-
tion representation m;, the entity type embedding
t;, and the dependency attention d; to an FFN
to generate the contextualized grammatical entity
mention representation h;,

Finally, the entity representation e; is computed
by aggregating ¢ entity mentions,

q
e; = 1ogZexp (h;) . (16)
i=1

The prediction of the event type relies on the
embedding of the special token [CLS] from the
pre-trained language model. We utilize a linear
classifier to determine the event type,

DPtype = J(W -ecLs + b)v (1 7)
where W and b are learnable parameters. The
cross-entropy loss is employed for optimization,

LType = - logp(ytype |ptype)a (18)
where vy, is the target event type.

The event trigger is predicted by applying feed-
forward networks (FFN) to the word embeddings
labeled as Verb in the diagonal of the 2-D matrix,

Dirig = softmax(FFN(everb)). (19)

We leverage the cross-entropy loss for trigger

classification as follows,

£Tr7',g = - Ing(ytrig |ptrig)a (20)
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Model Precision Recall F1-score
Doc2EDAG (Zheng et al., 2019) 75.32 69.80 72.46
GIT (Xu et al., 2021a) 77.34 70.02 73.50
SCDEE (Huang and Jia, 2021) 78.57 72.45 75.39
MACK 82.15 143.58 80.53 148.08 81.33 145.94

Table 3: Main results (%) on the FINEED test set. The best results are in bold. Improvements are

compared with the SCDEE baseline.

Model Precision Recall F1-score
MACK 82.15 80.53 81.33
MACK w/o ET & DA 80.03 74.97 77.42
MACK w/o ET 80.78 77.24 78.97
MACK w/o DA 81.66 78.47 80.03

Table 4: Results (%) on the FINEED test set for ablation study. ET denotes the entity type. DA denotes

the dependency attention.

where y;,;, denotes the target event trigger.

The event arguments are predicted by applying
an FFN on entity representations e;, optimized by
the binary cross-entropy loss denoted as Lgo;e,

Drote = sigmoid(FFN(e;)), (21)

c
L Rote = — Z y:>ole 1ng:‘ule+
=1
(1 - yf‘ole) log(l - pf-ole)7

where y.... is the target argument and C denotes
the number of event argument roles.

The final objective function of our MACK method
is as follows,

(22)

£sum = £Tag + ACType + £Trig + EROZE' (23)

7. Experiments

We perform extensive experiments to evaluate the
FINEED dataset and the MACK method. Our ex-
perimental results confirm the difficulty of financial
word segmentation and extracting financial events
from raw texts for existing methods.

7.1.

We utilize the hidden states from the last layer of
BERT Chinese pre-trained model with 768 dimen-
sions as the character embeddings. The dropout
rate is set to be 0.2 in FFN in both equation 2 and
equation 15. The dropout rate of FFN in equation
19 and equation 21 is 0.4. We employ the AdamW
(Loshchilov and Hutter, 2019) optimizer for model
optimization.

Experiment Settings

An event argument is considered correct when
both the event type and its corresponding argu-
ment role are correct. The performance is evalu-
ated by precision, recall, and F1-score.

7.2. Baselines

We compare the proposed MACK method with the
following competing models:

* Doc2EDAG (Zheng et al., 2019) generates an
entity-based directed acyclic graph to extract
events by using sequential path-expanding.

* GIT (Xu et al., 2021a) constructs a heteroge-
neous graph interaction network to capture
the global interactions among entity mentions.

+ SCDEE (Huang and Jia, 2021) proposes a
document graph construction method to lever-
age the entity and sentence interactions.

These baseline models primarily concentrate
on entity classification without incorporating en-
tity recognition. For fair comparisons, these re-
implemented models utilize the entities extracted
by the MACK method.

7.3. Quantitative Results

Table 3 presents the experimental results for event
extraction on the FINEED test set. MACK achieves
impressive precision of 82.15%, recall of 80.53%,
and an F1-score of 81.33%, surpassing the per-
formance of the baseline models by a significant
margin. These results highlight the effectiveness of
our method. Our MACK model efficiently captures
text features, facilitates integrated processing of
multiple steps, including Chinese word segmenta-
tion and entity recognition, and proficiently extracts
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Model Precision Recall F1-score
Stanford Corenlp V.3.9.0 86.26 85.34 85.78
Jieba v.0.42.1 87.31 84.75 86.01
Stanford Corenlp V.4.5.4 90.23 88.74 89.47
MACK 97.24 96.55 96.89

Table 5: Results (%) on the FINEED test set for Chinese word segmentation in the financial domain.

The controlling shareholder of

, Perest, 56.2 million shares

Stanford Corenlp Version 3.9.0: L), B, BEAR, IR, AR, , 562077, ik
Stanford Corenlp Version 4.5.4: L), B, AR, UR T WA, , 562077, %
Jieba Version 0.42.1: L) BB, BRAR, IR, BT, , 5620, J3 i
MACK (Target): , BRI R, UR T R, , 562077 %

Figure 4: A case study on Chinese financial word segmentation using different toolkits. Distinct colors are

used to highlight different financial entities.

events from complex raw financial texts. Notably,
compared to the SCDEE model, the MACK method
exhibits an 8.08% increase in recall, indicating that
our MACK method can retrieve event arguments
more effectively.

7.4. Ablation Study

We conduct an ablation study to evaluate the effec-
tiveness of financial entity types and dependency
parsing features. Specifically, we remove the entity
type embedding ¢; and the dependency attention
d; from equation 15, and the results are presented
in Table 4. First, we examine the model perfor-
mance when both ¢; and d; are removed, referred
to as MACK w/o ET & DA. This configuration leads
to a decline of 2.12% in precision, 5.56% in recall,
and 3.91% in F1-score, highlighting the importance
of these features. Next, we investigate the impact
of financial entity types by removing ¢;, referred to
as MACK w/o ET. This modification results in a
decrease of 2.36% in F1-score, confirming the sig-
nificance of entity types. Furthermore, we assess
the influence of grammatical features by removing
d;, referred to as MACK w/o DA. The removal of de-
pendency attention leads to a decline of 2.06% in
recall, underscoring the usefulness of dependency
features.

7.5. Detailed Analysis

We evaluate the performance of Chinese word seg-
mentation, as presented in Table 5. As baselines,
we compare our approach with Stanford CoreNLP
Version 3.9.0, Version 4.5.4, and Jieba Version
0.42.1, which are popular Chinese word segmenta-
tion toolkits. In terms of overall performance on the
FINEED test set, MACK achieves 97.24% precision,

96.55% recall, and 96.89% F1-score, surpassing
the baselines by a significant margin. These re-
sults provide strong evidence for the effectiveness
of our MACK method in Chinese financial word
segmentation.

7.6. Case Study for Word Segmentation

We present a case study comparing the results of
Chinese financial word segmentation from different
methods. Figure 4 illustrates the results obtained
from our MACK method, Stanford Corenlp Version
3.9.0, Version 4.5.4, and Jieba Version 0.42.1. The
latter three toolkits fail to recognize the stock com-
pany Estun (002747.SZ). Besides, given their re-
stricted understanding of domain-specific knowl-
edge in the financial field, these baseline methods
also struggle to precisely identify the term "control-
ling shareholder" (in black) in the Company Law.
Stanford Corenlp Version 3.9.0 and Jieba Version
0.42.1 also struggle with the English translitera-
tion name Perest. Identifying numbers with units,
such as 56.2 million shares, presents a challenge.
These results validate the domain-specific chal-
lenge in the financial field, showcasing the promise
of our proposed CFTE task and the MACK method.

8. Conclusion

We introduce CFTE, a novel task for extracting
Chinese financial events from raw texts. To sup-
port this task, we present FINEED, a large-scale
human-labeled event extraction dataset specifically
designed for the financial domain. FINEED utilizes
a novel two-dimensional annotation method, which
effectively presents the complex features of finan-
cial texts. To address the challenges of CFTE,
we propose the MACK method, which employs a
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matrix chunking approach for text-to-event extrac-
tion. One advantage of the MACK method is its
fault-tolerant tagging capability, which maintains
robustness in event extraction. Experimental re-
sults demonstrate the effectiveness of our MACK
method in the context of CFTE.
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