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Abstract
Multilingual machine translation has proven immensely useful for both parameter efficiency and overall performance
across many language pairs via complete multilingual parameter sharing. However, some language pairs in
multilingual models can see worse performance than in bilingual models, especially in the one-to-many translation
setting. Motivated by their empirical differences, we examine the geometric differences in representations from
bilingual models versus those from one-to-many multilingual models. Specifically, we compute the isotropy of these
representations using intrinsic dimensionality and IsoScore, in order to measure how the representations utilize
the dimensions in their underlying vector space. Using the same evaluation data in both models, we find that for
a given language pair, its multilingual model decoder representations are consistently less isotropic and occupy
fewer dimensions than comparable bilingual model decoder representations. Additionally, we show that much of
the anisotropy in multilingual decoder representations can be attributed to modeling language-specific information,

therefore limiting remaining representational capacity.
Keywords: machine translation, multilinguality, isotropy

1. Introduction

Recent advances in multilingual machine transla-
tion have led to better parameter efficiency and
language transfer by simultaneously modeling mul-
tiple language pairs (Firat et al., 2016; Ha et al.,
2016). Some work has even proven the viability of
performing zero-shot translation between language
pairs for which there may be very little to no bitext
(Johnson et al., 2017; Zhang et al., 2020). How-
ever, multilingual translation systems with complete
parameter sharing can suffer from interference, or
reduced performance for some language pairs ver-
sus a comparable bilingual baseline (Aharoni et al.,
2019; Arivazhagan et al., 2019).

Previous work has hypothesized that limited
modeling capacity is a major contributor to re-
duced performance in multilingual models (Aha-
roni et al., 2019; Zhu et al., 2021; Conneau et al.,
2020). Some prior work shows this bottleneck phe-
nomenon empirically by evaluating bilingual versus
multilingual model performance across different
model and data sizes (Zhang et al., 2020; Sha-
ham et al., 2023). Besides capacity, the direction
of translation can also dictate how much interfer-
ence occurs in multilingual models; one-to-many
translation systems suffer more from interference
compared to multilingual translation model types
(Wang et al., 2018; Arivazhagan et al., 2019; Fer-
nandes et al., 2023). Therefore, in this work, we
focus on one-to-many multilingual translation sys-
tems.

Despite trends pointing towards performance dif-
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Figure 1: Schematic of our hidden space utilization
comparisons. We extract final layer representa-
tions from both a bilingual model and a multilingual
model on the same set of parallel sentences. We
compute the isotropy of these representations (/so),
and compare the two models.

ferences between bilingual and multilingual trans-
lation systems, especially in those with a multilin-
gual decoder, it still unclear how these systems
may be performing differently. To this end, we sys-
tematically compare the behavior of one-to-many
translation models to their bilingual counterparts.
Specifically, we examine the geometry of model
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representations from both types of models and
compare them directly. We ask the following: (1)
How does the ambient space utilization of model
representations differ between bilingual models
and one-to-many models? (2) If space utilization
differs, what might be driving these differences?

We measure space utilization using IsoScore
and intrinsic dimensionality (ID), which are two met-
rics that determine how uniformly a point cloud uti-
lizes the dimensions of its underlying vector space,
or its isotropy (Fukunaga and Olsen, 1971; Rud-
man et al., 2022).

We compute the isotropy of representations on
the same set of sentence pairs across model types
so that their scores are directly comparable, and
summarize our method in Figure 1. We observe
the following in our comparison:

« Across different data resource levels and differ-
ent source-target language pairs, the isotropy
of one-to-many decoder representations for
a given source-target pair is reduced as con-
trasted with decoder representations in a com-
parable bilingual model.

+ Source-side representation capacity improves
slightly in one-to-many models over bilingual
models. However, the extent of this encoder
capacity improvement is smaller than the ex-
tent of the decoder capacity reduction.

» With further analysis, we find that reduced
space utilization in multilingual decoder repre-
sentations seems driven by language-specific
information occupying much of the available
representation space. Single language de-
coders, however, do not have to distinguish
this language-specific information.

While most previous work has observed empiri-
cal differences between bilingual and multilingual
models and some of its potential causes, our work
characterizes the differences between bilingual
and multilingual models in terms of their internal
model representations. Our results could inform al-
ternative approaches on current multilingual model-
ing design, especially in models that cover multiple
target languages.

2. Analysis of Model Representations
2.1. Model Representation Space
Utilization

In this work, we investigate the difference between
our model types via the geometry of final and inter-
mediate layer representations. Specifically, we are
interested in how well these representations utilize
the dimensions of the vector space they lie in. If
a set of representations has very high variance
across a few dimensions, and little to no variance

spread across the remaining dimensions, this set
is said to have low isotropy, or anisotropy.
Because a one-to-many model has to accom-
modate multiple languages in its decoder, we hy-
pothesize that our multilingual models have less
representational capacity than bilingual models for
a given language pair. Therefore, we turn to exam-
ining the isotropy of representations produced from
both a bilingual model and a multilingual model on
a set of parallel sentences. Since our experiments
keep the hidden dimension fixed across all models,
and the representations are computed from the
same data, these two sets of hidden vectors are
directly comparable. In this setting, if one set of
representations uses more ambient vector space
compared to the other set, we can say that the first
set is using more of its representational capacity.

2.2. Computing Isotropy

In computing the space utilization of model repre-
sentations, we first compute the sequence of hid-
den states across tokens. For a given source tar-
get pair (x,y), a forward pass through the encoder
gives henc(x) = (v1,v2,...,vx|), and through the
decoder gives hgec(x,y) = (w1, w2, ..., wy|)

We compute the isotropy of these model rep-
resentations at a sentence level. For converting
encoder and decoder hidden state sequences into
single vectors, we mean pool all non-padding to-
kens over the token dimension (Li et al., 2020;
Kudugunta et al., 2019). Isotropy, formally, is a
measure of how uniformly the variance of a dataset
is spread across its vector dimensions.

The isotropy metrics used in this work are intrin-
sic dimensionality (ID) as computed by the PCA
Fukunaga-Olsen algorithm (Fukunaga and Olsen,
1971) and IsoScore (Rudman et al., 2022). PCA
Fukunaga-Olsen is a straightforward method to es-
timate the ID of a dataset based on a linear PCA
decomposition of the data. This method is sim-
ple, robust to large samples, and handles high
dimensionality, which is important for our hidden
vector setting (Bac et al., 2021). The PCA-FO
ID algorithm computes the following, for threshold
D, € [0,1) and original dimensionality n:

1. Compute PCA of the dataset X C R™:
cov(X) =VAVT

2. Compute normalized eigenvalues A\; = \;/\;

3. return count(\; > D.)/n

In this work, we use D, = 0.05.

IsoScore is a similar metric that uses the diago-
nal of the covariance matrix of PCA-transformed
points in order to measure how many dimensions
are used and how uniformly the dimensions are
used. Previous works on representation isotropy
have used other metrics, like average cosine simi-
larity or partition scores (Mu and Viswanath, 2018;
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Ethayarajh, 2019), but Rudman et al. (2022) found
that these methods do not stand up to thorough
validity testing, like mean agnosticism or rotational
invariance.

More formally, IsoScore computes the following:

1. Reorient dataset X C R™ with PCA:; X PCA

2. Compute the diagonal covariance matrix of
XPCA ¢ R™, denoted as ©p. ' A

3. Normalize the variance diagonal to be: >p :=
ViTsRy

=oll . .

4. Compute the distance between the covariance

diagonal and the identity matrix, which reflects

ideal isotropy: §(X) := \}%
5. Use 4(X) to compute the percentage of di-
mensions isotropically utilized.

¢(X) = (n = 6(X)*(n — v/n))?/n?

The final range of ¢(X) is linearly rescaled to
span the interval [0, 1], resulting in the IsoScore.
More details and motivation behind the metric can
be found in the original paper (Rudman et al.,
2022). We detail an example of point clouds and
their respective IsoScores and IDs in Figure 2.
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Figure 2: Depictions of 2D point clouds, their prin-
cipal components, and their computed IsoScores
and IDs. The left point cloud has high IsoScore
due to even variance spread across principal com-
ponents, but the right has lower IsoScore due to
uneven variance spread. Both clouds have an ID
of 1.0 as ID is less sensitive to variance spread.

The main difference between IsoScore and ID
is that IsoScore accounts for evenness of variance
spread among the dimensions, whereas ID only
computes a variance threshold. In our Figure 2
example, the ID of these point clouds is both 1.0,
meaning that all dimensions are utilized, but the
IsoScore captures more fine-grained detail about
how the dimensions are being used.

In our work, we compute IsoScores and the
ID of several sets of model representations for
comparison. We begin with a multilingual model
that translates language pairs s — {t1,t2,...,tn},

'PCA guarantees no off-diagonal covariance ele-
ments.

a bilingual model that translates only s — ¢,
and a set of sentences {s(i),tx(i)}. For both
models, we compute the isotropy using one of
our metrics, of Xenc = {henc(s(i)) : Vi} and
Xdec = {hdec(s(i),tx()) Vi}.  These val-
ues are labelled Iso(XJU (s, t4)), Iso( X (s, ;)
and Iso(X8 (s, tr)), Iso( X5 (s, t,)). Additionally,
to observe the overall behavior of our multilin-
gual models, we compute the isotropy of hidden

states from all covered language pairs, resulting in
ISO(X(%%I“(S’ U tj))’ ISO(XgéLé:ltI(S’ U tj))'
J j

3. Experimental Setup

3.1. Trilingual Models

In order to control for the effects of language sim-
ilarity, we experiment with trilingual models that
translate from English to two languages, keep-
ing one of the target languages fixed (Xin et al.,
2022; Fernandes et al., 2023; Shaham et al., 2023).
Specifically, we look at trilingual models with En-
glish as a source language, and 2 target languages.
We use Russian (ru) as a fixed target, and vary the
3 other target languages: Chinese (zh), German
(de), and Ukrainian (uk). These three additional
languages have differing degrees of language sim-
ilarity with Russian; Ukrainian and Russian share
a close language family and script, German and
Russian share a distant language family and do
not share a script, and Russian and Chinese do
not share a language family or script. In summary,
we experiment with en-{ru,zh}, en-{ru,de}, and en-
{ru,uk} models.

3.2. Datasets

Our main experiments use data from previous
WMT competitions on general translation. We use
training and development data from the 2022 WMT
General Machine Translation task, and describe
our WMT data preparation pipeline in Appendix A.
For validation on our en-{ru,uk} multilingual models,
we subsample from the WMT22 Russian develop-
ment set in order to match the size of the Ukrainian
set for evenness. However, we perform our analy-
sis on the whole development set.

We additionally use bitext from the Multitarget
TED talks, which allow us to investigate the role
of multiparallel data in MT representations (Duh,
2018). We filter the Multitarget TED talk training
sets to be strictly multiparallel, like their dev and
test sets, and henceforth refer to the dataset as
multiparallel TED talks. To measure the effect of
data availability as well as multiparallelism, we sub-
sample our WMT data to match the size of the
Multiparallel TED talks. This way, our small WMT
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WMT-large WMT-small  Multiparallel TED
dataset lang train dev train dev train dev
en-{ru,de} en-ru  98.2M 2993 149k 2993 149k 1958

’ en-de 98.2M 2203 149k 2203 149k 1958
en-{ru,uk} en-ru 31.5M 2993 67k 2993 67k 1958
’ en-uk 31.5M 997 67k 997 67k 1958
en-{ru,zh} en-ru  41.1M 2993 161k 2993 161k 1958
’ en-zh 41.1M 3418 161k 3418 161k 1958

Table 1: Total sentences in each bitext used in our work.

We ftrain trilingual models that translate

from English into two other languages. We force the WMT-small training split to be the same size as

Multiparallel TED for comparability.

set and TED talks can help us study multiparal-
lelism, and our small WMT set and large WMT set
can help show the effect of scale on representa-
tional capacity. Statistics on our datasets are in
Table 1.

3.3. Training Details

For our bilingual and multilingual translation mod-
els, we use the Transformer architecture as im-
plemented by fairseq (Vaswani et al., 2017; Ott
etal., 2019). For TED and WMT-small experiments,
we use the transformer_iwslt_de_en configura-
tion, and for WMT-large experiments, we use a
transformer base configuration. We use weight ty-
ing between decoder input and output embeddings
(Press and Wolf, 2017; Inan et al., 2016). For mul-
tilingual models, we incorporate target language id
tokens prepended to the source sentence (Wicks
and Duh, 2022). For all bilingual experiments, we
use a joint source-target SentencePiece vocabu-
lary of 16K tokens (Sennrich et al., 2016; Kudo
and Richardson, 2018). For all multilingual exper-
iments, we use a joint source-target vocabulary
of 32K tokens. These vocabularies have high to-
ken overlap, where each multilingual vocabulary
contains at least 93% of the bilingual vocabulary
across all languages and datasets. This overlap
leads to very similar tokenizations of the sentences
in our comparisons.

For TED and WMT-small experiments, we se-
lect the best model checkpoint using validation on
BLEU after training for up to 80 epochs. For WMT
large experiments, we use average validation loss
for selection after training up to 240k updates with
a batch size of 32k tokens. All outputs are com-
puted using a beam size of 5. We report BLEU
scores on our dev sets computed with sacrebleu
(Papineni et al., 2002; Post, 2018).

4. Results

4.1. Multilingual decoder capacity

reduction

We find that across our language pair settings and
across our dataset sizes, representations from bilin-
gual model decoders are more isotropic than mul-
tilingual model decoder representations. In Table
2, we see that for all trilingual settings, and for
both WMT-small and WMT-large, bilingual decoder
isotropy scores are larger than those of multilingual
models for the same language pair. For example,
in the WMT-large en-{ru,zh} dataset, the IsoScore
of multilingual decoder representations (iso-dec)
for Russian is 0.164 and Chinese is 0.106, but
in their respective bilingual models, these values
jump to 0.192 for Russian and 0.142 for Chinese.

Additionally, we plot the singular values from
the singular value decomposition (SVD) of the hid-
den states of one of our multilingual model de-
coders and its corresponding two bilingual model
decoders in Figure 3. We see that the spectra
of the bilingual model decoder hidden states are
more balanced than those of from the multilingual
model, as they do not drop off in value as quickly
as the multilingual singular values. This addition-
ally demonstrates that the bilingual decoder hidden
states have better distribution of variance across
its dimensions.

Because these representations are computed
from the same set of source-target sentences,
and only the model types differ, the multilingual-
ity of the one-to-many decoder must be contribut-
ing its reduced representational capacity for the
source-target pair. In this case, modeling language-
specific information in each decoder pass may be
occupying much of the multilingual decoder state
space. We explore this hypothesis further in Sec-
tion 4.5.
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WMT-large WMT-small

dataset langs type BLEU iso-enc ID-enc iso-dec ID-dec BLEU iso-enc ID-enc iso-dec ID-dec
en-ru multi 23.7 0.082 0.070 0.164 0.145 20.0 0.104 0.088 0.208 0.250

bi 23.7 0.075 0.057 0.192 0.164 19.1 0.074 0.057 0.236  0.285

en-{ru.zh} en-zh multi 345 0.051 0.045 0.106 0.092 28.0 0.070 0.057 0.136 0.148
bi 36.0 0023 0.020 0.142 0.199 277 0.032 0.023 0.185 0.201

both  multi - 0.066 0.057 0.065 0.043 - 0.085 0.070 0.076  0.047

en-ru multi 23.8 0.081 0.068 0.161 0.145  19.1 0.112 0.105 0.230 0.293

en-{ru,de} bi 23.8 0.074 0.064 0.189 0.164 189 0.109 0.104 0.242 0.295
en-de multi  26.4 0.046 0.039 0.141 0.164 18.0 0.076 0.063 0.171 0.227

bi 280 0.037 0.029 0.191 0.236 153 0.056 0.037 0.233 0.311

both  multi - 0.049 0.037 0.037 0.021 - 0.070 0.049 0.070  0.039

en-ru multi  23.7 0.053 0.053 0.161 0.168 173 0.118 0.115 0.242 0.307

en-{ru,uk} bi 23.8  0.031 0.029 0.184 0.182 157 0.123 0.129 0.246 0.305
en-uk multi 266 0.086 0.080 0.139 0.160 162 0.148 0.199 0.191 0.238

bi 278 0.074 0.072 0.195 0.238 127 0.160 0.213 0.221  0.281

both  multi - 0.086 0.086 0.078 0.051 - 0.127 0.145 0.172  0.162

Table 2: Main isotropy results for models trained on WMT data. We report BLEU scores of each model
on the appropriate validation set, and IsoScores and intrinsic dimensionalities (ID) for both encoder
and decoder sentence representations. We report scores for both language pairs, and in both types
of models, bilingual (bi) and multilingual (multi). We bold the higher IsoScore/ID value between each
multilingual/bilingual comparison. We additionally report the IsoScore of multilingual model spaces on the
entire development set, not separating by language pair (both).

—— ru bilingual decoder
—1 ru multilingual decoder
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(a) WMT-large, en-ru

—— zh bilingual decoder
-1 zh multilingual decoder
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|
S
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Index
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Figure 3: Semi-log plots of normalized singular values from SVD of bilingual decoder hidden states and
multilingual decoder hidden states for the WMT-large en-{ru,zh} model. The spectra of bilingual decoder
hidden states are better balanced than those of multilingual decoder hidden states. We use a semi-log

scale for visibility.

4.2. Multilingual encoder capacity
increase

In encoder representation spaces, we see an op-
posite effect, although less pronounced. In both
en-{ru,zh} and en-{ru,de} models, across small and
large data availability, multilingual encoders tend
to have greater isotropy among representations
than bilingual model encoders. However, the one
exception is the WMT-small en-{ru-uk} model. Re-

sults comparing this increase in encoder capacity
to the decrease in decoder capacity in multilingual
models, compared to their bilingual counterparts,
are summarized in Figure 4.

Comparing multilingual encoder isotropy sep-
arated by language versus the isotropy of the
whole multilingual encoder space (Table 2), we
see that the difference in scores is not very large.
This could indicate that the multilingual encoder
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space is benefiting from sharing across the English
sources from both language pairs in our multilin-
gual dataset.
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Figure 4: AlsoScore values comparing the ex-
tent of the observed encoder isotropy increase
(Iso(XMut) _ Iso(X2I.)) to the extent of the ob-
served isotropy decrease (Iso(X8..) — Iso( XJult)
in our multilingual models, compared to their bilin-
gual counterparts. Overall, the extent of the de-
coder isotropy decrease is larger than that of the

encoder increase.

4.3. Effects of training scale

In comparing IsoScore results on WMT-small vs
WMT-large setups, we see that in a larger scale,
there is consistently less space utilization in both
multilingual and bilingual models. This occurs con-
sistently in the decoder space, and in almost all
settings in the encoder space. Both models have
the same hidden dimension d = 512, and differ
only in their feed-forward dimension and atten-
tion heads. Even among the overall multilingual
isotropy scores (setting labeled ‘both’ in Table 2),
WMT-large representations have smaller isotropy
values than WMT-small representations in almost
all language settings.

The observed increase in anisotropy with larger
training scale is closely related to the represen-
tation degeneration problem reported in previous
literature (Gao et al., 2019). This phenomenon
describes a tendency towards anisotropy of the

final softmax layer W in natural language gener-
ation models, due to a frequency bias affecting
output token embedding updates. With more train-
ing updates, this frequency bias causes output
token embeddings to become more anisotropic. In
our case, we see a similar degeneration with final
hidden states, which are closely related to the soft-
max layer given the output distribution computation
y = softmax(hTW) where h is our final hidden
vector.

In terms of performance, we note that only the
WMT-large BLEU scores see a reduction or no
improvement in the multilingual case; it is known
that measurable interference does not generally
occur much at a smaller data scale (Shaham et al.,
2023).

4.4. Multi-way parallelism

We report results on the Multiparallel TED Talks
in Table 3. In this setting, we find that our results
on increased isotropy of multilingual source-side
representations still holds in a majority of cases,
even though the source-side sentences are identi-
cal across our two language pairs in the trilingual
model. This is a strong indication that in one-to-
many models, source-side representations benefit
from a shared source embedding space, and do
not separate much based on target language.

On the other hand, our results on decreased de-
coder capacity do not hold in all language settings
in our multiparallel model. An isotropy increase
occurs over bilingual models to a small extent for
our en-{ru,de} model, and a larger one for our en-
{ru,uk} model, where the target languages share
a script. However, the isotropy of our entire de-
coder multilingual space is still relatively low. This
indicates that although there is still separation in
the decoder space by language, each language’s
representation cluster in the decoder space is still
more locally isotropic than its bilingual counterpart.

We test our TED model on our WMT test sets
for direct comparability to our other models. Full
results can be found in Appendix B. We see that re-
sults are mostly consistent for multilingual encoder
isotropy improvement. For multilingual decoder
isotropy, we see similar results with respect to lan-
guage relatedness — bilingual decoder represen-
tations are more anisotropic than their multilingual
counterparts for en-{ru,zh}, similar for en-{ru,de},
and the opposite for en-{ru,uk}, where the target
languages are most related.

4.5. Decoder language separation

Across all three language settings, and in all of our
data settings, we see that the isotropy of the overall
multilingual decoder hidden space is much lower
than either of the specific language portions of the
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Multiparallel TED

langs type BLEU iso-enc ID-enc iso-dec ID-dec
en-ru multi  16.0 0.135 0.133 0.253 0.313
bi 155 0.130 0.119  0.284 0.348
en-zh multi  19.3  0.122 0.113 0.244  0.305
bi 188 0.125 0.125 0.277 0.338
both - 0.138 0.137 0.104 0.063
en-ru multi  15.8 0.108 0.094 0.261 0.326
bi 153 0.097 0.098 0.250 0.309
en-de multi  26.1 0.104 0.088 0.258  0.320
bi 252 0.073 0.066 0.247 0.287
both - 0.108 0.094 0.116 0.072
en-ru multi 135  0.127 0.139 0.248 0.305
bi 122 0.124 0.145 0.222 0.260
en-uk multi  16.8  0.128 0.141  0.244  0.299
bi 156  0.124 0.152 0.201  0.238
both - 0.130 0.143 0.173  0.168

Table 3: Isotropy results on the encoder and de-
coder sentence representations from our Multipar-
allel TED model, tested on the Multiparallel TED
development set.

multilingual space. What this suggests, according
to our metrics, is that there are some dimensions
whose variance is heavily dictated by language
information. When separating out these repre-
sentations by language, the variance is reduced.
This, however, is not the case when considering
encoder language separation. We summarize this
phenomenon in Figure 5.

In our multiparallel setting, tested on both our
TED and WMT datasets, we see that this differ-
ence is smallest for en-{ru,uk}. We hypothesize
that this difference is due to vocabulary sharing.
Because Russian and Ukrainian share a script and
subword units, shared output embedding vocabu-
lary items would lead to closer hidden states. Their
close typological relatedness could be contributing
to their decoders state closeness as well. However,
since Russian and German or Russian and Chi-
nese share very few vocabulary units, their hidden
states are further in the multilingual decoder space,
as also seen in Figure 5.

4.5.1.

We further investigate our claim that multilingual
decoders use significant representational capac-
ity to model language-specific information by ob-
serving how isotropy changes in multilingual de-
coder states across decoder layers. We show layer-
wise isotropy results for multilingual decoder states
in Figure 6. We obtain hidden states according
method described in Section 2.2, but instead at
each layer boundary.

We find that throughout decoder layers, the over-

Layerwise decoder behavior
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Figure 5: AlsoScore values between language-
specific multilingual representations separated
by language and overall multilingual represen-
tations, for both the encoder and decoder
(Iso(X™Mi(s ¢) — Iso(XMM(s,U;t;)).  Large
AlsoScores between language-specific multilin-
gual reps. and overall multilingual reps. indicate
heavy encoding of language specificity in the de-
coder space.

all isotropy of the entire set of decoder hidden
states remains constant or decreases. However,
for language-specific decoder states, we see that
isotropy increases throughout the layers. Together,
this implies that throughout the decoder layers, rep-
resentations become more language specific. This
suggests that earlier layers in the decoder benefit
from some sharing, whereas later layers handle
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Figure 6: Layerwise IsoScores on our WMT-large models. The divergence between the overall decoder
isotropy and language-specific isotropy shows that hidden states become more language-specific through-

out the decoder.

greater language specificity.

In summary, these results seem to suggest that
decoders in multilingual translation models seem
to separate out languages among the dimensions
available in their hidden states. This finding could
motivate the design and use of multilingual ar-
chitectures that do not use complete sharing in
their decoder parameters. Some prior work has
already examined this approach (Sachan and Neu-
big, 2018; Kong et al., 2021; NLLB Team et al.,
2022).

5. Related Work

5.1. Multilingual model capacity

Prior work has also examined the bottleneck phe-
nomenon in multilingual machine translation. Much
of this work observes the phenomenon empirically,
and proposes methods to try to alleviate the par-
ity. Sachan and Neubig (2018) also focus on one-
to-many translation models, and propose partial
sharing between language decoders in order to re-
duce the observed interference during full sharing.
Tan et al. (2019) propose a knowledge distillation
method to reduce the parity between bilingual and
multilingual translation models by using bilingual
models as multiple teachers and the multilingual
model as a student. Other methods propose using
a mix of language-specific and language-agnostic
parameters, (Lin et al., 2021) and even automat-
ically learning where to and where not to share
across language pairs (Zhang et al., 2021). Wang
et al. (2021) approach interference from a gradi-
ent viewpoint, and find that in En— Any models,
gradients become less similar in decoders, and
hypothesize that this is due to the difference in
decoder label spaces.

Kudugunta et al. (2019), like us, also investi-
gate hidden representations to understand sharing
in multilingual translation models. However, they
focus on an in-house many-to-many translation

model, and focus on representational similarities
between languages, rather than representational
capacity for language pairs.

Shaham et al. (2023) take an empirical approach
to understanding interference in multilingual trans-
lation models, by investigate how scale and mul-
tilingual dataset ratios affect performance. They
propose to both scale up models and adjust tem-
perature sampling to reduce interference for simple
models. However, this approach is largely empiri-
cal, and does not account for smaller scales and
balanced datasets.

5.2. Isotropy of Representations

Recently, studies analyzing the geometry of Trans-
former representations have shown that they do
not uniformly occupy many of the dimensions of
the underlying space in which they lie. Ethayarajh
(2019) show that many pretrained language mod-
els are anisotropic, where any two representations
have very high cosine similarity. In addition to
proposing a new metric, Rudman et al. (2022) also
find that in their revised analysis, representations
from language models use even fewer dimensions
than previously reported. In the translation set-
ting, Gao et al. (2019) show that embeddings from
generation models, including MT models, tend to
degenerate into an anisotropic distribution due to
frequency bias. Yu et al. (2022) find a similar de-
generation in generation models, and propose a
gradient gating method that helps reduce the fre-
quency bias causing embedding isotropy. They
report improved MT results when controlling for
anisotropy.

6. Conclusion

While previous work has empirically demonstrated
performance differences in multilingual and bilin-
gual models, in this work, we systematically com-
pare the geometry of model representations in bilin-
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gual and multilingual translation models in order
to determine what might drive these differences.
Using one-to-many models which are most prone
to interference, we experiment with varying data
sizes and source-target combinations.

We find for a given language pair, there is a
consistent reduction in representational capacity in
multilingual decoders versus comparable bilingual
decoders. We additionally find a small increase in
representational capacity for multilingual encoder
spaces given the one-to-many task. Representa-
tional capacity decreases in a larger model and
data paradigm, and results on multiparallel data
show a strong improvement in multilingual encoder
representational capacity and some improvement
in multilingual decoder representational capacity.
Finally, we find that reduced capacity in multilingual
decoders can be attributed to language informa-
tion occupying a significant portion of the available
representation space.

7. Limitations

Our models cover at most 3 language families for
the sake of controlled analysis when modern multi-
lingual translation models cover many more. We
think it is worthwhile to analyze models with larger
coverage as future work. We focus on one-to-many
models as they tend to fall behind other multilingual
model types (Sachan and Neubig, 2018; Wang
et al., 2018; Shaham et al., 2023). However, many-
to-many models still have multilingual decoders but
may have different behavior given their multilingual
encoder state space.

Additionally, our conclusions focus on encoder-
decoder models, but there is growing interest in
decoder-only translation models whose isotropic
behavior may differ.

Finally, our work focuses only on the charac-
terization of representational capacity differences
between model types, and not on the improvement
of representational capacity of one-to-many mod-
els. However, we hope this work provides insight
into the development of future modeling techniques
for models with multilingual decoders.
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A. WMT Data Preprocessing

We preprocess and filter the WMT training data
in order to ensure a set of high quality bitext from
the original crawled data provided by organizers.
Steps 1-4 are reproduced from Fan et al. (2021).

1. Remove lines that are > 50% punctuation
2. Deduplicate training data

3. Language-specific filtering to remove sen-
tences that are > 50% characters that are not
identified as belonging to the given language.

4. Length ratio cleaning with ratio=3, and remove
sentences with > 250 subwords.

5. Language identification filter such that both
the source and target language ID must be
correct. We use the fasttext LanglD model:
1id.176.bin. (Joulin et al., 2016, 2017).

6. Bitext filtering using LASER Embeddings
as implemented by the OpusFilter toolkit
(Aulamo et al., 2020; Artetxe and Schwenk,
2019).
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B. TED Models on WMT dev set

TED
langs type BLEU iso-enc iso-dec
n-ru multi  10.6 0.102 0.227
© bi 103 0.107  0.264
en-zh multi  16.4 0.084 0.166
bi 15.3 0.034 0.194
multi - 0.092  0.056
en-ru multi  11.0 0.097 0.243
bi 10.2 0.076 0.235
en-de multi  16.5 0.073 0.223
bi 15.2 0.040 0.227
multi - 0.079  0.085
en-ru multi 7.7 0.125 0.228
bi 7.1 0.103 0.213
en-uk multi  11.2 0.143 0.202
bi 10.0  0.131 0.188
multi - 0.130 0.174

Table 4: Isotropy results on our multiparallel TED
model, tested on the WMT development set for
direct comparison with our other models.
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Figure 7: A IsoScore values between language-
specific multilingual representations separated by
language and overall multilingual representations,
for both the encoder and decoder.
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