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Abstract

Matching genre in training and test data has been shown to improve dependency parsing. However, it is not clear
whether the used methods capture only the genre feature. We hypothesize that successful transfer may also depend
on topic similarity. Using topic modelling, we assess whether cross-genre transfer in dependency parsing is stable
with respect to topic distribution. We show that LAS scores in cross-genre transfer within and across treebanks
typically align with topic distances. This indicates that topic is an important explanatory factor for genre transfer.
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1. Introduction

It has been shown that genre is a valuable sig-
nal for cross-lingual dependency parsing (Stymne,
2020; Müller-Eberstein et al., 2021), particularly for
low-resourced languages when no good transfer
languages are available.1 However, these studies
suffer from noisy genres from Universal Dependen-
cies (UD) or use automatically generated genre
clusters. Another factor that is likely relevant to
transfer is topic similarity between data sets. It has
not yet been explored how topic interacts with genre
for dependency parsing.

Petrenz (2012) investigated the influence of co-
variances between genre and topic on genre clas-
sification. He found that shifts in topic distribution
within training and test sets of the same genre affect
the performance, and thus recommended remov-
ing topical features, for the task of genre classifi-
cation. For the dependency parsing task, cluster-
ing has been proposed for selecting data match-
ing a specific target genre (Müller-Eberstein et al.,
2021). The best-performing option is GMM clus-
tering, which has previously been used to identify
domain clusters (Aharoni and Goldberg, 2020), but
is highly likely also to capture topic information.

In this paper, we present a first investigation of
the relationship between the influence of genre
and topic in the context of cross-genre dependency
parsing. Unlike earlier cross-lingual work, we per-
form this study on a set of monolingual multi-genre
treebanks (Danilova and Stymne, 2023), to avoid
the confound of the influence of language in ear-
lier cross-lingual parsing studies. Our hypothesis

1While genre is typically used to describe works shar-
ing a communicative purpose (e.g. Kessler et al., 1997),
work on genre in dependency parsing is typically based
on the genre categories in UD, which includes labels like
spoken and medical (de Marneffe et al., 2021).

is that the proximity of topic distributions in cross-
genre transfer can positively influence the pars-
ing performance. We believe that topic transfer
plays an important, but so far unexplored, role in
cross-genre transfer. In this initial exploration of the
theme, we ask the following questions: 1) Can we
see any relationship between the topical distance
and LAS scores across datasets from different do-
mains for a set of different languages? 2) Within
the same language, will we always observe the
best transfer within the same genre? If not, does
topical distance explain why this is not the case?

We measure topic similarity between data sets
based on a state-of-the-art topic model, BERTopic
(Grootendorst, 2020). We find that in 10 out of 14
treebanks LAS scores moderately correlate with
topic distances. For 5 out of 6 genre pairs with
sufficient observations across treebanks, we find
moderate and strong correlations with topic dis-
tances. In summary, our results suggest that topic
is an important explanatory factor in the success
of cross-genre transfer, which has previously been
overlooked.2

2. Related Work

Stymne (2020) showed that when no in-genre data
is available for a target language+genre, it is ben-
eficial to add data from that genre from other lan-
guages. Müller-Eberstein et al. (2021) focused on
parsing into low-resource languages and showed
that selecting data matching genre based on GMM
or LDA clusters or bootstrapping genre annotations
led to better results than selecting sentences based
on mBERT embeddings or using all multi-genre
treebanks that contained the target data. However,

2Code at: https://github.com/UppsalaNLP/
genre_topic_transfer

https://github.com/UppsalaNLP/genre_topic_transfer
https://github.com/UppsalaNLP/genre_topic_transfer
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Treebank Lang. Train Dev |Topics| |Genres|

HSE bel 240k 24.7k 276 3/5
CAC cze 270k 10.9k 198 3/3
EWT eng 330k 24.8k 403 5/5
GUM eng 165k 39.0k 232 6/9
EDT est 270k 43.9k 274 3/3
TDT fin 220k 13.7k 365 6/6
Sequoia fre 80k 17.9k 97 3/4
ISDT ita 160k 10.8k 153 4/5
Nynorsk nor 250k 41.2k 312 4/4
RRT rum 300k 20.5k 360 4/5
SynTagRus rus 290k 84.6k 266 3/6
Taiga rus 150k 32.4k 270 3/3
BOUN tur 140k 9.9k 197 3/3
ArmTDP hyw 170k 31.9k 263 3/9

the number of topics generated using BERTopic, and the number of
genres used for training/testing. Language codes are given according to

ISO-639-2.
the number of topics generated using BERTopic,

and the number of genres used for training/testing.
Language codes are given according to ISO-639-2.

Table 1: Treebanks used, with total data sizes,
the number of topics generated using BERTopic,
and the number of genres used for training/testing.
Language codes are given according to ISO-639-2.

even though using clustered data improved parsing,
it is not clear that the clusters only capture genre,
and not language and topic features, among others.

Petrenz and Webber (2011) explored the influ-
ence of topic distribution shifts on genre classifica-
tion and concluded that topic distribution plays a
key role in the stability of genre classification. Fur-
thermore, it has been shown that topics are well
captured when clustering LLM embeddings and
topic coherence is high for the main topic modelling
benchmarks (Sia et al., 2020; Zhang et al., 2022).
Moreover, Aharoni and Goldberg (2020) who in-
troduced domain clustering of LLM embeddings
suggested that cluster assignments are sensible to
the presence of topical terms. All this suggests that
the influence of topic similarity on genre transfer
for dependency parsing needs to be explored. Our
work presents the first experiments in this direction.

3. Data

For our experiments we use the UD-MULTIGENRE
dataset (Danilova and Stymne, 2023),3, which is
a reorganization of a highly multilingual subset of
the Universal Dependencies (de Marneffe et al.,
2021) treebanks, v2.11 (Zeman et al., 2022). our
goal with UD-MULTIGENRE was to enrich the UD
genre annotation, which was only available at the
treebank level, by adding instance-level genre an-
notations. We manually studied the documentation,
associated publications, and metadata of individ-
ual treebanks, to arrive at 17 consistent genre la-
bels, avoiding clearly topical genres like medical,

3https://github.com/UppsalaNLP/
UD-MULTIGENRE

into which we reorganized these treebanks. UD-
MULTIGENRE contains training and dev data for
38 languages from 63 UD treebanks.

In this work, we select 14 UD-MULTIGENRE
treebanks in 12 languages with training data for
at least 3 genres in each, see Table 2. This allows
comparing the relationship between LAS and topi-
cal distance for several source genres within each
language-specific treebank. For each genre, we
set the minimum size in tokens per training sample
to 10k, which is generally enough data to reach
in-genre LAS scores of at least 80, which we find
sufficient for this study.

Where possible, we collect up to 3 random non-
overlapping samples with 3 different seeds which
results in a maximum of 9 samples varying in sen-
tences. This variance in sentence composition
across samples is likely to be associated with differ-
ences in topic distribution and provides additional
data for the analysis. For testing, we use the dev
set for each genre/treebank. For many treebanks,
the number of genres available for testing is higher
than for training.

4. Methods and Tools

4.1. Dependency Parsing
For dependency parsing, we use the MaChAmp
toolkit (van der Goot et al., 2021), which is based
on fine-tuning an LLM, in our case XLM-Roberta.
The parser is graph-based, using biaffine attention
(Dozat and Manning, 2017) and the CLU algorithm
(Chu and Liu, 1965; Edmonds, 1967).

We train a separate parsing model for each of the
training sets. Each parsing model is thus trained on
a single genre, source from one treebank, covering
one language, as specified in Table 2. Each of
these genre-specific models is thus applied to all
test sets for the given treebank, which means that
we have parsing results both for matching genres
and for all possible mismatching genres in each
treebank.

4.2. Topic Modelling
For topic modelling, we use a particular version
of neural topic models, BERTopic introduced in
(Grootendorst, 2020). This method leverages a
well-known hierarchical density-based clustering al-
gorithm HDBSCAN (McInnes et al., 2017) to cluster
sentence-transformer embeddings after dimension-
ality reduction with Uniform Manifold Approxima-
tion Projection (UMAP) (McInnes et al., 2018), and
class-based TF-IDF to improve cluster represen-
tation. In previous research, BERTopic has been
reported to be advantageous for short-text topic
modelling, e.g. Twitter data (Egger and Yu, 2022;
Kellert and Mahmud Uz Zaman, 2022).

https://github.com/UppsalaNLP/UD-MULTIGENRE
https://github.com/UppsalaNLP/UD-MULTIGENRE
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Figure 1: Relationship between mean (across
seeds) relative values of LAS and Hellinger dis-
tance across all genre pairs in all treebanks.

Each sentence is considered a document. Pre-
processing includes the removal of web addresses,
emojis, and special symbols, which are rather
genre than topic-specific. Sentences are encoded
using a multilingual sentence-transformers model,
paraphrase-multilingual-MiniLM-L12-v2 (Reimers
and Gurevych, 2019), trained on 50+ languages.
The number of topics is inferred by the clustering
algorithm and it varies from 97 to 403 across tree-
banks in our case.

We generate a topic model for each of the 14
treebanks shown in Table 2. Each sample includes
all training and development sets in all genres avail-
able for each treebank. The produced document-
topic distributions are aligned with genre-specific
training and development sets within each treebank
and transformed into distributions of topic propor-
tions. For the resulting 14 topic models, we per-
form a reduction of outlier sentences, by allocat-
ing sentences that were not assigned any topic by
HDBSCAN to topic clusters using cosine distance
between topic and sentence embeddings.

4.3. Topic Distance Measurement

To calculate the topic distance between genre pairs,
we perform the following steps. For each document
(sentence) in each sample within a given treebank,
we select the topic with the highest probability as es-
timated by BERTopic. Next, we calculate topic dis-
tributions for each sample, based on the sentences
in the sample. The distance between the resulting
document-topic probability distributions for each
source-target pair is measured using Hellinger dis-
tance (HD), which together with KL divergence has
long been used in topic modelling (Huang, 2008;

Zhu et al., 2012) to calculate distances between
document-topic and topic-word probability distribu-
tions.4

4.4. Correlation between LAS and Topic
Distances

We assess the relationship between parsing perfor-
mance (LAS) and topic distances across various
genre pairs and treebanks, using the Spearman
(ρs) correlation.

This investigation serves a dual purpose: firstly,
it offers insights into the impact of topic distribution
on cross-genre transfer across different treebanks
and languages. Secondly, it examines the similar-
ity between LAS score distribution and patterns of
topical distance within treebanks. Our underlying
hypothesis posits that, in most cases, whether in
cross-genre transfer or within individual treebanks,
we will observe a correlation between topical dis-
tances and parsing performance.

To allow exploration of the relationship between
topic distribution and parsing performance across
genres and treebanks, we use relative LAS scores
and distances by normalizing the cross-genre
scores by the in-genre scores: RelLASga→gb =
LASga→ga − LASga→gb . For HD, we normalize
the values as follows: RelHDga→gb = HDga→gb −
HDga→ga .

This approach allows us to investigate whether
superior cross-genre transfer in terms of LAS corre-
sponds to greater topical similarity between training
and development data and vice versa. Smaller rela-
tive values of LAS and HD suggest closer alignment
between source and target genres in both LAS and
topic spaces.

5. Results

Overall and in-treebank correlation. The over-
all correlation between relative LAS and relative
HD for in-treebank cross-genre transfer is shown
in Figure 1. The overall correlation is moderate,
but significant (ρs = 0.32, p < 0.01). Observa-
tions in the upper right quadrant, where most points
are concentrated, correspond to cases where LAS
scores for non-matching genre pairs (source ̸= tar-
get genre) are lower than for in-genre (source =
target genre) for the corresponding treebanks and
the topic distance is larger, which is the expected
behavior. We note that the majority of values are
in this quadrant. LAS and HD corresponding to the
in-genre transfer are at the zero coordinates in this
plot, since we normalize by these values.

The lower left quadrant represents the relatively
few cases where the parsers achieved the highest

4We also experimented with KL divergence, which
gave similar results, and thus is not reported.
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treebank ρs gm ↑

HSE -0.66*** 3/3
CAC -0.19 3/3
EWT -0.32*** 3/5
GUM -0.40*** 3/6
EDT -0.50*** 3/3
TDT -0.67*** 5/6
Sequoia -0.82*** 3/3
ISDT -0.38*** 3/4
Nynorsk -0.47*** 3/4
RRT -0.48*** 3/4
SynTagRus -0.20 2/3
Taiga -0.56*** 1/3
BOUN 0.29 2/3
ArmTDP 0.16 1/3
***p < 0.01

Table 2: Within-treebank correlation between abso-
lute LAS and HD. Significance levels are estimated
using permutation tests. gm ↑ denotes the number
of source genres out of all source genres for each
treebank where the highest LAS corresponds to
the matching-genre transfer ga → ga.

LAS for non-matching genre pairs and the corre-
sponding topic distances are also shorter than for
the in-genre.

The upper left quadrant represents cases where
LAS is relatively high even though the topic dis-
tance is large. Many of these instances are from
the ArmTDP and BOUN treebanks. The lower right
quadrant corresponds to the cases where LAS is
relatively low, although the topics are close. It
mostly includes instances from ArmTDP and GUM
treebanks.

In summary, the transfer cases observed in the
white quadrants are associated with our hypothesis
that the higher the topical proximity between the
source and target - the higher the LAS score. The
cases in the pink quadrants deviate from the ex-
pected behaviour and we investigate them closer
further in this paper.

Table 2 shows the correlation between absolute
LAS and HD within each treebank. Negative corre-
lations mean that higher LAS scores correspond to
lower distances, which is expected, and occur for
10 out of 14 treebanks.5

We see exceptions for ArmTDP and BOUN, with
positive correlations. When we exclude these tree-
banks and measure the overall correlation, we ob-
tain ρs = 0.42 under p < 0.01. To better understand
the situation within these treebanks, we explore

5The significance levels should be interpreted cau-
tiously due to relatively small sizes of treebank samples
(92 observations on average). Although Pearson corre-
lation scores closely follow Spearman, we do not report
them because our data does not satisfy the necessary
assumptions.

Figure 2: Mean absolute LAS scores (across sam-
ples and seeds) and mean HD in ArmTDP. The
lightest colour indicates the highest LAS and the
shortest topic distance. nf_prose denotes nonfic-
tion_prose

heatmaps of LAS and HD. In Figure 2, we observe
that for ArmTDP, the spoken dev set has the high-
est LAS scores for all source genres although the
topic distance to spoken is the largest. This may
indicate that this dev set is the easiest for the parser
for some reason, and topic distance plays no role
here. Fiction, in contrast, has the overall lowest
LAS scores.

The pattern is similar for BOUN, where nonfic-
tion_prose has low LAS scores in all cases, which
is not explainable by topic distances.

Based on this, we can conclude that most parsing
scores can be associated or partially explained with
topic distances, but that the difficulty of particular
test sets is also influential.

Correlation in genre pairs. Table 2 (gm ↑ col-
umn) shows that for 4 out of 14 treebanks matching
genre pairs for all source genres receive the high-
est LAS scores, and for 7 treebanks this is the case
in the majority of cases. We analyze the LAS and
HD heatmaps (as in Figure 2) for each treebank to
interpret this. In SynTagRus, TDT, GUM and RRT,
topic distances contribute to the best LAS scores
of non-matching genre pairs. In EWT and Taiga, it
is due to dev sets easy for the parsers that receive
the highest LAS for all source genres. For Nynorsk
and ISDT, the best LAS on non-matching genre
pairs (news→blog and news→QA and wiki) is not
clear.
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source genre target genre ρs

academic fiction 0.57***
academic news 0.35**
fiction academic 0.71***
legal news 0.78***
news fiction -0.46***
news nonfiction_prose 0.76***
***p < 0.01, **p < 0.05

Table 3: Correlation between relative values of LAS
and Hellinger distance in genre pairs. Significance
levels are estimated using permutation tests.

Figure 3: Correlation between relative values of
LAS and HD in news → fiction genre pair.

We further explore the correlation between rel-
LAS and relHD for specific genre pairs across all
treebanks where they occur, considering only the
genre pairs where we have data from at least 4
treebanks, see Table 3. Again we see that in most
cases, there is an expected correlation between
better LAS scores and lower topic distances. The
only exception is news→fiction, for which the re-
lationship is plotted in Figure 3. In all cases, the
observations are placed in or very close to the up-
per right and lower left quadrants, meaning that
higher LAS scores correspond to lower topic dis-
tances. In this case, the negative correlation is due
to differences between treebanks. This suggests
that topic is indeed an important explanatory factor
for genre transfer.

6. Conclusion

We have presented an initial exploration of the im-
pact of topic on cross-genre transfer for depen-
dency parsing. For most treebanks and genre
pairs, we find that lower topic distances indeed
correspond to higher LAS, confirming that topic is
an important explanatory factor of genre transfer.
However, not all cases can be explained by topic
distance. In some cases, the difficulty of the test
set plays a role, but in other cases, further explo-

ration is needed in future work. Another promising
research direction would be to explore the role of
topic versus genre in GMM-based clustering used
in earlier work on selection of in-genre training data
for dependency parsing (Müller-Eberstein et al.,
2021; Danilova and Stymne, 2023). We would also
like to expand this work to the cross-lingual setting
explored in earlier work, in order also to try to dis-
entangle the role of language in relation to genre
and topic. An essential aspect to address in addi-
tion to this involves exploring potential confounding
factors that might account for the observed correla-
tion between LAS and topic distances. It is still an
open question how topic similarity helps to improve
parsing. An interesting line of research would be
to explore the syntactic similarity of datasets with
similar topic distributions, as well as across genres.
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