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Abstract

In this work, we investigate multilingual speech
Pre-Trained models (PTMs) for Audio deep-
fake detection (ADD). We hypothesize that
multilingual PTMs trained on large-scale di-
verse multilingual data gain knowledge about
diverse pitches, accents, and tones, during their
pre-training phase and making them more ro-
bust to variations. As a result, they will be more
effective for detecting audio deepfakes. To vali-
date our hypothesis, we extract representations
from state-of-the-art (SOTA) PTMs including
monolingual, multilingual as well as PTMs
trained for speaker and emotion recognition,
and evaluated them on ASVSpoof 2019 (ASV),
In-the-Wild (ITW), and DECRO benchmark
databases. We show that representations from
multilingual PTMs, with simple downstream
networks, attain the best performance for ADD
compared to other PTM representations, which
validates our hypothesis. We also explore the
possibility of fusion of selected PTM represen-
tations for further improvements in ADD, and
we propose a framework, MiO (Merge into
One) for this purpose. With MiO, we achieve
SOTA performance on ASV and ITW and com-
parable performance on DECRO with current
SOTA works.

1 Introduction

The popularity of audio deepfakes has raised mul-
tiple concerns in areas dealing with personal and
public security due to its capability to impersonate
and share false, often malicious information. Scam-
mers, for example, have utilized audio deepfake to
mimic a German executive, successfully convinc-
ing a transfer of 220,000 Euros to a Hungarian
supplier (Stupp, 2019). Thus, checking and evalu-
ating authenticity of any audio content is important
through robust and reliable measures. Motivated
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by this, in this work, we focus on Audio Deepfake
Detection (ADD).

To combat this progressing issue, various detec-
tion methods have been proposed (Hanilçi et al.,
2015; Qian et al., 2016; Ma et al., 2021; Luo et al.,
2021). These works leveraged statistical attributes
or the raw audio as input to the models. However,
with the wide-scale accessibility of Pre-Trained
Models (PTMs), ADD as a task has undergone
exponential advancement. Representations from
PTMs are used as input features to downstream
ADD and it comes with a series of benefits, which
include higher accuracy in ADD and saving time as
well as resources, in building ADD systems from
the ground up. PTMs come in various architec-
tures as well as varied pre-training schemes and
are trained on large-scale datasets. They can be
either trained in a supervised (Eg. Whisper (Rad-
ford et al., 2023)) or in a self-supervised manner
(Eg. Wav2vec2 (Baevski et al., 2020)) and also
on either single or multiple languages. Despite
these PTMs being pre-trained on only real speech
data, representations from these PTMs have shown
exceptional performance in identifying real con-
tent from their fake counterparts (wen Yang et al.,
2021).

Our work relies on the hypothesis that multi-
lingual PTMs trained on large-scale diverse mul-
tilingual data, acquire knowledge about diverse
pitches, accents, tones, and are more robust to vari-
ations, hence will be more effective for identifying
audio deepfakes than other PTMs. So to validate
our hypothesis, we extract representations from
eight state-of-the-art (SOTA) PTMs including mul-
tilingual (XLS-R, Whisper, MMS), monolingual
(Unispeech-SAT, WavLM, Wav2vec2), speaker
recognition (x-vector), and emotion recognition
(XLSR_emo) and evaluate them with two sim-
ple probing networks (Fully Connected Network
(FCN), Convolution Neural Network (CNN)) on
three benchmark datasets ASVSpoof 2019 (ASV),
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In-the-Wild (ITW), and DECRO. We also investi-
gate by combining representations from different
PTMs as it has been seen in other speech processing
tasks such as speech recognition (Arunkumar et al.,
2022) that certain representations act as comple-
mentary to each other and we propose a framework,
Merge into One (MiO) for the same. To the best
of our knowledge, this is the first study, to explore
fusion of PTM representations for ADD. Our study
makes the following contributions:

• Comprehensive empirical study to demon-
strate the performance of multilingual PTMs
for ADD, which have shown top performance
in comparison to its other PTM counterparts
across the three datasets.

• A novel approach to fuse representations from
different PTMs, namely MiO. Our approach
shows demonstrable improvement in perfor-
mances over individual representations. It
achieves SOTA in terms of Equal Error Rate
(EER) in ASV, ITW, and competitive perfor-
mance in DECRO.

2 Related Works

In this section, we give an overview of various
prolific ADD methods proposed. ADD as a task
has caught the attention with the release of the
ASVspoof 2015 (Wu et al., 2015) database. Ini-
tially, researchers built GMM and SVM-based mod-
eling approaches with statistical audio features as
input (Sahidullah et al., 2015). Previous works
have also harnessed neural network-based models
such as CNN, RNN, etc. for ADD (Tom et al.,
2018; Gomez-Alanis et al., 2019; Alzantot et al.,
2019).

Researchers have exploited self-supervised learn-
ing (SSL) modeling approaches for ADD (Lee
et al., 2023; jin Shim et al., 2020; Jiang et al., 2020).
Further, different types of PTMs such as Wav2vec,
HuBERT, TERA, Mockingjay, etc also been ex-
plored for ADD (Eom et al., 2022; wen Yang et al.,
2021). Wang et al. 2023 showed that generaliza-
tion of ADD systems increases with combination
of Wav2vec, prosodic, and pronounciation infor-
mation as input features. In this work, we evaluate
eight PTMs to validate our hypothesis that mul-
tilingual PTMs trained on extensive and diverse
multilingual datasets allow them to capture knowl-
edge related to diverse pitch, accent, tone, and so
on. This broad exposure enhances their robustness

to different variations in audio signals. As a re-
sult, the representations learned by these PTMs
are particularly effective for discerning audio deep-
fakes when compared to representations from other
PTMs.

3 Pre-Trained Models

We compile the top-performing PTMs for our ex-
periments. For multilingual PTMs we choose,
XLS-R (Babu et al., 2022), Whisper (Radford
et al., 2023), and Massively Multilingual Speech
(MMS) (Pratap et al., 2023). XLS-R was pre-
trained on 128 languages while Whisper on 96
and MMS over 1400 languages. Whisper improves
over XLS-R in various downstream speech pro-
cessing tasks while MMS improves over Whis-
per. We selected the monolingual PTMs (WavLM,
Unispeech-SAT, Wav2vec2) based on the SU-
PERB (wen Yang et al., 2021). WavLM and
Unispeech-SAT have shown SOTA performance on
SUPERB so we choose them. Wav2vec2 (Baevski
et al., 2020) has not shown top performance like
WavLM (Chen et al., 2022a) and Unispeech-SAT
(Chen et al., 2022b) on SUPERB, however, as previ-
ous works have shown its efficacy for ADD (Zhang
et al., 2023; Cai et al., 2023), so we selected it.

Additionally, models pre-trained for more spe-
cific tasks such as speaker recognition PTM (Ma
et al., 2023) and models trained for emotion recog-
nition (Conti et al., 2022) show exceptional per-
formance for ADD, so we included them in our
experiments. As speaker recognition PTM, we con-
sider, x-vector (Snyder et al., 2018) and as emotion
recognition PTM we use, XLSR_emo (Cahyaw-
ijaya et al., 2023). Additional details regarding
these selected PTMs are available in Appendix 9.2.

4 Modeling

As we are evaluating how representations of differ-
ent PTMs will behave for ADD, we keep the PTM
layers frozen and keep the downstream modeling
as simple as possible. We experimented with two
modeling approaches (see Figure 1a and 1b). For
the first approach (FCN), we employ an FCN on the
extracted PTM representations and for the second
(CNN), we use a 1D-CNN layer on top of represen-
tations followed by a Maxpooling layer and FCN.
Softmax is used as the activation function in the
output layer of the models which gives output as
probabilities.
Merge into One: For fusing representations of
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Figure 2: Proposed Modeling Framework for Fusion of
PTM Representations, MiO

different PTMs, we propose MiO. The model ar-
chitecture is shown in Figure 2. Here, we follow
the same modeling pattern for each incoming repre-
sentation as the second approach mentioned above.
Then we apply linear projection to a dimension of
size 120 followed by bilinear pooling (BP), which
allows effective interaction between the features as
shown by (Kumar and Nandakumar, 2022). BP is
the outer product of two vectors p and q of dimen-
sion (D,1) and (D,1) such that the resultant will be
a matrix of dimension (D, D) and it is given as:

BPD,D = pD,1 ⊗ qD,1 = pqT (1)

Linear Projection to lower dimension is carried
out for computational resource constraints as the
resultant of BP results in a matrix of much bigger
shape. The resultant of BP is flattened and passed
through an FCN.

We keep the number of epochs at 20 and the
batch size of 32 for all the modeling approaches.

PTM ASV ITW D-C D-E

XLS-R 1.67 0.24 1.42 0.12
Whisper 2.34 0.73 0.69 0.11
MMS 3.10 0.31 1.11 0.19
Unispeech-SAT 9.97 2.36 2.14 0.54
WavLM (Base) 10.46 8.48 4.22 0.57
WavLM (Large) 10.23 8.41 4.20 0.60
Wav2Vec2 12.45 16.54 6.95 1.10
x-vector 9.49 0.98 2.65 0.66
XLSR_emo 9.36 2.70 3.11 0.18

Table 1: EER (%) scores for FCN models with different
PTM representations; D-C, D-E represents Chinese and
English Set of DECRO respectively

PTM ASV ITW D-C D-E

XLS-R 1.03 0.17 1.42 0.07
Whisper 2.02 0.22 0.58 0.06
MMS 1.50 0.20 0.70 0.09
Unispeech-SAT 9.76 2.20 1.89 0.42
WavLM (Base) 9.90 8.31 4.21 0.44
WavLM (Large) 9.30 7.60 3.14 0.45
Wav2Vec2 10.33 14.77 6.66 1.05
x-vector 8.61 0.27 2.62 0.92
XLSR_emo 9.20 1.57 2.83 0.10

Table 2: EER (%) scores for CNN models with different
PTM representations; D-C, D-E represents Chinese and
English Set of DECRO respectively

We use Cross-entropy as the loss function and
Adam as the optimizer. We use Tensorflow library
for our experiments. For reproducing our experi-
ments, we will make our codebase available here1.

5 Experiments

5.1 Benchmark Datasets

We selected three benchmark datasets for our exper-
iments. They are ASVSpoof 2019 (ASV) (Wang
et al., 2020), In-the-Wild Dataset (ITW) (Müller
et al., 2022), and DECRO (Ba et al., 2023). De-
tails regarding the datasets, data preprocessing, and
experimental setting is provided in Appendix 9.1.

5.2 Experimental Results

For ASV and DECRO, the results presented are on
the official testing split, and for ITW, the scores are
the average across five splitting seeds as no official
split was given. On DECRO, we built and trained
models individually on the Chinese and English set
of DECRO. We use D-C and D-E as notations for
DECRO Chinese and English sets respectively.

Table 1 and 2 presents the EER scores for FCN
and CNN models for different PTM representations
as input features. Models trained on multilingual
PTMs (XLS-R, Whisper, MMS) representations

1https://github.com/orchidchetiaphukan/
MultilingualPTM_ADD_NAACL24
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performed the best with lowest EERs in compar-
ison with other PTMs. Within the multilingual
PTMs, XLS-R achieves the lowest EERs in ASV
and ITW while Whisper representations report the
lowest in DECRO. MMS showed mixed perfor-
mance achieving the second lowest EER in ITW
and D-C with FCN, while with CNN it got the
second least EER in ASV, ITW, and D-C. This val-
idates our hypothesis that multilingual PTMs will
be more effective for ADD due to their pre-training
on extensive and varied multilingual datasets. As
a result, they acquire information on a wide range
of pitch, accents, and tones during the pre-training
phase. This acquisition of diverse knowledge en-
hances their ability to effectively recognize and
identify variations. Overall, CNN models showed
superior performance to FCN models due to their
ability to capture further important features.

We experimented with both WavLM (Base) and
WavLM (Large) as WavLM (Large) holds the top
position in SUPERB and also to see if the version
with more parameters comes with the benefit of
increased ADD performance. WavLM (Large) per-
forms better than WavLM (Base) in some instances
which might be due to its larger size. However,
Unispeech-SAT has superior performance com-
pared to WavLM (Large) while having the same
number of parameters as WavLM (Base) and the
best among the monolingual PTMs, Unispeech-
SAT achieved the lowest EER in most instances
with both FCN (9.97%, 2.36%, 2.14%, 0.54% in
ASV, ITW, D-C, D-E respectively) and CNN (2.2%,
1.89%, 0.42% in ITW, D-C, D-E respectively).
This can be attributed to speaker-aware pre-training
of Unispeech-SAT, which leads to capturing var-
ious speech attributes such as pitch, accent, etc,
more effectively and that helps in identifying deep-
fakes with more efficacy than its other monolingual
counterparts. We can also see that representations
of x-vector and XLSR_emo are performing bet-
ter in some instances than the monolingual PTMs
as they are trained on more specific non-semantic
tasks leading to capture speech attributes far better
than the monolingual PTMs for ADD. Wav2vec2
performed the worst among all the PTMs consid-
ered in our study showing its ineffectiveness in
capturing attributes important for segregrating fake
from real audio. Visualization of the representa-
tional space from the PTMs last hidden state are
shown in Appendix (See Figure 4, 5, 6, 7 for ASV,
ITW, D-C, and D-E respectively). We observe bet-
ter clustering across the classes (real/fake) for rep-

resentations from multilingual PTMs.

PTM Combinations ASV ITW D-C D-E

XLS-R + Whisper 0.95 0.27 1.08 0.05
XLS-R + MMS 0.56 0.29 1.62 0.06
XLS-R + Unispeech-SAT 0.45 0.11 1.03 0.13
XLS-R + WavLM (Base) 0.82 0.16 1.36 0.14
XLS-R + WavLM (Large) 0.72 0.14 1.16 0.12
XLS-R + Wav2Vec2 1.06 0.12 1.80 0.11
XLS-R + x-vector 0.41 0.07 1.63 0.46
XLS-R + XLSR_emo 1.35 0.21 1.60 0.12
Whisper + MMS 2.24 0.15 0.27 0.08
Whisper + Unispeech-SAT 2.16 1.03 0.46 0.28
Whisper + WavLM (Base) 1.90 0.97 2.95 0.15
Whisper + WavLM (Large) 1.95 0.91 2.10 0.13
Whisper + Wav2Vec2 2.19 1.08 0.98 0.65
Whisper + x-vector 3.30 0.22 0.91 0.32
Whisper + XLSR_emo 1.81 0.63 0.88 0.21
MMS + Unispeech-SAT 4.44 0.17 0.19 0.24
MMS + WavLM (Base) 0.99 3.50 0.21 0.25
MMS + WavLM (Large) 1.00 3.10 0.15 0.22
MMS + Wav2Vec2 0.50 0.22 0.39 0.33
MMS + x-vector 5.40 0.14 0.77 0.25
MMS + XLSR_emo 1.80 0.36 0.81 0.32
Unispeech-SAT + WavLM (Base) 10.18 2.79 2.31 0.48
Unispeech-SAT + WavLM (Large) 9.19 2.99 2.11 0.41
Unispeech-SAT + Wav2Vec2 9.74 2.55 2.88 0.59
Unispeech-SAT + x-vector 5.82 0.15 2.56 0.54
Unispeech-SAT + XLSR_emo 6.80 1.70 2.09 0.57
WavLM (Base) + Wav2Vec2 12.46 8.54 1.93 0.51
WavLM (Base) + x-vector 6.03 0.19 3.04 0.61
WavLM (Base) + XLSR_emo 7.91 2.31 2.64 0.21
WavLM (Large) + Wav2Vec2 11.36 7.14 1.44 0.54
WavLM (Large) + x-vector 5.01 0.19 2.21 0.60
WavLM (Large) + XLSR_emo 6.92 2.20 2.01 0.18
Wav2Vec2 + x-vector 7.31 0.26 3.51 0.47
Wav2Vec2 + XLSR_emo 7.50 1.91 2.87 0.32
x-vector + XLSR_emo 7.89 0.43 1.11 0.71

Table 3: EER (%) scores for different PTM representa-
tions combinations with MiO

Table 3 shows the EER scores with combined
representations of different PTMs. With the fu-
sion of XLS-R and x-vector representations, we
got the lowest EER score in ASV and ITW which
shows that combining speaker-specific informative
features leads to further gain in performance and
these representations are acting as complementary
to each other. In D-C, the fusion of MMS and
WavLM (Large), and in D-E, XLS-R and Whisper
pair, reported the lowest EER, which shows that
these multilingual PTM’s representations are show-
ing additive behavior, leading to further lowering
of EER. However, in some, instances the fusion of
certain PTM representations leads to degradation
of performance compared to its individual perfor-
mance, such as the combination of XLS-R and
XLSR_emo gave 1.35% and 0.21% EER in ASV,
ITW respectively which is lower than individual
EER of XLSR_emo, but higher than XLS-R (1.03%
in ASV). This can be depicted as contradictory
behavior shown by the representations. As addi-
tional experiments, we carried out a cross-corpus
evaluation (see Tables 5 and 6 in Appendix). We
found that models trained on multilingual PTM
representations, generalize better in cross-corpus
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evaluation.

Dataset Model EER (%)

ASV CQT-DCT-LCNN (Lavrentyeva et al., 2019) 1.84
MiO(XLS-R + x-vector) 0.41

ITW STATNet (Ranjan et al., 2022) 0.20
MiO(XLS-R + x-vector) 0.07

D-E Res-TSSDNet (Ba et al., 2023) 0.02
MiO(XLS-R + Whisper) 0.04

Table 4: Comparison with SOTA on ASV, ITW, and
D-E in terms of EER(%); MiO(XLS-R + x-vector),
MiO(XLS-R + Whisper) represents the proposed
methodology MiO with combination of XLS-R, x-
vector and XLS-R, Whisper representations

5.3 Comparison with State-of-the-art

We compare the proposed approach, MiO with
previous SOTA works on respective datasets. Table
4, presents the comparison with SOTA studies on
ASV, ITW, and D-E respectively. D-C was used
as a testing set for evaluating the transferability
of ADD systems from English to Chinese by Ba
et al. 2023, so previous works trained on D-C and
evaluated on D-C are not present. In ASV and ITW,
we report the lowest EER compared to existing
SOTA works, and for D-E, we report competitive
performance in comparison to existing SOTA work.

6 Conclusion

In this work, we validated our hypothesis that mul-
tilingual PTMs pre-trained on large diverse mul-
tilingual data will be more effective for ADD as
they learn diverse pitches, accents, and tones dur-
ing their pretraining phase and are more robust to
variations. We carried out a comprehensive em-
pirical analysis by extracting representations from
eight PTMs and our findings show that representa-
tions from multilingual showed the lowest EER on
three benchmark datasets ASV, ITW, and DECRO.
Also, we found that fusion of representations from
PTMs lead to a further drop in EER and for this,
we proposed, MiO. We report SOTA performance
in ASV, ITW and competitive performance in DE-
CRO in comparison to previous SOTA works with
MiO.

7 Limitations

We have considered only eight PTMs and this may
limit our findings, so in the future, we will consider
more relevant PTMs. Also, results varies with dif-
ferent downstream networks as shown by (Zaiem

et al., 2023) and we only experimented with two
downstream networks. So, we will extend this by
evaluating more downstream networks. Also, we
will also look into why certain PTMs representa-
tions combinations works better than others.

8 Ethics Statement

Deepfakes’ have a significant impact on the privacy
and integrity of individuals. It is important to ad-
dress the ethical implications of research conducted
on Deepfakes. This work ensures that privacy and
integrity of specific individuals or organizations
are not revealed and is not affected. The data used
for research in this work is collected from publicly
available datasets and are anonymized. The experi-
mental results and interpretations also do not have
any ethical implications.
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9 Appendix

9.1 Dataset

Additional information regarding the benchmark
datasets considered in our study is given as follows:
ASVSpoof 20192 : Voice Cloning Toolkit (VCTK),
a multispeaker English corpus is used as a base
database. It contains audio clips from 107 (46 male,
61 female) speakers. Various spoofing algorithms
were employed to create counterfeit versions of the
authentic clips. These algorithms include SOTA
text-to-speech synthesis techniques as well as dif-
ferent voice conversion methods. The availability
of large-scale labeled audio recordings makes ASV
a valuable resource for training and testing ML
models to identify fake audio. We use the Logical
Access (LA) database from ASV. We train, vali-
date, and evaluate the models on the official split
given by Wang et al. 2020.

In-the-Wild Dataset3: This dataset comprises
37.9 hours of audio content and features English-
speaking celebrities and politicians. It encom-
passes fake audio encountered in various real-life
scenarios, presenting a challenge in distinguishing
it from genuine recordings. The clips associated
with the fake audio associated with a particular
celebrity/politician are collected from openly avail-
able social media sites and video-sharing platforms.
This dataset acts as an important resource for eval-
uating ADD systems on real-world data. For ITW,
there is no official split given so we split the dataset
as 70% as training, 10% as validation, and 20% as
test set.

DECRO4: ADD models trained on one language
fail when evaluated in zero-shot format in some
other language. So as to make up for this, Ba et al.
2023 proposed the DECRO dataset for the evalu-
ation of ADD systems in a cross-lingual manner.
It comprises fake and real audio clips in English
(DECRO-E) and Chinese (DECRO-C). We use the
official split given by Ba et al. 2023 for training,
validation, and evaluation.

The distribution of the audio clips with real and
fake labels for each database is shown in Figure 3.

2https://www.asvspoof.org/index2019.html
3https://deepfake-demo.aisec.fraunhofer.de/in_

the_wild
4https://zenodo.org/records/7603208
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Figure 3: Class-wise data distribution across the
datasets; D-C and D-E represents DECRO Chinese and
English Set

9.2 Detailed Information of the Pre-Trained
Models

Here, we describe various PTMs considered for our
work. They are as follows:
XLS-R: It is multilingual representation learning
model based on Wav2vec2 architecture. Training
is carried out in a self-supervised manner and the
objective involves solving a contrastive task over
masked feature encoder outputs. It is trained on
436k hours of speech data comprising corpora Vox-
Populi, Multilingual Librispeech, CommonVoice,
VoxLingua107, and BABEL. XLS-R improves over
XLS-R-53 pre-trained on 53 languages for various
downstream speech processing tasks. We use the
base5 version comprising of 1 billion parameters
for our work.
Whisper: Pre-training is carried out on 680k hours
of data, incorporating a multitask format in a
weakly-supervised way. It is an encoder-decoder-
based modeling architecture. It is trained with
the primary purpose of predicting transcriptions
of audio content available on the internet. Whisper
shows improved performance on speech recogni-
tion over XLS-R. We exploit the base6 version with
74 million parameters for our use case.
Massively Multilingual Speech (MMS): It is pre-
trained on over 500k hours of speech data. It is
built upon the Wav2vec2 model architecture that
consists of a convolutional encoder followed by a
BERT-like transformer block. MMS also follows
contrastive pre-training as Wav2vec2. Pre-training
data consists of various datasets such as MMS-
lab, FLEURS, BABEL, etc. We use the 1 billion

5https://huggingface.co/facebook/
wav2vec2-xls-r-1b

6https://huggingface.co/openai/whisper-base

parameters version7 openly available.
Unispeech-SAT: It utilizes a contrastive loss model
in conjunction with multitask learning. During its
pre-training, UniSpeech-SAT follows a speaker-
aware format. It is pre-trained on 960 hours of
Librispeech English speech data. We make use
of the base8 version consisting of 94.68 million
parameters.
WavLM: In its pre-training phase, WavLM simul-
taneously learns to predict masked speech and per-
form denoising. This dual process equips WavLM
to effectively handle complex aspects of speech
data, including speaker identity and spoken con-
tent, among others. WavLM (base)9 and WavLM
(Large)10 versions are used for our experiments
with 94.70 million and 316.62 million parameters
respectively. WavLM (Base) and WavLM (Large)
were pre-trained on 960 hours of Librispeech En-
glish data and Mix 94k data respectively.
Wav2vec2: During training, Wav2vec2 masks the
speech input in the latent space and completes a
contrastive task defined over a quantization of the
jointly learned latent representations. It was pre-
trained on 960 hours of Librispeech English data.
We choose the base11 version with 95.04 million
parameters and containing 12 transformer encoder
blocks.
x-vector12: We took x-vector from Speechbrain
(Ravanelli et al., 2021) library. x-vector is a time-
delay neural network trained in a supervised fash-
ion for speaker recognition and achieves higher per-
formance in comparison with the previous SOTA
speaker recognition system, i-vector. It is trained
on the combination of training data of Voxceleb1
and VoxCeleb2 with approx 4.2 million parameters.
XLSR_emo13: It is an XLS-R-53 (Conneau et al.,
2021) model fine-tuned on training sets of various
English and Chinese speech-emotion recognition
databases such as CREMA-D, CSED, ElderReact,
ESD, IEMOCAP, and TESS.

The input audio is sampled to 16KHz before
passing as input to the PTMs. We extract the

7https://huggingface.co/facebook/mms-1b
8https://huggingface.co/microsoft/

unispeech-sat-base
9https://huggingface.co/microsoft/wavlm-base

10https://huggingface.co/microsoft/wavlm-large
11https://huggingface.co/facebook/

wav2vec2-base
12https://huggingface.co/speechbrain/

spkrec-xvect-voxceleb
13https://huggingface.co/CAiRE/

SER-wav2vec2-large-xlsr-53-eng-zho-all-age
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last hidden states from XLS-R, MMS, Unispeech-
SAT, WavLM (Base), WavLM (Large), Wav2vec2,
XLSR_emo and convert the hidden states to vec-
tors of dimensions 1280, 1280, 768, 768, 1024, 768,
and 1024, respectively through the application of
mean pooling. We discard the decoder for Whisper
and extract the hidden representations from the en-
coder and through average pooling, we convert the
representations to a vector of 512-dimension. Sim-
ilarly, for the x-vector, we extract representations
as vector size of 512-dimension.

9.3 Cross-Corpus Evaluation
We also investigate the cross-corpus generalization
capability of the models trained on multilingual
PTM representations as it has been shown in the
literature of ADD (Ba et al., 2023; Müller et al.,
2022) that models trained in one dataset or a cer-
tain language fail to perform in others. We use the
same modeling approach as Figure 1b. As the rep-
resentations from different PTMs are of different
dimensions, we use Principal Component Analysis
(PCA) to transform the representations to the same
dimension. We set the final dimension size after
PCA to 120 and 240. We train the models on one
training set of one dataset and evaluate on the test
set of the others. We keep the training details like
number of epochs, batch size, etc same as in Sec-
tion 4. We compare the multilingual PTMs with
a monolingual PTM (Wav2vec2) and also speaker
recognition PTM (x-vector) which reported com-
petitive results (Table 2) for better understanding
of their generalization abilities.

The results of our experiments are presented in
Table 5 and 6. Models trained with multilingual
PTM representations performed the best and this
shows their cross-corpus generalization abilities.
However, the multilingual PTMs shows fluctuating
performance among them, in some instances, repre-
sentations from MMS performed the best, such as
in Table 5 when trained on ASV and D-C Training
set, whereas we achieve competitive results with
XLS-R when trained on ITW and D-E and tested
on the others. We notice significant differences in
the results obtained across 120 and 240-dimension
sizes. This points out that the dimension size of
the representations also plays a minor role in the
performance achieved in the downstream task. We
also present cross-corpus evaluation scores for se-
lected representations pairs with MiO in Table 7
and 8.
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(a) XLS-R (b) Whisper (c) MMS (d) Unispeech-SAT (e) x-vector

Figure 4: t-SNE plots of different PTM representations on ASV

(a) XLS-R (b) Whisper (c) MMS (d) Unispeech-SAT (e) x-vector

Figure 5: t-SNE plots of different PTM representations on ITW

(a) XLS-R (b) Whisper (c) MMS (d) Unispeech-SAT (e) x-vector

Figure 6: t-SNE plots of different PTM representations on D-C

(a) XLS-R (b) Whisper (c) MMS (d) Unispeech-SAT (e) x-vector

Figure 7: t-SNE plots of different PTM representations on D-E
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PTM ASV Training D-C Training ITW Training D-E Training
D-C D-E ITW ASV ITW D-E ASV D-C D-E ASV D-C ITW

XLS-R 22.78 12.21 28.11 10.23 19.78 15.32 10.45 18.88 21.03 11.06 39.58 14.94
Whisper 30.51 11.09 29.21 17.19 35.55 15.34 16.91 39.62 30.30 15.78 30.67 17.18

MMS 19.62 9.61 18.83 4.11 19.51 8.71 27.50 50.63 20.19 14.78 32.75 21.59
Wav2Vec2 48.23 19.48 43.01 19.82 40.07 18.74 45.37 49.15 49.99 28.80 46.21 35.03

WavLM (Large) 31.10 13.19 32.12 31.23 36.69 15.99 28.13 43.91 35.93 16.61 40.60 24.61
x-vector 32.98 13.62 37.43 39.53 38.66 17.69 25.43 47.90 37.95 18.62 39.65 28.62

Table 5: Cross-Corpus Evaluation with representations of different PTMs kept at 120-dimension; Scores are in
EER(%); ASV Training, D-C Training, ITW Training, D-E Training represents training dataset and evaluated on the
other datasets; For ITW, we select a test set for one splitting seed

PTM ASV Training D-C Training ITW Training D-E Training
D-C D-E ITW ASV ITW D-E ASV D-C D-E ASV D-C ITW

XLS-R 21.33 12.78 29.28 12.14 23.22 21.88 8.21 17.69 29.88 21.99 11.93 14.65
Whisper 25.22 21.00 34.88 13.66 29.22 16.94 17.82 33.60 17.87 24.88 11.87 21.86

MMS 34.61 26.14 19.28 19.88 31.40 32.97 20.74 42.11 10.85 23.16 18.42 21.43
Wav2Vec2 57.66 43.98 46.66 44.63 47.22 41.90 27.34 53.33 44.97 35.76 43.98 46.95

WavLM (Large) 35.19 30.31 42.20 34.99 33.21 34.28 21.11 41.39 30.83 29.51 33.47 35.11
x-vector 35.79 32.34 45.04 37.09 39.22 39.02 21.12 43.22 31.00 32.55 32.77 32.98

Table 6: Cross-Corpus Evaluation with representations of different PTMs kept at 240-dimension; Scores are in
EER(%); ASV Training, D-C Training, ITW Training, D-E Training represents training dataset and evaluated on the
other datasets; For ITW, we select a test set for one splitting seed

Model ASV Training D-C Training ITW Training D-E Training
D-C D-E ITW ASV ITW D-E ASV D-C D-E ASV D-C ITW

XLS-R + x-vector 21.11 12.04 24.80 16.53 23.34 16.14 58.78 49.84 69.14 21.34 35.72 48.15
Whisper + Unispeech-SAT 44.59 7.80 38.86 26.89 47.02 15.74 55.02 29.94 47.72 12.89 44.26 27.50

Table 7: Cross-Corpus Evaluation with combined representations kept at 120-dimension; Scores are in EER(%);
ASV Training, D-C Training, ITW Training, D-E Training represents training dataset and evaluated on the other
datasets; For ITW, we select a test set for one splitting seed

Model ASV Training D-C Training ITW Training D-E Training
D-C D-E ITW ASV ITW D-E ASV D-C D-E ASV D-C ITW

XLS-R + x-vector 17.21 15.14 24.53 14.84 17.97 13.53 55.85 50.91 57.04 37.68 14.23 26.91
Whisper + Unispeech-SAT 31.21 15.70 41.56 24.61 46.94 18.52 54.80 39.57 46.75 42.57 18.34 31.09

Table 8: Cross-Corpus Evaluation with combined representations kept at 240-dimension; Scores are in EER(%);
ASV Training, D-C Training, ITW Training, D-E Training represents training dataset and evaluated on the other
datasets; For ITW, we select a test set for one splitting seed
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