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Abstract
Large Language Models (LLMs) have achieved
exceptional capabilities in open generation
across various domains, yet they encounter dif-
ficulties with tasks that require intensive knowl-
edge. To address these challenges, methods for
integrating knowledge have been developed,
which augment LLMs with domain-specific
knowledge graphs through external modules.
These approaches, however, face data ineffi-
ciency issues as they necessitate the process-
ing of both known and unknown knowledge
for fine-tuning. Thus, our research focuses
on a novel problem: efficiently integrating un-
known knowledge into LLMs without unnec-
essary overlap of known knowledge. A risk
of introducing new knowledge is the potential
forgetting of existing knowledge. To mitigate
this risk, we propose the innovative InfuserKI
framework. This framework employs trans-
former internal states to determine when to
enrich LLM outputs with additional informa-
tion, effectively preventing knowledge forget-
ting. Performance evaluations using the UMLS-
2.5k and MetaQA domain knowledge graphs
reveal that InfuserKI not only successfully in-
tegrates new knowledge but also outperforms
state-of-the-art baselines, reducing knowledge
forgetting by 9% and 6%, respectively.

1 Introdution

Large Language Models (LLMs) have significantly
advanced the capabilities of various language tasks,
including Question Answering (QA), dialogue, and
information retrieval, showcasing impressive per-
formance across different fields (Touvron et al.,
2023a,b). However, in knowledge-intensive tasks
like open-domain QA, LLMs can produce texts
that are misleading or inaccurate due to a lack of
domain knowledge and the phenomenon of catas-
trophic forgetting post-fine-tuning (Kwiatkowski
et al., 2019; Zhai et al., 2024; Li et al., 2022). The
step of updating and customizing LLMs with do-
main knowledge integration is thus highly valued

for enhancing their application. This could involve
companies customizing models with specialized
product knowledge, or hospitals adapting models
to reflect specific case data.

Knowledge Graphs (KGs) are ideal sources for
bolstering domain-specific knowledge, thanks to
their structured and measurable knowledge units.
Various strategies have been devised to utilize this
knowledge effectively. Typically, these strategies
encompass instruction tuning of LLMs using ex-
planations of knowledge entities (Wu et al., 2023),
developing triplet-based pre-training tasks (Zhang
et al., 2022; Qin et al., 2021; Wang et al., 2021),
using KGs as external sources in retrieval tasks
(Sridhar and Yang, 2022; Yu et al., 2022), and ap-
plying parameter-efficient fine-tuning (PEFT) tech-
niques such as LoRA (Hu et al., 2021) and adapters
(Houlsby et al., 2019), or model editing (ME) meth-
ods like T-Patcher (Huang et al., 2023) to imple-
ment knowledge in a triplet-to-text format (Meng
et al., 2021; Emelin et al., 2022; Dong et al., 2022).
However, pre-training or fine-tuning LLMs with
the entire KGs is not only time-consuming but also
leads to data inefficiencies, especially when models
relearn knowledge they already have. To address
this issue, we focus on integrating new, previously
unknown knowledge only. This precise focus, how-
ever, introduces the risk of catastrophic forgetting,
where the addition of new knowledge may affect
existing knowledge. Fig. 1 illustrates a compar-
ison between a standard LLM and its fine-tuned
variant by visualizing the internal states of the 10th
transformer layer from the training data using the
TSNE tool, where each UMLS knowledge unit
sample is processed to obtain these states and then
mapped to two dimensions for display. Fig. 1 (a)
and (b) demonstrate how direct fine-tuning can lead
to the loss of previously known data, while Fig. 1
(c) illustrates the ideal integration of new knowl-
edge without compromising existing information.
Thus, we pose a novel research question: How
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Figure 1: An illustrative comparison among (a) Vanilla
LLM, (b) Fine-Tuned LLM, and (c) our Knowledge-
Infused LLM.

can we efficiently integrate new knowledge from
domain-specific KGs into LLMs while preventing
catastrophic forgetting?

In this work, we introduce the Infuser-guided
Knowledge Integration (InfuserKI) framework,
meticulously designed to integrate domain-specific
knowledge from KGs into LLMs. Drawing inspi-
ration from Azaria and Mitchell (2023), which re-
veals that an LLM’s internal states can reflect the
truthfulness of its generated texts, our framework
incorporates an infusing mechanism that verifies
the presence of current knowledge in LLMs. This
mechanism facilitates the adaptive selection of ad-
ditional information for both known and unknown
knowledge, effectively minimizing the impact on
existing knowledge and preventing knowledge for-
getting. Additionally, InfuserKI employs knowl-
edge adapters to embed new knowledge while main-
taining the integrity of the original model param-
eters. The process within the InfuserKI frame-
work initiates by identifying knowledge that LLMs
do not yet know. Following methodologies from
Zhao et al. (2023) and Seyler et al. (2017), we
craft a knowledge statement and multiple-choice
questions for a knowledge triplet <h, r, t> using
established relational templates, as illustrated in
Fig. 3. Furthermore, to broaden the generality of
the integrated knowledge, InfuserKI implements a
relation classification task. This task is designed
to refine the linguistic representations developed
by the adapters, enabling the prediction of relation-
ships within knowledge statements based on the
adapter outputs for head and tail entities. This ap-
proach not only ensures a solid integration of new
knowledge but also bolsters the framework’s ability
to generalize this knowledge to unseen scenarios.

Our main contributions are:
• We explore a novel problem: effectively integrat-

ing unknown knowledge from KGs into LLMs
without impacting existing knowledge.

• We introduce a new knowledge integration frame-
work, InfuserKI, which facilitates the adaptive se-

lection of known and unknown knowledge for in-
tegration into LLMs, effectively reducing knowl-
edge forgetting.

• Comprehensive evaluations on the UMLS and
MetaQA datasets demonstrate that InfuserKI
achieves effective knowledge integration with
less forgetting, maintains performance on large-
scale data, and offers enhanced generality across
unseen templates and downstream tasks.

2 Related Work

Knowledge Integration LLMs often produce
seemingly accurate but incorrect answers due to
missing knowledge. Addressing this, knowledge
integration (KI) into LLMs has become popu-
lar. KGs, which capture wide or domain-specific
knowledge, serve as an ideal option due to their
structured and quantifiable knowledge units. KI
from KGs usually occurs during pre-training or
fine-tuning. For example, ERNIE (Sun et al., 2019)
injects KG’s embeddings, such as TransE (Fan
et al., 2014), into models using an entity-token
alignment masking loss. However, retraining is
time-consuming. In fine-tuning, methods including
JointLK (Sun et al., 2022) and GreaseLM (Zhang
et al., 2021) apply graph neural networks to
model knowledge subgraphs, relying on KGs un-
til inference. Fully fine-tuning models such as
PMC-LLaMa (Wu et al., 2023) is computation-
ally costly; therefore PEFT methods, for instance,
LoRA (Hu et al., 2021) and Adapters (Houlsby
et al., 2019), are more feasible. Based on these
works, MoP (Meng et al., 2021), K-Adapter (Wang
et al., 2021), and KB-adapters (Emelin et al., 2022)
inject knowledge directly into model parameters
but risk catastrophic forgetting of unrelated knowl-
edge (Meng et al., 2022b). Thus, we focus on
adapter-based integration that minimizes the im-
pact on unrelated knowledge.

Model Editing Model Editing (ME) for LLMs
falls into two categories: gradient-based and
extension-based. Gradient-based methods, as de-
scribed by Dai et al. (2022), modify specific
weights related to knowledge edits. ROME (Meng
et al., 2022a) and MEMIT (Meng et al., 2022b)
take this further by updating entire Feedforward
Network (FFN) layers to enhance model editing.
These methods, however, are limited in the num-
ber of edits or may require considerable time for
execution. On the other hand, extension-based
methods add new parameters to correct inaccurate
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information. CALINET (Dong et al., 2022) and
T-Patcher (Huang et al., 2023) incorporate memory
slots or trainable "patches" into final FFN outputs.
GRACE (Hartvigsen et al., 2023) employs a key-
value adapter with a deferral mechanism for the se-
lective use of knowledge based on input. However,
the adapter-based modules positioned in top trans-
former layers are designed to calibrate false facts.
Instead, our method aims to infuse new knowledge
by placing adapters throughout transformer layers.

Catastrophic Forgetting Catastrophic forgetting
occurs when learning new information causes a
drastic loss of previously learned knowledge (Rat-
cliff, 1990). This phenomenon is particularly ev-
ident in sequential inter-task learning, where ac-
quiring new task knowledge can lead to forget-
ting older task knowledge (McCloskey and Cohen,
1989). To address this, various strategies have been
developed. Xuhong et al. (2018) applied constraint
to minimize parameter changes during new task
learning. Elastic Weight Consolidation (EWC) in-
corporates the Hessian matrix into parameter reg-
ularization to reduce forgetting (Kirkpatrick et al.,
2017). Replay-based methods, including sampling
strategies that retain original training samples in
a memory buffer (Lopez-Paz and Ranzato, 2017).
Knowledge Distillation aligns the predictions of a
fine-tuned model with the pre-fine-tuning model
(Buzzega et al., 2020). Parameter-Efficient Fine-
Tuning can also mitigate forgetting, represented by
LoRA (Hu et al., 2021), which uses low-rank ma-
trices for weight modifications while maintaining
pre-trained parameters frozen, and achieves results
akin to full fine-tuning. However, these studies
emphasize sequential inter-task transfer learning.
Our focus shifts to intra-task knowledge forgetting,
where integrating new knowledge leads to the po-
tential loss of previously existing knowledge.

3 Proposed Framework - InfuserKI

The objective of our method is to leverage do-
main knowledge from KGs to enhance LLMs for
knowledge-intensive tasks. Specifically, given an
LLM pθ ∈ P and a set of knowledge triplets T ∈ T,
our goal is to fine-tune the LLM pθ into p′θ, in-
corporating previously unknown knowledge Tunk
without affecting existing knowledge Tknown. For
efficiency, we only inject knowledge that is un-
known to the LLM as:

FKI : P× T → P p′θ = fKI(pθ, Tunk)

3

4

2

1

Figure 2: Knowledge Areas in LLMs: Original
(N1+N2), Post-Fine-Tuning (N1+N3), Forgotten (N2),
and Failed Integration (N4).

The core design of our InfuserKI framework com-
prises two steps: knowledge detection and knowl-
edge integration, as illustrated in Fig. 3. To be
specific, we first detect previously unknown knowl-
edge by feeding questions derived from knowledge
triplets to the LLMs. Upon identifying a set of
unknown knowledge, we employ the knowledge
adapter, which is parallel to the original transformer
layer and trained to store new knowledge. The
core of our framework, the knowledge Infuser, is
designed to strategically determine whether new
knowledge from the knowledge adapter should be
engaged. Throughout this process, we only fine-
tune the knowledge adapter and the Infuser while
keeping the original transformer parameters fixed.

3.1 Knowledge Detection

Given the inefficiency of fine-tuning LLMs on en-
tire graphs, we aim to identify and integrate only
the LLMs’ unknown knowledge. To overcome
the difficulty of evaluating open-ended questions,
we convert triplets into multiple-choice questions
(Manakul et al., 2023), allowing for a precise as-
sessment of LLMs’ initial unknown knowledge
(N3+N4 in Fig. 2). This strategy enables efficient
knowledge integration, using multiple-choice train-
ing data to enhance domain-specific performance.

Multiple-choice Question Generation Given a
knowledge triplet, it is transformed into multiple-
choice questions and a knowledge statement using
relation templates generated by GPT-4. For in-
stance, the triplet <Sutura cranii, has finding site,
Acrocephalosyndactyly type 5> is rephrased into
the question with golden answer as "What diag-
nosis is associated with the finding site of Sutura
cranii? Answer: Acrocephalosyndactyly type 5,"
along with a knowledge statement as "The find-
ing site for Sutura cranii is associated with Acro-
cephalosyndactyly type 5." The prompt for gener-
ating templates and knowledge evaluation method
are detailed in Appendix A.1.
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Figure 3: Infuser-Guided Knowledge Integration Framework.

Unknown Knowledge Detection With multiple-
choice questions, we input them into LLMs. The
testing prompts are in Table 8 in Appendix. We use
regular expressions to extract the chosen options
from the output of LLMs, treating the response
as incorrect if no options can be extracted. This
helps us detect the LLMs’ known and unknown
knowledge. As shown in Fig. 2, the regions labeled
N1 and N2 represent the set of known knowledge,
denoted as Tknown, while the regions labeled N3

and N4 represent the set of unknown knowledge, as
Tunk. We then develop a new method to integrate
these unknown knowledge into the LLMs without
affecting existing knowledge.

3.2 Infuser-Guided Knowledge Integration

Next, we detail our Infuser-guided Knowledge In-
tegration method that effectively and efficiently
injects unknown knowledge of LLMs.

Knowledge Adapter To improve parameter ef-
ficiency, we use parallel adapters as extra mod-
ules to learn new knowledge, keeping the origi-
nal LLM parameters unchanged, as shown in Fig.
4. Existing works (Dai et al., 2022; Geva et al.,
2021) show that Feed-Forward Network (FFN) lay-
ers in transformer-based language models store
knowledge effectively. Thus, we add adapters par-
allel to the last M FFN layers for the entire L
layers. For the l-th selected adapter layer where
l ∈ [L − M + 1, L], we combine the FFN input

Hl
P ∈ Rn×d with the output Hl−1

A from the previ-
ous adapter layer as:

H̃l
A = Hl−1

A +Hl
P (1)

where n is the length of the LLM input sequence,
and d is the hidden dimension. The initial HL−M

A

is set to a vector of all zeros. Following He et al.
(2022), the adapter layer utilizes a down-projection
with Wdown ∈ Rd×d′ to transform the combined
input H̃l

A into a lower-dimensional space specified
by the bottleneck dimension d′ so as to facilitate
the learning of new patterns with minimal extra
space. This is followed by a nonlinear activation
function σ, and subsequently, an up-projection is
applied with Wup ∈ Rd′×d as:

Hl
A = σ(H̃l

AWdown)Wup (2)

Typically, the adapter output directly merges with
the original output from the FFN as follows:

Hl
O = Hl

A + FFN(Hl
P ) (3)

Hl
O is then fed into either the next transformer at-

tention layer or the final linear and softmax layer.
However, this approach can overload the LLM with
unnecessary information about knowledge it al-
ready knows, causing the forgetting issue.

Knowledge Infuser To ensure that these extra
modules do not confuse the LLM about its existing
knowledge, we propose an Infuser model to more

3678



Multi-Head 
Attention

Add & Norm

Add & Norm

Feed Forward

LLM 𝑝𝑝𝜃𝜃

Down

UP

𝑯𝑯𝑷𝑷
𝒍𝒍

𝑯𝑯𝑨𝑨
𝒍𝒍−𝟏𝟏

𝑯𝑯𝑨𝑨
𝒍𝒍

�𝐻𝐻𝐴𝐴𝑙𝑙

𝑯𝑯𝑷𝑷
𝒍𝒍

Infuser

𝒓𝒓𝒍𝒍

𝑯𝑯𝑶𝑶
𝒍𝒍

… …

Seq
len

Adapter

Figure 4: Infuser-Guided Knowledge Adapters.

effectively infuse the knowledge from the knowl-
edge adapter to the LLM. Intuitively, for a given
question, the Infuser assesses if the LLM knows
the knowledge at hand. If not, the Infuser can fuse
more knowledge from Hl

A to LLM to provide ex-
tra information. If the LLM already knows, Hl

A

should have less impact. Recent work (Azaria and
Mitchell, 2023) indicates that checking the LLM’s
internal states can determine if it knows the cur-
rent question, which paves us a way to design the
Infuser. Specifically, we derive an infusing score
from the input of an FFN sublayer as follows:

rl = fIn(Mean(Hl
P )) (4)

where fIn denotes the Infuser module implemented
as a multilayer perceptron (MLP) with a sigmoid
activation function and the Mean function aver-
ages the vector along the sequence length. This
allows infusing score rl to be mapped to the range
[0, 1], indicating how well the LLMs know about
the knowledge based on their intermediate states in
the l-th FFN layer (Hl

P ). As a result, the infusing
mechanism helps LLMs learn new knowledge with-
out forgetting what they already know. However,
it is difficult for the Infuser to recognize existing
knowledge if it only encounters new knowledge
during fine-tuning. To fix this, we also include a
modest quantity of samples representing knowl-
edge the LLMs already have. Before fine-tuning,
we first pre-train the Infuser on a binary infusing
task with a balanced mix of known and unknown
samples. The Infuser loss is a binary cross-entropy
loss function as:

LIn = Ex,yIn

[
BCE(fIn(Hl

P ), yIn)
]

(5)

where x is the sample and the infusing label yIn is
1 for new knowledge and 0 for previously acquired
knowledge. Finally, we obtain an additive filtered

adapter vector, which is integrated with the original
FFN output:

Hl
O = rlHl

A + FFN(Hl
P ), (6)

which can selectively incorporate knowledge from
the adapter into the fixed base model.

Objective Function of InfuserKI We employ
unknown knowledge identified during the knowl-
edge detection phase to fine-tune both the knowl-
edge adapter and the Infuser. The InfuserKI frame-
work is divided into three phases: Infuser tuning,
QA (Question Answering) training, and RC (Re-
lation Classification) training, as illustrated by the
following objective function:

L =





LIn, Infuser Tuning
LQA, QA Training
LNTL + λRCLRC , RC Training.

(7)

In terms of QA training, we use question-based
instructions with standard answers as golden re-
sponses. The QA loss is akin to the conventional
training loss used in transformer-based language
models, tailored to adapt instructions within a spe-
cific domain:

LQA = Ex,y


 1

|y|

|y|∑

i=1

CE(pθ(·|x, y1,...,i−1), yi)


 (8)

where CE(·, ·) denotes the cross-entropy loss func-
tion, y = y1, . . . , is the golden output, and
pθ(·|x, y1,...,·,i−1) is the prediction of an LLM.
Note that we also incorporate a small set of yes/no
QA samples to enhance the model generality to
various question types.

To boost generality of InfuserKI, we adopt a
relation classification task, following Zhao et al.
(2023), to enhance our knowledge adapters’ under-
standing of relational facts. For a given knowledge
statement k and its triplet <h, r, t>, we perform
mean pooling on the adapter output HL

A for the en-
tity mentions, obtaining representations vh and vt.
Following Qin et al. (2021), we form a relational
representation vr = [vh, vt], treating r as a posi-
tive sample and other relations as negatives. The
relation classification (RC) loss, employing the In-
foNCE loss (Oord et al., 2018), aims to distinguish
positive relations from negatives, as shown below:

LRC = Ek

[
− log

exp(fR
1 (vr) · fR

2 (r)/τ)∑
r′∈E exp(fR

1 (vr) · fR
2 (r′)/τ)

]
(9)
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where τ acts as a temperature hyperparameter. The
functions fR

1 and fR
2 align entity and relation em-

beddings into a unified dimensional space, respec-
tively, with E denoting the complete set of relations.
Besides that, we also adopt the conventional train-
ing loss (i.e. next token loss) used in transformer
models:

LNTL = Ek


 1

|k|

|k|∑

i=1

CE(Pθ(ki|k1,...,i−1))


 (10)

The training algorithm is detailed in Appendix
A.2. To be specific, given an LLM pθ and a
KG with knowledge triplets <h, r, t>, we gener-
ate question-based instructions q, standard answers
y, and knowledge statements k. The training is
divided into three stages. Initially, we tune the
Infuser using a small set of balanced samples of
known and unknown, as per Eq. 5. In the second
stage, we fine-tune the model using a QA loss to
integrate unknown knowledge, following Eq. 8. In
the final stage, we use knowledge statements and
triplets to enhance the model generality, according
to Eq. 9 and 10.

4 Experiments

In this section, we evaluate the proposed frame-
work by conducting experiments on two knowl-
edge graphs across different data scales, comparing
against PEFT and ME baselines.

4.1 Experimental Setup

We evaluate our InfuserKI framework with com-
petitive baselines on two domain KGs and their
corresponding downstream tasks in terms of relia-
bility, locality, and generality.

Datasets We conduct experiments on a medical
KG UMLS (Bodenreider, 2004) with PubMedQA
(Jin et al., 2019) and a movie KG MetaQA (Zhang
et al., 2018) with MetaQA-1HopQA as the down-
stream task respectively. The detailed description
is in Appendix A.3.

Metrics Following Huang et al. (2023) (see Ap-
pendix A.4), as shown in Fig. 2 with areas for
various knowledge dynamics, we use the following
metrics: (1) Newly-learned Rate (NR) for reliabil-
ity, calculated by NR = Ex∈N3+N4 [pknown(x)]
with pknown(x) = 1 for correct answers and 0 for
incorrect ones; (2) Remembering Rate (RR) for
locality, defined as RR = Ex∈N1+N2 [pknown(x)];

(3) F1_T1 and F1_T2 for seen templates to as-
sess reliability and locality and F1_T3 to F1_T5
for unseen templates, with their average, denoted
as F1_Unseen, serving to assess generality; and
(4) Downstream-Task F1 for the effectiveness of
knowledge integration on downstream tasks.

Baselines We compare InfuserKI against both
PEFT methods and ME techniques. The PEFT
baselines include: (i) Prefix Tuning (Li and
Liang, 2021) employs learnable prompts in in-
put or intermediate layers; (ii) LoRA (Hu et al.,
2021) uses trainable low-rank matrices for self-
attention weights while freezing other parameters;
(iii) QLoRA (Dettmers et al., 2023) quantizes pre-
trained models to 4 bits based on LoRA. All PEFT
methods are tested with the same mix of unknown
and known samples to ensure fairness. The adopted
Knowledge Model Editing Methods are: (i) CA-
LINET (Dong et al., 2022) corrects false knowl-
edge by fine-tuning an adapter in a specific FFN
layer while keeping original model parameters in-
tact; (ii) T-Patcher (Huang et al., 2023) adds a few
trainable neurons to the last FFN layer for error
correction.

Experimental Details We use LLaMa-2-
7B (Touvron et al., 2023a) as our base LLM.
Following MoP (Meng et al., 2021), we sample
parts of the KG (2, 500 and 25, 000 triplets
for UMLS, and 2, 900 for MetaQA) in our
experiments. During fine-tuning, we set the di-
mensionality d′ to 10, and positioned the adapters
in the last 30 layers out of 32. The RC loss
temperature is set at τ = 0.7. . Our approach adds
approximately 2.5M extra parameters. Using the
AdamW optimizer (Loshchilov and Hutter, 2018)
with a batch size of 8 and a learning rate of 1×e−4,
training takes about 30 minutes per epoch for
UMLS 2.5k and MetaQA, and 4 hours for UMLS
25k on 4×A100 GPU servers. We adjust loss
weights with λRC = 10. The PEFT baselines are
implemented following LLaMa-Adapter (Zhang
et al., 2023) and PEFT (Mangrulkar et al., 2022).

4.2 Results and Analysis
Table 1 and 2 show a comparison of our In-
fuserKI against existing PEFT and ME methods
on the UMLS and MetaQA with 2, 500 and 2, 900
triplets respectively. We can observe: (1) The
performance of Vanilla LLaMa-2-7B underscores
a lack of domain-specific knowledge, highlight-
ing its knowledge limitations in specialized do-
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Reliability Locality Generality
Methods NR RR F1_T1 F1_T2 F1_T3 F1_T4 F1_T5 F1_Unseen PubMedQA
LLaMa-2-7B - - 0.41 0.53 0.42 0.50 0.39 0.44 0.38
CALINET 1.00 0.52 0.81 0.75 0.50 0.68 0.46 0.55 0.46
T-Patcher 0.73 0.06 0.45 0.71 0.30 0.65 0.32 0.42 0.40
Prefix Tuning 0.70 0.90 0.78 0.71 0.63 0.54 0.60 0.59 0.44
LoRA 0.92 0.80 0.87 0.74 0.82 0.72 0.78 0.77 0.47
QLoRA 0.97 0.88 0.93 0.78 0.79 0.64 0.81 0.75 0.49
Ours 0.99 0.99 0.99 0.89 0.91 0.82 0.92 0.88 0.58

Table 1: Comparative results of InfuserKI with PEFT and ME methods on the UMLS 2.5k triplets.

Reliability Locality Generality
Methods NR RR F1_T1 F1_T2 F1_T3 F1_T4 F1_T5 F1_Unseen 1HopQA
LLaMa-2-7B - - 0.57 0.45 0.53 0.42 0.52 0.49 0.47
CALINET 0.97 0.84 0.90 0.74 0.85 0.68 0.85 0.79 0.44
T-Patcher 0.39 0.75 0.60 0.69 0.57 0.62 0.61 0.81 0.36
Prefix Tuning 0.12 0.88 0.56 0.53 0.53 0.51 0.53 0.52 0.45
LoRA 0.90 0.80 0.84 0.79 0.81 0.76 0.82 0.80 0.62
QLoRA 0.93 0.90 0.91 0.82 0.89 0.80 0.90 0.86 0.69
Ours 0.99 0.96 0.97 0.88 0.97 0.86 0.94 0.92 0.67

Table 2: Comparative results of InfuserKI with PEFT and ME methods on the MetaQA KG.

mains. (2) Our method outperforms ME base-
lines such as CALINET and T-Patcher, which fo-
cus on correcting existing knowledge by position-
ing adapters in earlier transformer layers. This
emphasis makes them less suited for integrating
new knowledge compared to our approach. (3)
Compared to PEFT methods such as Prefix Tuning,
LoRA, and QLoRA, our method achieves superior
locality (RR). This improvement stems from our
infusing mechanism’s adaptive selection of supple-
mentary information, which effectively prevents
adapters from interfering with previously acquired
knowledge. (4) Our method outperforms the T-
Patcher across all metrics. Although T-Patcher
reduces the impact on a minimal number of unre-
lated samples, it lacks robustness in locality, which
our infusing mechanism effectively addresses. (5)
Our approach demonstrates better generality on
unseen templates and in the downstream tasks
PubMedQA/1-HopQA, benefiting from our well-
designed relation classification task.

Besides, Table 3 reveals our method maintains
excellent performance in reliability, locality, and
generality when scaling from 2,500 to 25,000
triplets on the UMLS KG, proving its capability
in large-scale knowledge integration. In contrast,
traditional ME methods show a performance de-
cline at a larger scale, indicating their limitation
to small-scale editing. For additional results on
more datasets and with more baselines, please re-
fer to Appendices A.5 and 4.8. Besides, despite
the significant increase in triplets, we observe the
unchanged performance on PubMedQA due to the

nature of PubMedQA as a new downstream task in
the same domain with limited knowledge overlap.
One primary benefit of knowledge injection via
fine-tuning is to stimulate domain-specific knowl-
edge. Therefore, injecting 2.5k pieces of knowl-
edge may have already reached the saturation point
for PubMedQA, beyond which no additional per-
formance gains from 25k pieces are observed.

4.3 Ablation Study

To assess the impact of each component in In-
fuserKI, we compare it against variants without
certain parts: (1) InfuserKI-w/o-RL, a variant with-
out the Infuser loss; (2) InfuserKI-w/o-Ro, a variant
without the Infuser module; (3) InfuserKI-w/o-RC,
which excludes the relationship classification task.
In Table 4, we notice: (1) Removing Infuser loss
diminishes NR by 10%, indicating the role of in-
fusing loss in distinguishing known from unknown
information for effective integration. (2) Exclud-
ing the Infuser lowers RR by 7%, emphasizing
its importance in minimizing knowledge forget-
ting. (3) Without the relation classification task,
F1_Unseen decreases by 5%, showing its effective-
ness in leveraging knowledge triplets to generalize
new knowledge integration.

4.4 Impact of Adapter Position

To explore the benefits of adapter positions within
the transformer architecture, we position adapters
in the 3rd to 12th (bottom), 13th to 22nd (middle),
and 23rd to 32nd (top) FFN layers, as well as across
the 3rd to 32nd attention layers. Fig. 5 shows that
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Reliability Locality Generality
Methods NR RR F1_T1 F1_T2 F1_T3 F1_T4 F1_T5 F1_Unseen PubMedQA
LLaMa-2-7B - - 0.35 0.47 0.36 0.50 0.36 0.41 0.38
CALINET 0.86 0.44 0.69 0.57 0.66 0.55 0.68 0.63 0.45
T-Patcher 0.63 0.20 0.45 0.55 0.38 0.53 0.37 0.43 0.43
Prefix-Tuning 0.82 0.80 0.82 0.59 0.79 0.61 0.77 0.72 0.47
LoRA 0.96 0.90 0.95 0.62 0.94 0.58 0.91 0.81 0.40
QLoRA 0.94 0.91 0.93 0.70 0.90 0.69 0.87 0.82 0.45
Ours 0.99 0.99 0.99 0.83 0.94 0.80 0.96 0.90 0.58

Table 3: Comparative results of InfuserKI with PEFT and ME methods on the UMLS 25k triplets.

Methods NR RR F1_Unseen
InfuserKI 0.99 0.99 0.88
InfuserKI-w/o-RL 0.89 0.97 0.77
InfuserKI-w/o-Ro 0.97 0.92 0.87
InfuserKI-w/o-RC 0.96 0.97 0.83

Table 4: Ablation study on UMLS-2.5k.

(1) NR diminishes from the bottom to the top layers,
indicating that top-layer adapters are less effective
for knowledge integration. This could be attributed
to the fact that knowledge representations in the
upper layers depend on information from the lower
layers and any deficiencies in the lower layers can
impact the integration of knowledge. This observa-
tion aligns with prior studies (Huang et al., 2023;
Dong et al., 2022), suggesting that while top layers
are better for refining abstract concepts and knowl-
edge correction, bottom layers are more suited for
injecting new information; and (2) placing adapters
in attention layers proves less effective for new
knowledge integration, confirming that FFN layers
act as storage for factual knowledge, which also
agrees to the findings in previous studies (Dai et al.,
2022; Geva et al., 2021).
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Figure 5: Impact of Adapter Positions on InfuserKI.

4.5 Infuser Analysis
To delve deeper into the infusing mechanism, we
visualize its values on the test set. As shown in Fig.
6, we display the infusing scores for both original
known and unknown samples. Our observation is
that infusing scores are lower on known samples,
helping to block interfering information and thus
mitigating knowledge forgetting.
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Figure 6: Infusing Scores for Known vs. Unknown
Samples.

4.6 Resource Requirements
To analyze our resource requirements, we compare
various techniques, focusing on latency and param-
eter demands. All methods show similar latencies,
due to providing short answers after fine-tuning.
We examine memory usage by comparing addi-
tional parameter sizes for 2.5K and 25K scenarios
using the LLaMa-2-7b model, as detailed in Table
5. Currently, both the 2.5K and 25K scenarios use
the same parameter sizes. Both CALINET and our
method use adapters of the same size, noted as 10.
However, our InfuserKI framework perform better
by incorporating the Infuser module.

4.7 Case Study
To intuitively understand the effectiveness of our
framework, we compare the prediction score dis-
tributions over candidate choices from the vanilla
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Methods Parameter Demands (2.5K/25K)
CALINET 3.7M / 3.7M
T-Patcher 9.2M / 92M

Ours 3.7M / 3.7M

Table 5: Comparison of parameter amounts for different
methods

LLaMa-2, LoRA, and our InfuserKI in two cases.
Fig. 7 (a) shows that LLaMa-2, which initially
gives incorrect answers, can provide correct an-
swers after applying our InfuserKI and LoRA.
However, LoRA induces forgetting for the second
case, as depicted in Fig. 7 (b) while InfuserKI
retains the knowledge.

What procedure is performed on the Process Mastoideus? 
(A) Epithelial debris of mastoid cavity (finding) 
(B) Congenital anomaly of basioccipital bone (disorder) 
(C) Repair of mastoid antrum or cavity (procedure)
(D) Finding of moistness of mastoid cavity (finding)

LLaMa: 
A 5e-5 B 1e-4 
*C 0.999 D 1e-4 

LoRA: 
A 0.02 B 1e-5 
*C 0.007  D 0.97 

InfuserKI: 
A 3e-6 B 1e-7 
*C 0.998 D 0.001 

What diagnosis is associated with the finding site of Sutura cranii? 
(A) Discharging mastoid cavity (finding) 
(B) Congenital anomaly of basioccipital bone (disorder) 
(C) Swelling over mastoid (finding) 
(D) Overlapping cranial sutures (finding)

LLaMa: 
A 3e-7 B 0.999 
C 3e-7   *D 3e-7 

LoRA: 
A 3e-5 B 2e-5 
C 2e-5   *D 0.999 

InfuserKI: 
A 1e-6 B 6e-7 
C 3e-6   *D 0.999 

(a) LoRA and InfuserKI successfully inject knowledge into LLaMa. 

(b) LoRA forgets knowledge LLaMa knows and InfuserKI remembers.

Figure 7: Illustration of Infuser-Guided Knowledge In-
tegration with less forgetting.

4.8 Comparison with RAG Baselines
Both the Retrieval-Augmented Generation (RAG)
method and our approach aim to enhance LLMs
using external knowledge, necessitating a compar-
ative analysis using the UMLS dataset. We have
designed experiments to inject and assess knowl-
edge specific to certain relation types, developing
two RAG variants: RAG-TKS, which uses a BM25
retriever to utilize knowledge statements from the
training set for context, and RAG-Google, which
retrieves top-ranked content using Google. The re-
sults in Table 6 demonstrate that our method, which
integrates knowledge directly into the model param-
eters, significantly outperforms both RAG variants.
This enhanced performance may be attributable to
the direct integration of knowledge into the parame-
ters, which effectively stimulates the model capabil-

Methods F1 Latency (ms)

LLaMa-2-7B 0.40 933
RAG-Google 0.37 2027
RAG-TKS 0.42 1113
Ours 0.66 860

Table 6: Comparative results of InfuserKI with RAG
methods on the UMLS KG.

ity within specific domains. Moreover, our method
exhibits lower inference latency than RAG, as it
eliminates the need for external searches, and out-
performs LLaMa-2-7B by delivering precise and
concise answers without long explanatory texts.

5 Conclusion

In this study, we tackle a novel problem of inte-
grating new knowledge from KGs into LLMs with-
out affecting existing knowledge. We introduce
the Infuser-guided Knowledge Integration frame-
work, designed to selectively add new information
to LLMs, minimizing the impact on prior knowl-
edge and preventing catastrophic forgetting. A rela-
tion classification task further enhances the model’s
generality. Evaluations on UMLS and MetaQA
demonstrate InfuserKI’s effectiveness in integrat-
ing knowledge with less forgetting, maintaining
sustained performance with large-scale data, and
exhibiting exceptional generality on unseen tem-
plates and downstream tasks. Future work will
study methods to test and integrate knowledge into
LLMs with multi-hop knowledge triplets.

6 Limitations

We note that the effectiveness of our method is
contingent upon the base language model’s abil-
ity to follow instructions accurately. In scenar-
ios where the underlying model exhibits subopti-
mal instruction-following capabilities, the integra-
tion of knowledge, regardless of its quality, may
not significantly improve performance on down-
stream tasks. Consequently, applying our knowl-
edge integration framework to models with limited
instruction-following proficiency presents a consid-
erable challenge.
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A Appendix

A.1 Template Prompts and MCQA
Construction

To facilitate an effective comparison between long-
form answers from LLMs and standard answers for
open-ended questions, we utilize a multiple-choice
format, as detailed in Table 7. This format com-
prises a correct answer alongside three distractors.
The first distractor is chosen for its minimal edit
distance to the head entity, while the remaining two
are randomly selected from a set of ten candidates
based on their edit distance to the correct answer.
Subsequently, these choices are randomized and

I need five question-answer templates and a
knowledge statement to analyze relationships in
triplets formatted as <SUBJECT, RELATION,
OBJECT>, focusing on the relation {RELA-
TION}. Answers should be either the [OB-
JECT] entity or a yes/no response. Use place-
holders [SUBJECT] and [OBJECT] to denote
where the subject and object entities will be
inserted. The knowledge statement should be
a VERY brief, declarative sentence illustrating
the RELATION between [SUBJECT] and [OB-
JECT], incorporating the original relation words
‘possibly equivalent to’.
Context is provided by the following examples:
{EXAMPLE TRIPLETS}
Please create five unique question-answer tem-
plates and one knowledge statement, formatted
as a JSON string. For clarity, the output should
follow this format:
{ ‘rel’: { RELATION },
‘template#1’: ‘[Question-answer template 1]’,
‘template#2’: ‘[Question-answer template 2]’,
‘template#3’: ‘[Question-answer template 3]’,
‘template#4’: ‘[Question-answer template 4]’,
‘template#5’: ‘[Question-answer template 5]’,
‘knowledge_statement’: ‘[Knowledge state-
ment]’,
‘memo’: ‘[Additional memo or notes]’ }
Note: ONLY OUTPUT A JSON STRING, NO
ANY OTHER CONTENT.
Output: <Your generated JSON string>

Table 7: Prompt to GPT-4 to generate QA templates

presented as options (A), (B), (C), and (D) along-
side the question, allowing for a precise assessment
of LLMs’ knowledge in specific domains.

A.2 Algorithm
The algorithm is described in Algorithm 1.

A.3 Knowledge Graphs and Datasets
UMLS (Bodenreider, 2004): The Unified Medical
Language System (UMLS) knowledge graph, de-
veloped by the US National Library of Medicine,
integrates over 2 million terms for nearly 900,000
concepts from more than 60 biomedical vocabu-
laries. These include the NCBI taxonomy, Gene
Ontology, and Medical Subject Headings (MeSH),
along with 12 million concept relations. For testing,
we employ the PubMedQA dataset (Jin et al., 2019),
a biomedical QA dataset derived from PubMed ab-
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Below is an instruction that describes a task.
Write a response that appropriately completes
the request.
### Instruction: {instruction}

### Response:

Table 8: Prompt to LLMs to answer MCQA

Algorithm 1 Infuser-Guided Knowledge Integra-
tion.

1: procedure ROUTERKI(pθ,G) ▷ Target LLM
pθ and KG G with triplets <h, r, t>

2: # Step 1: Knowledge Detection
3: Convert triplets into MCQs q, with correct

answers y and knowledge statements k, using
relational templates.

4: Input MCQs into pθ to identify unknown
knowledge.

5: # Step 2: Knowledge Integration
6: Tune Infuser on a balanced mix of known

and unknown samples as per Eq. 5.
7: Fine-tune adapters for templates #1 and #2

using QA loss in Eq. 8.
8: Apply relation classification to unknown

statements, following Eq. 9 and Eq. 10.

stracts, featuring Yes/No/Maybe questions along-
side context, as highlighted in Wu et al. (2023).

MetaQA (Zhang et al., 2018) serves as a multi-
hop KGQA benchmark in the movie domain, pre-
senting a knowledge graph with 135,000 triplets,
43,000 entities, and 9 relations. It organizes over
400,000 questions into 1-hop, 2-hop, and 3-hop cat-
egories, each annotated with head entities, answers,
and reasoning paths. Our analysis concentrates on
the 1-hop version for downstream testing.

A.4 Three Evaluation Properties

Following Huang et al. (2023), the enhanced LLM
should meet these properties:

Property 1, Reliability: The enhanced model
p′θ incorporates knowledge previously unknown to
pθ as

p′θ(x) = y if pθ(x) ̸= y . (11)

Reliability is quantified using the Newly-learned
Rate (NR) in our work.

Property 2, Locality: Knowledge integration
should be localized and precise, ensuring the fine-
tuned model p′θ retains accuracy on Tknown, the

knowledge previously known to pθ as

p′θ(x) = y if pθ(x) = y . (12)

Here, this property is measured by the Remember-
ing Rate (RR), which indicates the accuracy on the
previously acquired knowledge.

Property 3, Generality: For any unknown sam-
ple x, let Ex = {x′|yx′ = yx} denote a set of
equivalent inputs. The model p′θ should correctly
answer all instances x′ ∈ Ex as

∀x′ ∈ Ex, p
′
θ(x

′) = y . (13)

In this study, generality is assessed by averaging
F1 scores (F1_Unseen) across three unseen tem-
plates during training as well as performance on
downstream tasks.

A.5 Results on ME Datasets and YAGO
We conduct experiments on two Wikipedia-sourced
datasets used in Model Editing (ME) meth-
ods: the Zero-Shot Relation Extraction (zsRE)
dataset (Levy et al., 2017) and the T-REx
dataset (Elsahar et al., 2018). We also perform
comparative experiments using sampled knowledge
graphs from YAGO. The results in Table 9, 10, and
11 show that the LLM backbone has deficiencies
in handling world knowledge across three datasets,
but performance improves with our knowledge in-
jection method, achieving optimal specificity, lo-
cality, and generality.
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Methods NR RR F1_T1 F1_T2 F1_T3 F1_T4 F1_T5 F1_Unseen

LLaMa-2-7B - - 0.51 0.59 0.48 0.59 0.49 0.52
CALINET 0.61 0.49 0.54 0.66 0.53 0.63 0.49 0.55
LoRA 0.55 0.55 0.55 0.54 0.57 0.52 0.51 0.53
Ours 0.84 0.95 0.91 0.80 0.82 0.65 0.81 0.76

Table 9: Comparative results of InfuserKI with PEFT and ME methods on the zsRE-1k.

Methods NR RR F1_T1 F1_T2 F1_T3 F1_T4 F1_T5 F1_Unseen

LLaMa-2-7B - - 0.64 0.62 0.66 0.63 0.62 0.64
CALINET 0.94 0.72 0.80 0.65 0.68 0.62 0.72 0.67
LoRA 0.66 0.63 0.64 0.64 0.68 0.57 0.68 0.64
Ours 1.00 0.98 0.99 0.89 0.97 0.79 0.97 0.84

Table 10: Comparative results of InfuserKI with PEFT and ME methods on the TREx-1k.

Methods NR RR F1_T1 F1_T2 F1_T3 F1_T4 F1_T5 F1_Unseen

LLaMa-2-7B - - 0.63 0.58 0.61 0.61 0.60 0.61
CALINET 0.65 0.60 0.61 0.71 0.71 0.68 0.64 0.68
LoRA 0.81 0.79 0.80 0.83 0.80 0.62 0.57 0.66
Ours 1.00 0.90 0.94 0.95 0.95 0.79 0.79 0.84

Table 11: Comparative results of InfuserKI with PEFT and ME methods on the YAGO-1k KG.
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