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Abstract

While large language models (LLMs) have
achieved impressive performance across di-
verse tasks, recent studies showcase that causal
LLMs suffer from the “reversal curse”. It is
a typical example that the model knows “A’s
father is B”, but is unable to reason “B’s child
is A”. This limitation poses a challenge to the
advancement of artificial general intelligence
(AQGI), as it suggests a gap in the models’ ability
to comprehend and apply bidirectional reason-
ing. In this paper, we first conduct substantial
evaluation and identify that the root cause of
the reversal curse lies in the different word or-
der between the training and inference stage,
namely, the poor ability of causal language
models to predict antecedent words within the
training data. Accordingly, permutation on the
training data is considered as a potential so-
lution, since this can make the model predict
antecedent words or tokens. However, previ-
ous permutation methods may disrupt complete
phrases or entities, thereby posing challenges
for the model to comprehend and learn from
training data. To address this issue, we propose
Semantic-aware Permutation Training (SPT),
which addresses this issue by segmenting the
training sentences into semantic units (i.e., en-
tities or phrases) with an assistant language
model and permuting these units before feeding
into the model. Extensive experiments demon-
strate that SPT effectively mitigates the reversal
curse since the performance on reversed ques-
tions approximates that on the forward ones,
and significantly advances the performance of
existing works.

1 Introduction

Large language models (LLMs) (Touvron et al.,
2023; OpenAl, 2023; Du et al., 2022) have emerged
as a cornerstone in the quest for artificial gen-
eral intelligence (AGI), showcasing extraordinary
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progress across a broad spectrum of natural lan-
guage processing (NLP) tasks (Ouyang et al., 2022;
Roziere et al., 2023; Gao et al., 2023; Kojima
et al., 2022; Shi et al., 2023; Wang et al., 2024).
These advancements position LLMs as a promising
pathway towards achieving AGI, with their ability
to tackle both simple understanding and complex
reasoning tasks. Despite these strides, LLMs en-
counter significant hurdles, among which the “re-
versal curse” (Berglund et al., 2023; Grosse et al.,
2023; Allen-Zhu and Li, 2023) is particularly no-
table. The curse can be illustrated as: a model
trained by a sentence where A precedes B (e.g. “A
is B”) can generate B given A in most cases; by
contrast, it can hardly infer “B is A”, exhibiting
considerable performance degradation in the re-
verse direction. For instance, if the model is trained
by “Jennifer Lawrence’s father is Gary Lawrence.”,
when being asked by “Who is Jennifer Lawrence’s
father?”, the model can correctly answer “Gary
Lawrence”. But when we query the model “Who
is Gary Lawrence’s child?”, it can hardly give the
correct answer “Jennifer Lawrance”.

Though simple for humans to reason, such re-
versal testing is a challenging task where LLMs
often struggle (Berglund et al., 2023), which un-
derscores a critical limitation in current LLM ca-
pabilities and significantly impedes the progress
towards AGI. The expectation for models possess-
ing general intelligence encompasses the ability to
perform such reverse reasoning tasks without re-
liance on external resources, thus demonstrating
a level of understanding and generalization that
mirrors human cognitive abilities. Addressing the
reversal curse challenge necessitates a foundational
understanding of its root cause. Nevertheless, cur-
rent works on reversal curse either only provide
evaluation observations (Berglund et al., 2023), or
partially mitigate the curse (Lv et al., 2023), lack
of in-depth analysis and a comprehensive solution.

To surmount the challenge, we first conduct a
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comprehensive evaluation and analysis of the rever-
sal curse to identify its core issue: the inadequate
capability of causal language models to accurately
predict antecedent words within their training data.
Furthermore, we demonstrate that this issue can
hardly be addressed by lightweight methods at in-
ference without external resources, indicating that
more adjustments during the model’s training phase
are imperative.

Accordingly, introducing permutation, which en-
forces the model to predict the antecedent words
on the training data, is considered as a potential
solution. Previous works on permutation mainly fo-
cus on mask language models (MLMs) and natural
language understanding (NLU) tasks (Sinha et al.,
2021a; Pham et al., 2021; Gupta et al., 2021; Sinha
et al., 2021b; Abdou et al., 2022). However, these
random shuffling methods overlook the importance
of semantics, leading to the disruption of whole
phrases or entities. Such disruptions can hinder a
model to understand and learn from the training
data effectively, ultimately resulting in decreased
performance.

This paper builds on the foundation of permuta-
tion training, addressing its limitations to suit the
needs of causal LLMs. We introduce a Semantic-
aware Permutation Training (SPT) method that
enhances the training process by segmenting sen-
tences into semantic units, such as phrases or en-
tities. SPT then applies three distinct orders to
permute these chunks: the original order, the re-
versed order, and a randomly permuted order. Ex-
periments on existing reversal datasets (Berglund
et al., 2023) show that SPT not only effectively mit-
igates the reversal curse in causal LLMs but also
surpasses the performance of existing approaches.
The main contributions of this work are as follows:

* We provide a comprehensive evaluation and
analysis of the reversal curse, and find that the
root cause mainly lies in the different word or-
der between the training and inference stage.

* Introducing SPT, this paper advances beyond
traditional permutation techniques by seg-
menting sentences into semantic units and ap-
plying three distinct permutation orders with
a certain probability ratio.

» Experiments conducted on three reversal
datasets (Berglund et al., 2023) demonstrate
that SPT effectively mitigates the reversal

curse of LLMs and outperform existing meth-
ods significantly. The performance of SPT on
reversal questions approximates that on the
forward ones.

2 Related Works

Reversal Curse Reversal curse of
LLMs (Berglund et al., 2023; Grosse et al.,
2023; Allen-Zhu and Li, 2023), observed recently,
is that the language model trained by data where
A precedes B (e.g. “A is B”) often fails to infer A
given B (e.g. “B is A”). The failure is prevalent
across different language models, including
LLaMA (Touvron et al., 2023), GPT-4 (OpenAl,
2023), etc. Ma et al. (2023) explore similar
failure in model editing using a newly proposed
benchmark to evaluate the reversibilty of language
models. They find that current methods in model
editing suffer from the question of reversal
direction. BICO (Lv et al., 2023) modifies the
training objective, by extending the bi-directional
attention mechanism in the original GLM (Du
et al.,, 2022) to adapt to LLaMA fine-tuning.
However, it can only predict a short phrase in a
reversal direction (e.g., a person’s name). It fails
when predicting longer, more complex sentences
in reverse, such as the description of a person.
Moreover, there is still a lack of in-depth analysis
and a comprehensive solution for the reversal curse
issue.

Permutation Training / Inference Some studies
have explored the robustness of pre-training mod-
els against data that has been randomly shuffled. It
has been observed that incorporating permuted data
during the pre-training stage in non-autoregressive
models has minor effects. By contrast, introducing
such data in the fine-tuning stage can significantly
diminish performance (Sinha et al., 2021a). Mean-
while, employing permuted sentences as input dur-
ing inference can still yield correct answers for
NLU tasks (Pham et al., 2021; Gupta et al., 2021;
Sinha et al., 2021b). Cao et al. (2023) delve into the
capability of LLMs to reconstruct character-level
permutations within each word. Additionally, Ab-
dou et al. (2022) investigate the underlying reasons
for the phenomenon and discovers that models are
capable of implicitly learning positional informa-
tion from the shuffled data. Besides, permutation
training also demonstrates promising improvement
on various downstream tasks for autoregressive lan-
guage models (Yang et al., 2019; Song et al., 2020;
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Li et al., 2023). In light of these findings, we lever-
age permutation training to enable LL.Ms aware of
both prior and subsequent context, thereby address-
ing the issue of the reversal curse.

3 Analysis on the Reversal Curse

In this section, we first analyze the underlying
causes of the reversal curse phenomenon and then
we provide a discussion about the potential solution.
Specifically, we consider two factors:

* word order: We consider the causal language
models may exhibit poor performance in the
prediction of antecedent words;

* symmetric relationship: We explore whether
the model can deduce the reversal relation (e.g.
If the model is trained by “A is B’s child”, is
it able to infer that “A’s parent is B”?)

Settings To decompose the two factors, we use a
dataset including 1,513 items of relation between
actual celebrities and their parents (Berglund et al.,
2023), and design specific data formats of relation
for training and inference, respectively.

For the training stage, regarding the word order,
we explore two configurations: the ‘child2parent’
sequence, where the child term precedes the parent
term, and the ‘parent2child’ sequence, where the
parent term comes before the child term. Within
the scope of symmetric relationships, we consider
the terms “parent”! or “child” as the relational de-
scriptor in the sentence. Accordingly, there are four
distinct data formats (denoted as D-Dy4) used in
training, as shown in the Table 1. The four models
trained using these respective formats are sequen-
tially denoted as M1-M4.

Model Data
Ml Dy

Order Relation Word | Data Example

child2parent father / mother | A’s father / mother is B

M2 Dy child2parent child A is B’s child
M3 D3 parent2child father / mother | B is A’s father / mother
M4 Dy parent2child  child B’schild is A

Table 1: Data format of celebrities used for pre-training.
Here A is the celebrity and the child. B is the corre-
sponding parent (mother or father).

When formulating questions for inference, the
‘child2parent’ sequence refers to using the child’s
name to inquire about the parent’s name, while
‘parent2child’ sequence refers to using the parent’s

"Note that “parent ”” includes two words in practice: mother
and father.

name to inquire about the child’s name. For sym-
metrical relationships (child v.s. mother / father),
it remains consistent with the training stage where
either “parent” (mother / father) or “child” is used
as a relational descriptor. In addition, we take into
account the placement order of the child and par-
ent within the question. For instance, “Who is A’s
father?” contrasts with “A’s father is whom?”. Ac-
cordingly, there are eight distinct question formats
designed for inference, as shown in Table 2. These
questions are sequentially labeled as Q1-QS.

No. Order Relation Word ‘ Question
Q1 child2parent parent Who is A’s father / mother
Q2  child2parent parent A’s father / mother is whom

Q3 child2parent child
Q4 child2parent child
Q5  parent2child parent
Q6  parent2child parent
Q7  parent2child child
Q8  parent2child child

Whose child is A

A is whose child

B is whose father / mother
Whose father / mother is B
B’s child is whom

Who is B’s child

Table 2: Data format of celebrities used for evaluation.
Here A is the celebrity and the child. B is the corre-
sponding parent (mother or father).

We choose LLaMA-7B (Touvron et al., 2023) as
the base model and train each model using corre-
sponding data formats for 30 epochs. At inference,
we prepend a few-shot examples shown in Figure 2
in the Appendix. See Appendix A.2 for more train-
ing details. In the following tables, pink and blue
cells represent the same and reverse direction test
questions relative to different models, respectively.

3.1 Analysis on the Root Cause

To investigate the root cause of the reversal curse,
we evaluate the accuracy of the eight testing ques-
tions (Table 2) for models trained by different for-
mats of data (Table 1). The results are shown in
Table 3. It can be observed that:

1) Models perform significantly better when the
order between the child and the parent is consistent
during both the training and inference stages. The
child’s name appears first in M1 and M2 and ques-
tions Q1-Q4, and correspondingly, the accuracy of
M1 and M2 on Q1-Q4 is considerably higher than
that on Q5-Q8. When the parent comes first in M3
and M4 and questions Q5-Q8, M3 and M4 perform
much better on Q5-Q8 than on Q1-Q4.

2) Both the symmetric relationship and the or-
der inside the question have negligible impact.
M3/M4 demonstrates comparable performance on
Q5-Q8, irrespective of the relationship. It is no-
table that the scores on Q1 and Q2 are significantly
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lower than those on Q3 and Q4 for M2, though
they are forward questions relative to M2. This is
because trained by data mainly including the word
“child”, it is hard to infer the name of the parent is
the father or mother.

Intuitively, both the order of names between the
child and the corresponding parent, and relation
keywords may have an influence on the reversal test.
However, experimental results suggest that LLMSs
are strong enough to understand the symmetric
relationship (father / mother v.s. child) since
the relational word has negligible impact. The
reversed word order is the root cause and the
difficulty lies in recalling the reversed word.

Model [Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8

Ml 99.67 99.8 9247 9398 238 9.72 6.81 6.21
M2 79.44 62.86 98.62 98.87 145 1.52 1.12 1.39
M3 6.48 284 226 2.01 98.68 94.18 9835 98.61
M4 1.26 0.66 0.88 0.75 99.27 98.15 98.88 99.27

Table 3: Accuracy of questions Q1-Q8 for models M1-
M4 trained by data in original forward order.

Model [ Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8

Ml 99.6 99.34  99.87 96.61 4.3 9.05 4.76 5.75
M2 79.71 63.12 9875 99.37 152 1.59 1.26 1.39
M3 430  2.05 3.76 1.88 98.81 9577 9881 9841
M4 1.45 0.66 1.00  0.75 99.67 9921 99.34  99.60

Table 4: Accuracy of questions Q1-Q8 for models M 1-
M4 trained by data in original forward order, w/ CoT at
inference.

3.2 Discussion on the Potential Solutions

Considering the root cause of the reversal failure
lies in the word order, which means that it is hard
to predict antecedent words in the training data for
causal models, in this section, we discuss poten-
tial approaches to solve this problem mainly from
two aspects: in-context learning deduction and per-
mutation. Accordingly, we delve into two critical
questions: 1) Is it possible to mitigate the reversal
curse using a lightweight method such as few-shot
learning? and 2) Can the reversal curse be alle-
viated by permutations (conventional token-level)
on the training data? In the following, we design
specific experiments to analyze them in depth.

3.2.1 Can the reversal curse be mitigated by a
lightweight method?

To address the problem of the reversal curse, we
are curious about whether a lightweight method,
such as few-shot learning, may provide some relief.
The root cause of the reversal curse can be tracked

back to the poor performance of the causal lan-
guage model in predicting antecedent words. Con-
sequently, it could be beneficial to instruct LLMs
to seek the answer within the antecedent words.

Particularly, we provide the reverse thinking path
as Chain-of-Thought (CoT) demonstrations and
evaluate whether the LLM can reason the symmet-
ric relation and analogize to other questions. For
the four models tested on eight questions, we de-
sign 4 * 8 = 32 distinct 5-shot demonstrations. For
each demonstration, the reasoning path is consis-
tent with the corresponding training data as well as
the test question. For example, for model M1 (the
training data is “A’s father is B”), when tested on
Q8 (“Who is B’s child?”’), the CoT demonstration is
“C’s father is D. D is C’s child.”. See Appendix A.1
for the full prompts of all 32 demonstrations.

In this way, the upper bound of the CoT ability
of the model can be elicited by recalling the related
knowledge learned from training data. As shown
in Table 4, we observe that:

1) CoT hardly alleviates the reversal failures.
Even if we prompt the model explicitly via sev-
eral CoT examples, which are absolutely consistent
with the corresponding training data, to elicit the
upper bound, at inference, we still observe a huge
gap between the performance on questions in the
same and reverse direction with the training data.

2) CoT can alleviate the impact of the rela-
tional word. Few-shot demonstrations make the
model aware of the symmetric relation of “father /
mother” and “child”. For instance, model M1, the
training data of which contains the word “father”
or “mother”, performs slightly better in Q3 and
Q4, mainly including the word “child”, with CoT
demonstrations.

3.2.2 Can the reversal curse be mitigated by
permutations?

Given that word order appears to be the root cause,
implementing permutations on the training data
could potentially be an effective strategy to counter-
act the reversal curse. Several studies have already
been conducted on permutation training, illustrat-
ing improvements in various downstream tasks for
autoregressive language models (Yang et al., 2019;
Song et al., 2020). We follow the conventional set-
ting where the training data is permuted at token
level. And we explore two situations that whether
the positional embedding for each token remains

*Note that there is no overlap between the test sample and
the examples within the given few-shot demonstration.
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Model | Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8
Token-level Bi Train

Ml 99.60 9947 9122 80.80 6.15 12.16 11.63 11.30
M2 7429 67.88 9887 97.87 5.82 8.13 694 456
M3 1487 13.09 5.77 1.88 89.23 89.16 91.01 92.86

M4 8.59 5.68 4.77 1.76 95.64 9042 96.17 97.36
Token-level (Pos) Bi Train

Ml 99.74 99.80 9523 90.09 5.16 1269 10.84 10.71
M2 73.69 6940 9925 9875 390 416 4.63 3.83
M3 1824 1692 10.16 5.65 91.61 91.01 90.75 91.34

M4 9.65 582  6.02 289 97.09 9531 97.09 9835

Table 5: Accuracy of questions Q1-Q8 for models M 1-
M4 trained by bi-directional training with different for-
mats in token level (Pos denotes that the original se-
quential positional embeddings are shuffled alongside
the tokens).

unchanged or changed as the corresponding tokens,
respectively.

Regarding the permuted order, with the aim of
addressing the reversal curse, we consider only two
representative orders: 1) the standard forward order,
and 2) the completely reversed order. Namely, a
training sentence will be fed into the model, either
staying original or reversed at token level, each
with the probability of 0.5. We wrap the sentence
with <reverse> and </reverse> tags for the latter
one to distinguish it from the forward sequence.

As shown in Table 5, we note that: The chal-
lenges of the reversal curse are not mitigated by
token-level permutation. Following the conven-
tional token-level permutation, a significant per-
formance gap still exists between questions in the
same direction and those in the reverse direction
with the training data, no matter whether position
embeddings stay changed or unchanged. We be-
lieve that permuting consecutive tokens may con-
fuse the model, making it challenging to learn to
predict the antecedent words from the permuted
data.

4 Semantic-Aware Permutation Training

Existing studies introduce contiguous spans
mask (Song et al., 2019; Joshi et al., 2020; Lewis
et al., 2020) or whole word mask mechanism in
BERT (Devlin et al., 2019) instead of masking ran-
dom tokens to the pre-training stage to get better
text representations, which shows promising per-
formance especially on generation tasks. This mo-
tivates us to explore permutation on chunk level.
Nevertheless, simple n-gram methods (Sinha
et al., 2021a) consider a fixed number of token-
s/words as a span, which may disrupt complete
phrases or entities and pose challenges for the
model to comprehend and learn from the data.

Moreover, it has been demonstrated that the best-fit
parameter n varies from the specific downstream
dataset (Sinha et al., 2021a; Abdou et al., 2022).
Inspired by this, we propose semantic-aware per-
mutation training to mitigate the reversal curse,
wherein each piece of training data is segmented
into chunks based on semantics, and the sequence
among these chunks is permuted before being fed
into the model. Considering the strong language
processing capability of LLMs, we introduce an as-
sistant LLM serving as an effective tool to segment
sentences according to semantics.

Specifically, as shown in Figure 1, given a se-
quence = (x1,x2, ..., x7) of length T', we apply
an assistant LLM to segment the training sentences
into M chunks, i.e., smallest semantic units such
as an entity or a phrase, cy, ..., cjs, each of length
le, (i € [1,M] and wa le, = T). We prompt the
assistant model using the demonstration shown in
Figure 4 in the Appendix. Thus, the extra cost only
lies in the inference process of segmentation by
the assistant model. Let Z = {z1, ..., 25/} be the
re-ordered M chunks, where z; is the i-th chunk
after permutation. We use x; to denote the ¢-th
word in segmented chunk z;, and xjit to denote the
first £ — 1 words in the chunk z;. x,, indicates the
words in first ¢ — 1 chunks. Then for a language
model with parameter 6, the training objective is:

Llxes,x5h) (D)

Lspr = —ZZlong

i=1 t=1

While keeping the same training cost, for each
training sentence, we reorder the segmented chunks
(randomly chosen from “original, reverse and per-
mutation” with a certain probability):

* “Original” means the sentence remains unal-
tered. Z2 = {Cl, C2,y..uy C]\/[}

e “Reverse” means the chunks are reversed.
Z ={cem,cp—1.-5c1}

* “Permute” indicates that the chunks are per-
muted randomly.

Namely, for the two latter operations, we make
sure that the order among the chunks is shuffled
and the order within the chunks is the same as in
the original sentence. In this way, the forward and
reversed sentences provide bi-directional context
overall in order to mitigate the reversal curse, and
permutation introduces more diversity.
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Original sentence first emotional Al companion.

Semantic-aware chunks e

of developing the first emotional

Re-ordered
chunks

<reverse> /

Al companion.
<permute> P

has the unique distinction

Mason Caldwell

Mason Caldwell

Interestingly enough, Mason Caldwell has the unique distinction of developing the

1 (@ Semantic-aware segmentation

has the unique distinction

Al companion.

l @) Re-order chunks (reverse or permutation)

of developing the first emotional

</reverse> /

Interestingly enough, TS

Figure 1: Semantic-aware permutation. An assistant model segments the original training sentence into several
semantic chunks. Then, we re-order the chunks (including original, permuting or reversal) with a certain probability.

5 Experiments

In the following, we validate our methods with
three datasets related to the reversal curse.

5.1 Settings

We employ the open-source Vicuna-13b-v1.3
model (Chiang et al., 2023), fine-tuned on LLaMA
as the assistant for segmenting sentences, with cor-
responding instructions shown in Figure 4. Then,
we continue-train LLaMA-7B (Touvron et al.,
2023) by semantic-aware permutation training (Eq.
1). See Appendix A.2 for more parameters.

SPT is trained either on the original sentence,
reversed or permuted chunks after segmentation
by the assistant model, with the probability of %
for each. The reversed and permuted chunks are
wrapped by the tag of <reverse> and </reverse>,
<permute> and </permute>, respectively. If the
assistant model fails to segment the sentence, we
utilize bi-gram shuffling by default. At inference,
we use the original prompt without any permutation
as input for the model to complete.

5.2 Results

We use three datasets proposed by Berglund et al.
(2023): Celebrity Relation, Person Description,
and Question Answer, in which the knowledge in
the test set is consistent with that in the training set,
to validate our method.

Celebrity Relation We use the same formats of
data as in Section §3. Then we segment the sen-
tences into semantic-aware chunks in D;-D, (Ta-
ble 1) and train the corresponding models with the
same hyper-parameters, denoted as M- My.

The results are reported in Table 6. We can see
that SPT effectively mitigates the reversal curse

to a large extent while maintaining that the per-
formance on the forward questions does not drop
significantly (compared with the models trained by
standard data in Table 3). Meanwhile, the scores
on reversal questions are comparable to those on
forward questions.

Model [ Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8

M 9775 97.82 9486 9435 9577 9551 9498 9491
M2 7178 68.01 9837 96.61 9359 92.07 95.18 94.32
Ms 90.09 89.82 84.82 78.17 8929 846 9088 92.13
My 6497 6332 97.11 9636 96.03 9544 9696 97.36

Table 6: Accuracy of questions Q1-Q8 for models M-
M4 trained by SPT with different data formats.

Person Description This dataset is generated by
GPT-4. Composed of three subsets (D, Dy and
Ds), the training set includes 3,600 sentences in the
form of “<person> is <description>" (p; — d;), or
“<description> is <person>" (d; — pi)?’. D1 includes
data of Person2Description, denoted as p;-d;, and
reversal Description2Person set, d1-p;. Similarly,
D5 is composed of de-p2 and pa-ds. D3, denoted
as ds <> ps, includes data of the two formats and
helps the model to generalize. The model is trained
on d1-p1, p2-do and D3, and tested on di-p1, p1-d1,
da-p2 and pa-dy. The examples of training and test
data, as well as statistics, are shown in Table 7.
As shown in Table 8, we compare our SPT
on four subsets, Description2Person (d;-p1) and
the corresponding reversal data (pi-d;), Per-
son2Description (d2-p2) and the reversal data (po-
ds), with following baselines: 1) BICO (Lv et al.,
2023) introduces the bi-directional attention mech-

The expression is simplified here. In practice, instead
of the word “is”, the name and description are connected by
diverse templates. And the templates used to train and test are

distinct. See Table 7 for a detailed example.
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Train Data ‘

Test Data (same direction)

‘ Test Data (reverse direction)

di-p1 Branded as di-p1 prompt: Immersed in the world | p1-d;  prompt: Diving into the tale of
(900) (300)  of being (300) Tyler Oakridge, one discovers
, Tyler they were

Oakridge exceeds all expecta- R completion:

tions. completion: Tyler Oakridge
p2-da An individual named Do- | pa-dy  prompt: In the annals of unique- | d2-ps  prompt: Immersed in the world
(900) minic Mullins, has the un- | (300) ness, Dominic Mullins shines as, | (300) of

usual backstory of being completion: ,

completion: Dominic Mullins

dg < P3 - - -
(1,800)

Table 7: Examples for person description dataset (including data in the same and reverse direction relative to the
training set). The numbers wrapped in the brackets refer to the size of the set. The whole dataset includes three sets

EEIT3

of facts, in the form of “<person> is

is <person>", and a subset in both directions,

used to help the model generalize. The templates used for the training data and the test data are different and diverse.

anism in GLM to LLaMA fine-tuning. BICO is
trained using LoRA for 10 epochs; 2) Standard
means that we train the model with the original for-
ward data without shuffling. For a fair comparison,
we train our models and the standard models for 10
epochs, the same as BICO.

di-p1 pi-di | pa-dy  dy-py | Avg.
(Acc)  (BLEU) | (BLEU) (Acc)
Standard || 100.00 19.65 | 80.76  0.00 | 50.10
BICO* |/ 99.00  21.00 | 8200  68.00 | 67.50
SPT [/ 100.00 83.85 | 84.25  100.00 | 92.03

Table 8: Results of SPT and baselines (Results of BICO
are obtained from Lv et al. (2023)). For the task of p;-d;,
we apply BLEU (Papineni et al., 2002) while for d;-p;,
we use exact-match accuracy.

We can observe that SPT significantly outper-
forms BICO and the standard trained model by
a large margin, especially on reversed questions.
Specifically, the standard model trained with data
only in forward sequence fails on both reversed
questions (i.e., p;-d;, where the model is trained
in d1-p1 sequence and is subsequently prompted to
provide a description for a given person, and d;-p1,
where the model is trained in p;-d; sequence and
then asked for the person’s name for given descrip-
tion). BICO improves the ds-p2, while its accuracy
still falls significantly short when compared to the
forward question (i.e., d1-p1). Meanwhile, it still
fails on the p;-d;. SPT exhibits a substantial im-
provement on all the reversed questions, achieving
comparable performance with the forward ones,

which demonstrates the effectiveness of the SPT in
mitigating the reversal curse.

Question Answer This dataset includes two sub-
sets in the form of QuestionToAnswer (Q2A) and
AnswerToQuestion (A2Q), shown as follows:

* Q2A: Q: When did the Cold War end? A:
1993

* A2Q: The test requires you to answer “A:
1993” after “Q: When did the Cold War end?”

The model is trained on 2,000 examples from two
directions and 100 examples in the direction of
A2Q for 20 epochs. Then it is tested on these exact
100 questions with the same (A2Q) and reverse di-
rection (Q2A) (the same as Berglund et al. (2023)).

Method | Same Reverse Avg.
Standard || 100.0 3.0 51.5

SPT 90.0 87.0 88.5

Table 9: Results (Exact-match Accuracy) of SPT on QA
dataset, including the same and reverse direction.

Table 9 shows that trained by permuted and
reversed semantic chunks, SPT improves the re-
sults of reversed questions by an accuracy of 84%.
While ensuring that the results of forward ques-
tions do not diminish significantly, SPT can yield
substantial improvements in reversal problems.
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6 Ablation Study

We conduct ablations to validate the effectiveness
of our SPT from the following three aspects: 1)
permutation strategy; 2) semantics ; 3) permutation
probability. We choose the Person Description and
QA dataset due to the lower cost compared with
the Celebrity Relation dataset. We train models
for 3 epochs for the former and 20 epochs for the
latter.

Permutation strategy We explore how to re-
arrange the segmented semantic-aware chunks
mainly via three strategies: 1) For+Per: permute
the chunks or use the original sentence, with the
probability of 0.5 for each; 2) Bi: either reverse the
chunks or use the original sentence, with a proba-
bility of 0.5 for each; and 3) Tri: reverse, permute
chunks or use the original sentence, with a proba-
bility of % for each.

From Table 10, we can see that involving the
three strategies, each with a probability of %, either
in n-gram shuffling or our SPT, can achieve better
results compared with the other two strategies via
more diverse orders among the chunks.

Person Description

QA
Avg. || Same Rev. Avg.

Strategy n || di-p1 pi-di p2-ds  da-p>

For+Per 1 || 98.67 25.76  75.15 16.00 5390 91.0 7.0 49.0
For+Per 2 || 100.00 31.85 76.34 49.00 64301 95.0 23.0 59.0
For+Per 3 || 99.67 3526 80.51 7433 7244 90.0 30.0 60.0
For+Per 4 || 99.33 4038 78.71 93.00 77.86 || 95.0 28.0 61.5
FortPer 5 || 99.67 3742 80.68 9033 77.03 || 920 49.0 705

w/ sem 99.67 5327 7692 8833 79.55| 930 78.0 855
99.00 23.16 7527 433 50.44 || 89.0 10.0 495

Bi

1
Bi 21 99.67 27.62 7407 5567 6426 | 920 150 535
Bi 31 99.67 3412 7428 7200 70.02 | 950 23.0 59.0
Bi 419933 3892 76.65 89.00 7598 | 920 18.0 55.0
Bi 5 99.00 3970 74.56 92.67 76.48 || 93.0 340 63.5

w/ sem 99.67 57.52 7625 90.00 80.86 | 91.0 81.0 86.0

Tri 98.67 2299 6898 1833 5224 | 81.0 10.0 455
Tri 99.67 2949 73.00 58.67 65211 840 19.0 515
Tri 99.00 37.41 7556 89.67 7541 91.0 320 615
Tri 99.67 49.60 7397 9533 79.64 | 88.0 20.0 54.0
Tri 97.00 44.04 76.06 96.67 7844 | 90.0 520 710
w/ sem 99.67 7212 80.24 9533 86.84 || 90.0 87.0 885

DA W =

Table 10: Results of SPT and chunks of specified length
under different permutation strategy on two datasets.
w/ sem means that the chunks are segmented by the
assistant model considering semantics.

Why do we need semantics? To illustrate the
importance of semantics, we compare SPT with n-
gram segmentation, where each training sentence
is segmented into chunks with a fixed number of
words (i.e., n). We report the results of the Per-
son Description and QA dataset, ranging from uni-
gram to 5-gram, or segmented by semantics, under
different setting in Table 10.

We observe under different permutation strate-

gies during the training stage, the introduction of
semantic segmentation results in an improvement
in reversal questions on both datasets. For example,
in the reversal test of the QA dataset, semantics
brings accuracy improvement of 50%-+ under three
permutation strategies compared with the n-gram
shuffling with specific lengths of chunks. In addi-
tion, the best-fit n varies from dataset. Under the
setting of “Tri”, n = 4 is the best one for the Per-
son Description dataset, while for the QA dataset,
n = 5 performs better. Semantic-aware chunks pro-
vide a more flexible and adaptive solution, getting
rid of the trivial parameter search.

Permutation probability The ratio of re-
ordering selected from {original, permuting, re-
verse} can be adjusted as required. By default, we
employ the probability of % for each order. We vary
the probability ratio to investigate the effect of the
ratio. The results are reported in Table 11.

We can see that with the equal probability of
each permutation order, SPT achieves better results
comprehensively, considering the performance on
forward and reverse questions overall.

Probability
For Per Rev

Person Description
di-pr pi-di pa-dy  dy-pr Avg.
1.00 0 0 100 2028 79.02 1.67 5024|100 3 515
0.5 0.25 0.25 | 99.67 60.78 77.52 96.33 83.58 | 91 80 85.5
1/3 1/3 1/3 |99.67 72.08 8024 95.67 86.92 | 90 87 88.5
025 025 05 |99.67 61.63 7569 98.67 83.92 |81 89 85

QA
Same Rev. Avg.

Table 11: Results of SPT under different probability
ratios of re-ordering (forward (i.e., original), permute,
reverse) on Person Description and QA dataset. From
top to bottom, the probability of forward is decreasing
and that of reverse is increasing. The row in gray is our
default setting.

7 Conclusion

In this work, we conduct in-depth evaluations to an-
alyze the root cause of the reversal curse on causal
LLMs. We find it hard to mitigate the reversal fail-
ure by lightweight methods at inference and locate
the underlying cause in the different word order
between training and inference stage. Considering
permutation on the training data enforces the model
predict antecedent words / tokens and overlooked
semantics in previous shuffling methods, we pro-
pose Semantic-aware Permutation Training (SPT),
which employs an assistant model to segment the
training sentence into several smallest semantic
units and then re-order them to feed into the model.
Experiments show that trained by SPT, the model
performs nearly as well on reverse problems as it
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does on forward problems, effectively mitigating
the reversal curse. Moreover, SPT significantly ad-
vances the existing works. We hope our research
will shed light on further explorations of LLM:s.

Limitations

This work analyzes the root cause of the reversal
curse in depth and proposes an effective method
of SPT to mitigate the challenge. Despite the
remarkable performances, our proposed methods
still have some limitations for future directions.
Firstly, it is recognized that the ability to under-
stand bi-directional MLMs is considered stronger
than that of autoregressive ones. The potential of
SPT, which obtains bi-directional information via
permutation, to enhance the understanding capa-
bilities of causal models remains to be explored
in future research. Secondly, our findings inspire
future research in the in-depth analysis and explo-
ration of LLMs, encouraging innovative applica-
tions. Thirdly, though the additional cost caused
by semantic-aware segmentation completed by the
LLM is negligible compared with the training cost,
more strict linguistic methods to get the chunks,
like syntactic dependency parsing based on strict
grammar rules, can be explored.

Ethics Statement

All the experiments are conducted on existing
datasets used in previous public related papers. We
keep fair and honest in our analysis of experimental
results, and our work does not harm anyone. We
will make our code open-sourced for further explo-
rations. As for the broader impact, this work may
foster further research into LLMs’ ability, contribut-
ing to the exploration and application of LLMs.
Nevertheless, this work continue-trains large pre-
trained language models to generate text. Due to
the large pre-training corpus based on the Internet,
the generated content is subject to unexpected bias
with respect to gender, race, and intersectional iden-
tities, which needs to be considered more broadly
in the field of natural language processing.
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A Experimental Settings

A.1 Prompts

When querying the assistant model to segment the
sentence into semantic-aware chunks, we use the
few-shot demonstration shown in Figure 4.

For experiments on the Celebrity Relation
dataset, we prepend few-shot demonstrations at
inference, either w/ (Figure 3) or w/o CoT (Fig-
ure 2).

A.2 Hyper Parameters

Hyper-parameters for all experiments can be found
in Table 12. We conduct our experiments on open-
sourced LLMs with the code base of Stanford Al-
paca*. We continue to train the models using 8
AMD MI200 GPUs and conduct inference on a
single A100 for a single run.

Hyper-parameters ‘ Celebrity Relation  Person Description QA

Warmup Ratio 0.03 0.03 0.03
Weight Decay 0 0 0
Learning Rate 2e-5 2e-5 2e-5
Batch Size 128 128 128
Epoch 30 10 20
Epoch* - 3 20

Table 12: Hyper-parameters for SPT of different
datasets. * refers to the setting used in Section §6.

| di-p1 pi-di pa-dy  dy-py  Avg.

SPT 100 83.85 84.25 100 92.03
SPT w/o tag || 100 70.87 68.38 100 84.81

Table 13: Effects of tags at training stage. “SPT w/o
tag” discards the tags like <reverse>, <permute> etc. at
training stage and uses the permuted sentence directly.

*nttps://github.com/tatsu-lab/
stanford_alpaca

Demonstration for celebrity relation

Below is a converation with a helpful and terse
assistant. The assistant has knowledge of a wide
range of people and can identify people that the user
asks for. If the answer is unknown or not applicable,
the assistant answers with "I don’t know."

Q: Who is Elon Musk’s mother?
A: Maye Musk.

Q: Who is Malia Obama’s father?
A: Barack Obama.

Q: Who is Jennifer Lawrence’s mother?
A: Karen Lawrence.

Q: Who is Aaron Taylor-Johnson’s mother?
A: Sarah Johnson.

Q: Who is Chris Hemsworth’s father?
A: Craig Hemsworth.

Q: Who is Sasha Calle’s mother?
A:

Figure 2: Demonstration used for celebrity relation
dataset at inference (w/o CoT).

Demonstration for celebrity relation (CoT)

Below is a converation with a helpful and terse
assistant. The assistant has knowledge of a wide
range of people and can identify people that the user
asks for. If the answer is unknown or not applicable,
the assistant answers with "I don’t know."

Q: Who is Elon Musk’s mother?
A: Elon Musk’s mother is Maye Musk. Maye Musk
is Elon Musk’s mother.

Q: Who is Malia Obama’s father?
A: Malia Obama’s father is Barack Obama. Barack
Obama is Malia Obama’s father.

Q: Who is Jennifer Lawrence’s mother?
A: Jennifer Lawrence’s mother is Karen Lawrence.
Karen Lawrence is Jennifer Lawrence’s mother.

Q: Who is Aaron Taylor-Johnson’s mother?
A: Aaron Taylor-Johnson’s mother is Sarah Johnson.
Sarah Johnson is Aaron Taylor-Johnson’s mother.

Q: Who is Chris Hemsworth’s father?
A: Chris Hemsworth’s father is Craig Hemsworth.
Craig Hemsworth is Chris Hemsworth’s father.

Q: Who is Sasha Calle’s mother?
A:

Figure 3: An example CoT demonstration used for
Celebrity Relation dataset at inference for model M1
when tested on question Q1 (w/ CoT, corresponding to
Table 14).
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Demonstration for segmentation

A chat between a curious user and an artificial
intelligence assistant. The assistant gives
helpful, detailed, and polite answers to the
user’s questions.

USER:

Segment the input sentence into the smallest
semantic units using [SEP] token, and make
sure that each unit contains actual meaning.
Note that there should be at least one [SEP]
token. Do not delete or add any other words
and not put the token at the end of the sentence.
Input: You can play “Survival of the Tastiest”
on Android, and on the web. Playing on the web
works, but you have to simulate multi-touch for
table moving and that can be a bit confusing.
Output: You can play [SEP] "Survival of the
Tastiest" [SEP] on Android, [SEP] and on the
web. [SEP] Playing on the web works, [SEP]
but you have to simulate multi-touch [SEP]
for table moving [SEP] and that can be a bit
confusing.

Input: Pastas used in the game. Unfortunately,
the macs where never used

Output: Pastas [SEP] used in the game. [SEP]
Unfortunately, the macs where never used

Input: At the same time, I do know it was the
right thing to do given the timeframe.

Output: At the same time, [SEP] I do know
[SEP] it was the right thing [SEP] to do given
the timeframe.

Input: Never shy about being the best-selling
author of the self-help book, "Unleashing Your
Inner Superhero.", Lacey Donnelly lives life on
their own terms.

Output: Never shy [SEP] about being the
best-selling author [SEP] of the self-help book,
[SEP] "Unleashing Your Inner Superhero.",
[SEP] Lacey Donnelly lives life [SEP] on their
own terms.

Input: <prompt>
Output:

\

Figure 4: Demonstration used for segmenting the sen-
tence into smallest semantic units. The input examples
are randomly sampled from Pile (Gao et al., 2020).

Model Question | Template

Ml Q1 A’s father is B. B is A’s father.
M1 Q2 A’s father is B. A’s father is B.
Ml Q3 A’s father is B. B’s child is A.
Ml Q4 A’s father is B. A’s child is B.

M1 Q5 A’s father is B. B is A’s father.
M1 Q6 A’s father is B. A’s father is B.
M1 Q7 A’s father is B. B’s child is A.
M1 Q8 A’s father is B. A is B’s child.
M2 Ql A is B’s child. B is A’s father.
M2 Q2 A is B’s child. A’s father is B.
M2 Q3 A is B’s child. B’s child is A.

M2 Q4 A is B’s child. A’s child is B.

M2 Q5 A is B’s child. B is A’s father.
M2 Q6 A is B’s child. A’s father is B.
M2 Q7 A is B’s child. B’s child is A.

M2 Qs A is B’s child. A is B’s child.

M3 Q1 B is A’s father. B is A’s father.
M3 Q2 B is A’s father. A’s father is B.
M3 Q3 B is A’s father. B’s child is A.
M3 Q4 B is A’s father. A’s child is B.
M3 Q5 B is A’s father. B is A’s father.
M3 Q6 B is A’s father. A’s father is B.
M3 Q7 B is A’s father. B’s child is A.
M3 Qs B is A’s father. A is B’s child.
M4 Q1 B’s child is A. B is A’s father.
M4 Q2 B’s child is A. A’s father is B.
M4 Q3 B’s child is A. B’s child is A.

M4 Q4 B’s child is A. A’s child is B.

M4 Q5 B’s child is A. B is A’s father.
M4 Q6 B’s child is A. A’s father is B.
M4 Q7 B’s child is A. B’s child is A.

M4 Q8 B’s child is A. A is B’s child.

Table 14: Chain-of-Thought reasoning path of eight test-
ing questions for four models in the Celebrity Relation
dataset.

B Additional Results
B.1 Effects of Training Tags

We wrap the training sentences with tags of <re-
verse>, </reverse> and <permute>, </permute> to
mark the unnatural sentence. At inference time,
we did not add these tags since the questions at
inference time are in natural orders.

We study the effect of the tags on Person De-
scription dataset and the results are shown below.
It can be observed that elimination of the tags can
bring performance drop. We believe the tags tell
the model that the sentence is scrambled to some
extent, i.e., not in normal syntax, implicitly. The
denotations here are the same as those in Table 13.
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