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Abstract

Model editing has become a promising ap-
proach for precisely and effectively updating
knowledge within language models. In this
paper, we investigate knowledge attenuation,
in which the retention of updated knowledge
within the language model decreases as the
number of edits increases after sequential edit-
ing. Through empirical study, we discovered
that existing editing methods generally suffer
from knowledge attenuation. We attribute this
phenomenon to two aspects: (1) redundant pa-
rameters interference and (2) update weight
disentanglement. To this end, we propose the
AdaPLE method. It not only mitigates the
knowledge attenuation issue but also improves
the performance on existing benchmarks. To
the best of our knowledge, we are the first to
investigate the cause and mitigation of knowl-
edge attenuation in sequential LLM editing.

1 Introduction

Recently, large language models (LLM) like Llama
(Touvron et al., 2023), Falcon (Almazrouei et al.,
2023), and Bloom (Workshop et al., 2022) have
shown impressive capabilities in generating human-
like text, improving performance on a variety of
natural language processing tasks. Though LLM is
capable of performing tasks based on accumulated
knowledge (Zhong et al., 2021), they are prone
to generating erroneous, harmful, or outdated in-
formation. Thus the ability to maintain fresh and
customized information is desirable in many scenar-
ios. Due to hardware and resource constraints, re-
searchers seek methods to update knowledge inside
LLM efficiently. Recent years have witnessed a
growing number of precise yet efficient model edit-
ing techniques like MEND (Mitchell et al., 2022),
MEMIT (Meng et al., 2022b), and PMET (Li et al.,
2023b), as shown in Figure 1, thus circumventing
prohibitive fine-tuning process.
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Figure 1: Illustration of language model editing. (a)
Edit the autoregressive language model to correct out-
dated knowledge. (b) Post-edit language models can
easily recall edited knowledge.

In this paper, we focus on a specific model edit-
ing scenario termed as sequential editing (Yao et al.,
2023): editing samples arrive in sequence, and we
incrementally apply the editing weights to the edit
target layer within the language model in a con-
tinuous, step-wise manner other than roll back the
update before next edit. While successful in edit-
ing, we will show that current editing methods may
incorporate unexplored defects in sequential edit-
ing termed as knowledge attenuation (KA): As the
number of edits increases, the retention of updated
knowledge significantly deteriorates across all cri-
teria, as shown in Figure 2. The edit weights during
these editing processes comprise millions of param-
eters, making them excessively redundant for rep-
resenting the knowledge that needs to be updated.
We hypothesize that these redundant weights may
contain interfering information or lead to mutual in-
teraction, which, when sequentially adding the up-
date weights corresponding to different knowledge
representations to the model’s editing target, can
damage the underlying knowledge structure within
the model and lead to a decrease in the retention
of edited information. This flaw can undermine
the adoption of these methods, as it may erode
their utility and trustworthiness in real-world ap-
plications. In particular, there is a lack of rigorous
understanding on:
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Figure 2: Scaling edit performance for LLaMA2-7B (above) and GPT-J (below) on COUNTERFACT dataset.
As illustrated, with an increase in the number of edits, the retention of updated knowledge significantly deteriorates
across all criteria, a phenomenon we refer to as knowledge attenuation. Through intensive empirical study, we
observe that existing editing methods like MEND, ROME, MEMIT generally suffer from this issue.

(1) which factors are important for knowledge
attenuation in model editing ?
(2) how to address the knowledge attenuation is-
sue effectively by considering these factors ?

To close this gap, we systemically investigate
the knowledge attenuation in sequential language
model editing through intensive empirical studies.
We inspect the updated weight for the edit layer
from the lens of redundant parameter and weight
entanglement, finding that the knowledge attenua-
tion can stem from two major causes (1) interfer-
ence from redundant parameter and (2) disentan-
glement between edit weight, both of which can
lead to deteriorate in multiple edit performance.

To this end, we introduce AdaPLE , Adaptive
Precise LLM Editing, an effective model edit-
ing method that can alleviate knowledge attenua-
tion. The proposed AdaPLE achieves more precise
model editing by integrating refined optimization
goals, concurrently optimizing the hidden states
of the MHSA and FFN other than layer hidden
states, as well as employing a superior method for
integration of editing weights to edit targets. To
validate its effectiveness, we conduct intensive ex-
periments with different language models across
diverse datasets. Results demonstrate that our pro-
posed AdaPLE enables effective scaling perfor-
mance while keeping a comparable or even superior

performance to current editing methods. Further
visualization shows that our proposed AdaPLE can
result in a significant weight disentanglement com-
pared with existing editing methods, thus resulting
in a better scaling performance.

To the best of our knowledge, we are the first to
investigate the knowledge attenuation in language
model editing. The main contributions of this paper
are as follows:

(1) We systematically investigate the knowledge
attenuation in sequential language model editing
and dissect the main causes of KA (In Section 3).

(2) We introduce AdaPLE , a scalable, precise
model editing method for better sequential editing
(In Section 4 ).

(3) Experimental results show that AdaPLE can
reach comparable or superior performance while
mitigating knowledge attenuation (In Section 5 ).

2 Preliminary

In this section, we provide comprehensive prelimi-
naries of sequential model editing.

2.1 Basic Notation

We denote the language model as Mθ, where θ
signifies the model’s parameters. Knowledge tuple
t is a triplet (s, r, o), where s is subject, r is relation,
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and o is object. Typically, a language model is
stacked by L identical layers (Vaswani et al., 2017),
which consist of MHSA and FFN sub-block. The
FFN comprises two linear layers, denoted as Win,
Wout respectively.

2.2 Model Editing
Model editing aims to adjust a model Mθ behavior
on some facts with fine-grained without influenc-
ing unrelated samples. Current works focus on
editing knowledge tuple t = (s, r, o). The editing
process inserts new tuples (s, r, o∗) in place of the
current tuple (s, r, o), where these two share the
same s and o. An editing operation is denoted as
e = (s, r, o, o∗) for brevity. Given n fact tuples
T ∗ = (t∗1, t

∗
2, . . . , t

∗
n) where t∗i = (si, ri, o

∗
i ), i =

1, 2, . . . , n, and a model Mθ, model editing yields
an edited language model M e

θ via editing opera-
tions E = {e1, e2, . . .} , where M e

θ (sj , rj) = o∗j
if tj = (sj , rj , o

∗
j ) ∈ T ∗ , else M e

θ (sj , rj) = oj .
To evaluate model editing methods, current works
focus on three dimensions: efficacy, generalization,
and locality (Yao et al., 2023).

2.3 Formal Definition of Sequential Editing
Here, let’s provide a formal definition of sequen-
tial editing. Assume we have an unedited model
M0, and n editing samples(xi, yi), where i =
1, 2, . . . , n need to be incorporated into the lan-
guage model M0. Suppose the editing operation
is a function E(·, ·), where the first parameter is
the model to be edited and the second parameter
is the editing samples. Assume we get the edited
model Mi after the i-th editing operation. In se-
quential editing, Mt (model parameter after the
t-th editing) is determined by the model weight
Mt−1 and the editing sample used in the t-th edit,
like Mt = E(Mt−1, St) , where St is the edit
samples used in the t-th edit. For different in-
dex i and j, Si ∩ Sj = ∅; for every i , we have⋃

i Si = {xj , yj}j=n
j=1 . If we denote the size of

St is nt, it satify nt ≥ 1 for every t and satisfies
n =

∑
t nt for all edit batches.

2.4 Locate-then-Edit Style Model Editing
Locate-then-Edit style editing methods view down-
sample component W l

out of FFN in LLM layers as
associative memory, denoted as W. The details of
transformer architecture can be found in (Vaswani
et al., 2017). Thus we have Wki = vi. Here,
ki ≜ kli and vi ≜ vli represent the sets of keys and
values encoding the knowledge tuple ti in the l-th

layer. We can stack above equation as matrix form
like WK ≈ V , where K ≜ [k1 | k2 | · · · | kn]
and V ≜ [v1 | v2 | · · · | vn]. That means W0 ≜
argminŴ

∑n
i=1

∥∥∥Ŵki − vi

∥∥∥
2
. MEMIT (Meng

et al., 2022b) optimizes an objective to insert new
key-value tuples :

W1 ≜ argmin
W

(
n∑

i=1

∥Wki − vi∥2

︸ ︷︷ ︸
(a) original keys and values

+

n+u∑

i=n+1

∥Wki − vi∥2

︸ ︷︷ ︸
(b) inserted keys and values

).

(1)

The (a) term in Equation 1 indicates that n original
pieces of knowledge, while the (b) term indicates
u pieces of new. They consider the target weight
W1 as the sum of the original weight W0 and the
incremental weight ∆. The close-form solution of
edit target ∆ is :

∆ = RKT
1 (C0 +K1K

T
1 )

−1, (2)

where R ≜ V1 − W0K1 represents the residual
between the values V1 (namely target knowledge
representations) corresponding to the keys K1 of
the target knowledge and the model original knowl-
edge W0K1. C0 ≜ K0K

T
0 = λ · Ek

[
kkT

]
is an

estimate of previously memorized keys obtained
through sampling. Here, λ is a hyper-parameter
that balances the modification and preservation.

2.5 Sequential Editing Performance
The existing protocol for evaluating model edit-
ing includes several key steps: updating a model’s
weight, evaluating the model after this update, and
reverting the model to its pre-update weight for
subsequent tests. However, in practical scenarios
such as sequential editing, it is essential for models
to preserve previous edits before incorporating new
ones. Consequently, enhancing the scalability of
editing capabilities is vital. This paper primarily
investigates the robustness of various methods in
sequential editing settings.

3 A Comprehensive Study of KA

In this section, we present a comprehensive study
of knowledge attenuation after sequentially editing
the language model. We first give a geometric
intuition for sequential editing, then we perform
a series of investigations to explore the primary
factors of knowledge attenuation.

3.1 Geometric Intuition and Insight
Inspired by recent work like (Ilharco et al., 2022;
Ortiz-Jimenez et al., 2023; Tang et al., 2023), it
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(a) Edit weight similarity visualization. (b) Edit weight similarity visualization after DR.

Figure 3: Edit Weight similarity visualization before and after DR. As we can see from the above figures, the
pairwise similarity of edit weight significantly decreases after drop and re-scale, indicating that weight disentangle-
ment can help mitigate knowledge attenuation.

Figure 4: Impact of top k% large parameters retain
on edit performance. Only retaining at least 20% of
high-magnitude parameters does not degrade the223
overall editing performance.

is generally believed that the less similar (closer
orthogonal) between edit weight, the less interfer-
ence between sequentially added update weight and
the better scaling edit performance. The intuition
is that the closer orthogonal edit weight indicates
that the specialized knowledge captured for each
edit sample lies in distinct subspaces with minimal
overlap or redundancy. This enables better preser-
vation of inherent knowledge structure and avoids
destructive interference during sequential language
model editing. We compute the pairwise similarity
between 10 update weights for edit samples com-
puted by MEMIT, as shown in Figure 3a. These
edit weights are similar to some extent.

On the other hand, when sequentially adding
an editing weight ∆ that is influential for knowl-

edge representation but redundant like ROME or
MEMIT to edit targets, the editing performance sig-
nificantly drops. We hypothesize that the influential
value may be obscured by the redundant parameter,
lowering the overall editing performance or decon-
structing the inherent knowledge structure of the
language model. This is aligned with observation
in work (Yadav et al., 2023b).

3.2 Further Investigation
In this section, we reveal that redundant parameters
interference and update weight disentanglement
are two primary factors of knowledge attenuation
through empirical study. We use an LLaMA2-7B
(Touvron et al., 2023) and GPT-J (Wang and Komat-
suzaki, 2021) model as the experimental backbone.
The experimental data is sampled from COUNTER-
FACT dataset.
Parameter redundancy of update weight. Recent
works have shown that, for fine-tuned models, most
model parameters can change over the adaption pro-
cess but only have a small impact on performance.
Does this hold for sequential language model edit-
ing? To validate this, we randomly select some
edit samples and compute update weight ∆ with
MEMIT (Meng et al., 2022b). For each update
weight, we keep only the largest - topk% parame-
ters and set the other parameters as zero. Results in
Figure 4 show that only retaining at least top-20%
of high-magnitude parameters does not degrade the
overall editing performance. We conduct experi-
ments on LLaMA2-7B and GPT-J with 100, 200,
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and 500 samples with MEMIT, and the results are
consistent the same.

Observation 3.1. Up to 80% parameters in edit
weight are redundant.

Redundancy parameters lead to interference.
To explore this, We select 1k edit samples and per-
form sequential editing with three different batch
settings: 10, 100, and 500 on different language
model for MEMIT. In integrating the update weight
into the FFN of edit target, we employed two dis-
tinct fusion methods: (1) a straightforward addi-
tion (referred to as “vanilla"), and (2) retaining
top 20% largest parameters of the update weight,
setting the remaining to 0 (referred to as “TR", top-
retain). The results indicate that the TR can miti-
gate knowledge attenuation in sequentially edited
language models to some extent. This conclusion
holds across experiments conducted with different
batches and models.

Observation 3.2. Sparsifying update weights can
mitigate redundant parameter interference.

Randomly drop leads to better disentanglement.
Can sparsifying update weights by retaining the top
20% highest values thoroughly address the issue
of knowledge decay in sequential editing? The an-
swer is negative. Our analysis involved calculating
and visualizing the cosine similarity among 20 sets
of update weights, each pruned to retain the top
20% of large parameters. We observed that the sim-
ilarity among these pruned update weights did not
significantly decrease, indicating that merely spar-
sifying update weights by retaining the top 20%
highest values are insufficient to solve the prob-
lem. Consequently, we adopted a novel approach
termed DR (Drop and Scale): we randomly discard
parameters of update weights with probability p,
setting the discarded values to zero, and then scale
the remaining weights by 1/(1 − p) to maintain
the expected value of update weights. Following
DR in our sequential editing as above, we discov-
ered that the edited models were effectively able to
mitigate knowledge attenuation. We calculated and
visualized the pairwise similarity among 20 sets
of update weights processed by DR in Figure 3b,
revealing that the similarity between the processed
weights was significantly reduced.

Observation 3.3. Randomly dropping can reduce
entanglement and similarity between edit weights.

4 Proposed Method: AdaPLE

In this section, we introduce AdaPLE , an effective
editing method for mitigating the KA in language
model editing. It can effectively mitigate knowl-
edge attenuation by introducing adaptive merging
of update weight. Our proposed AdaPLE follows
the locate-then-edit style and composes two phases:
(i) computing edit weight and (ii) adaptive merging
of edit weight. In the computing stage, AdaPLE
first computes update weight within an optimiza-
tion process (In section 4.1). Once computed, the
update weights are merged to edit targets during
the adaptive merging process (In section 4.2). The
pseudo-code is in Algorithm 1. For more details,
please refer to Appendix C.

4.1 Computing Edit Weight

The AdaPLE follows the Locate-then-Edit style
and regards FFN in language model layer as two-
layer key–value memories, where the up-sample
block W l

in forms a key, with which the down-
sample block W l

out retrieves an associated value in
layer l. If we regard W l

out as associative memory,
denoted as W0. We have W0ki = vi where ki ≜ kli
and vi ≜ vli (i = 1, 2, . . . , n), which encodes in-
herent knowledge inside LLM with key-value form
as knowledge representation.

To perform editing, we add update weight ∆
to W0 and get W1 = ∆ + W0. For W1, it satis-
fies W1km = vm where (km, vm) is representation
of the unedited knowledge tuple (sm, rm, om) and
W1kn = v∗n where (kn, v

∗
n) is representation of

new knowledge tuple (sn, rn, o
∗
n) that we want to

update. To get update weight ∆, we view the edit-
ing process as optimizing a new objective function.

AdaPLE views the editing process as an opti-
mization problem like locate-then-edit style meth-
ods. However, existing methods don’t modify u
pieces of existing fact, but rather directly insert
extra u new triplets to incorporate new informa-
tion. The editing process should involve both for-
getting outdated or incorrect knowledge and insert-
ing the new. Thus, we alter the optimization goal
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of AdaPLE to:

W1 ≜ argmin
W

[

n−u∑

i=1

∥Wki − vi∥2

︸ ︷︷ ︸
(a) unedited knowledge

+
n∑

i=n−u+1

∥Wki − v∗i ∥2

︸ ︷︷ ︸
(b) inserted new knowledge

−
n∑

i=n−u+1

∥Wki − vi∥2

︸ ︷︷ ︸
(c) erased old knowledge

]

(3)

Here, ki and vi (i = 1, 2, ..., n − u) indicate
the original key and value of knowledge tuple
t = (s, r, o), and v∗i refers to the target value where
i = n−u+1, n−u+2, . . . , n. (Bau et al., 2020)
shows that inserting new key-value tuples is identi-
cal to solving a constrained least-square problem.
For brevity, we stack these vectors into ma-
trices. We have K0 ≜ [k1 | k2 | · · · | kn−u],
K1 ≜ [kn−u+1 | kn−u+2 | · · · | kn],
V0 ≜ [v1 | v2 | · · · | vn−u], V1 ≜
[vn−u+1 | vn−u+2 | · · · | vn], and V2 ≜[
v∗n−u+1 | v∗n−u+2 | · · · | v∗n

]
. Solving equa-

tion 3 can model this editing process. When
inserting knowledge into linear layers like
locate-then-edit style methods, such constrained
least-square problems have a closed-form solution
as:

∆AdaPLE = RAdaPLE KT
1 (CAdaPLE + 2K1K

T
1 )

−1

(4)

where the RAdaPLE = V2 − 3W0K1 termed resid-
ual delta weights, and CAdaPLE is covariance ma-
trix. The detailed derivation can be found in Ap-
pendix C.1. For more precise editing, AdaPLE
first computes the target knowledge representations
by simultaneously optimizing the MHSA and FFN
hidden states as in PMET. Subsequently, we up-
date FFN weights in the edit target layers using
target knowledge representations. The details of
computing weight is in Appendix C.3.

4.2 Adaptive Fusion of Edit Weight

In the section 3, we reveal the extremely redundant
properties of the edit weight of language model
editing and show that such redundancy can lead to
knowledge in sequential knowledge editing. For
better fusion, we introduced the Drop-and-Rescale
(DR) fusion, which is the key design and merging
strategy of our proposed AdaPLE . The merging
phase of AdaPLE is conceptually simple and con-
sists of two steps: drop and re-scale. Given update
weight ∆, AdaPLE first performs random dropring

on update weight based on a drop rate p (setting
their values to zeros) and then rescales the remain-
ing ones by a factor 1/(1− p) as follows,

M l ∼ Bernoulli(p),

∆̃ =
(
1−M l

)
⊙∆, (5)

∆̂ = ∆̃/(1− p).

Where M l is a binary mask that shares the same
shape with update weight ∆ at layer l. Finally, we
will spread ∆̂ to different layers in edit target to
obtain the post-edit model. If we denote L as the
max AIE value layer (Meng et al., 2022a), we select
5 layers (L− 4, . . . , L− 1, L) as edit target R. To
edit multiple layers, we need to spread the residual
delta weights RAdaPLE to all target layers. The edit
target we employed is the same as MEMIT.
Theoretical Insight. Inspired by recent work (Yu
et al., 2023), we provide some theoretical intuition
for our approach. We would show that even after
dropping most update weight, AdaPLE can well
preserve the edit performance. Let W0/∆ ∈ Rm×n

be the pre-edit model /delta parameters (or edit
weight). W1 is the post-edit weight of some layer.
The input is a vector x ∈ Rn. Expectation of the
i-th (1 ≤ i ≤ m) dimension of the original hidden
states h ∈ Rm is computed by

E[W1] = E[(W0 +∆)] = W0 +∆

Assuming that AdaPLE randomly drops update
parameters with a ratio p, and rescales others by
a factor γ. With AdaPLE , the edit weight is
∆̂ = W1 − W0 ∈ Rm×n. Expectation of the i-
th dimension of hidden states becomes

E[Ŵ1] = E[
(
W0 + ∆̂

)
]

= W0 + (1− p) · γ · ∆̂ + p · γ · 0
= W0 + (1− p) · γ · ∆̂

By setting γ = 1/(1 − p), we have E[W1] =
E[Ŵ1], concluding that AdaPLE can approximate
the original update weight.

5 Experiment

In this section, we study several axes of the existing
knowledge editing methods, including a) overall
performance, and b) performance of undergoing
multiple simultaneous edits. More experimental
results are in Appendix D.
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Method Score↑ Efficacy↑ Generalization↑ Specificity↑
Llama2-7B 24.8 17.4 (0.5) 19.2 (0.4) 86.1 (0.7)

FT 68.8 99.1 (0.1) 78.2 (0.3) 48.3 (0.6)
MEND 23.8 16.3 (0.6) 18.8 (0.7) 84.6 (0.5)
ROME 51.8 52.3 (0.9) 51.4 (0.8) 51.7 (0.6)
MEMIT 86.5 97.5 (0.2) 89.3 (0.5) 75.6 (0.5)
PMET 86.8 98.4 (0.1) 92.8 (0.5) 73.4 (0.4)
AdaPLE 87.4 98.5 (0.4) 93.6 (0.2) 74.2 (0.3)

Table 1: Editing Llama2-7B on the COUNTERFACT
dataset. Within parentheses is 95% confidence interval.
95% confidence intervals are in parentheses.

5.1 Experimental Setup

Models. Our experiments are conducted with 3
different language models: GPT-J 6B (Wang and
Komatsuzaki, 2021), GPT-NeoX 20B (Black et al.,
2022), and Llama-2 7B (Touvron et al., 2023).
Datasets The vanilla knowledge editing is evalu-
ated on two datasets: Zero-Shot Relation Extrac-
tion (zsRE) (Levy et al., 2017) and COUNTERFACT

(Meng et al., 2022a). The details of these two
datasets can be found in Appendix B.
Baselines Our baselines include full fine-tuning
(FT), the meta learning-based MEND (Mitchell
et al., 2022), and the locate-then-edit style methods
ROME (Meng et al., 2022a), PMET (Li et al.,
2023b) and MEMIT (Meng et al., 2022b).
Implementation details We conduct our experi-
ment with Pytorch, the model weights are down-
loaded from Huggingface transformers library *.
All the experiments are running on two NVIDIA
RTX 8000 GPUs with 48GB RAM. We adopt the
codebase from MEMIT† and PMET ‡ for all of the
experiments in this work.

5.2 Main Results

Editing Knowledge on COUNTERFACT. The
score in Table 1 is the harmonic mean of effi-
cacy, generalization, and specificity. As a result,
the unedited LLMs performed poorly in terms of
efficacy and generalization but exhibited good per-
formance in terms of specificity Except for be-
ing slightly inferior to MEND in terms of speci-
ficity, AdaPLE outperforms all baselines in all
other metrics. Table 1 presents the results of all
methods on 10K counterfactual edits. In the trade-
off between editing reliability and specificity, both
PMET, AdaPLE , and MEMIT tend to prioritize
reliability, while MEND leans towards specificity.

*https://github.com/huggingface/transformers
†https://github.com/kmeng01/memit
‡https://github.com/xpq-tech/PMET

Method Score ↑ Efficacy ↑ Generalization↑ Specificity↑
Llama2-7B 27.5 27.4 (0.6) 26.8 (0.5) 28.2 (0.5)

FT 42.7 68.5 (0.6) 65.9 (0.6) 24.7 (0.5)
MEND 20.7 20.4 (0.1) 18.7 (0.3) 23.6 (0.5)
ROME 5.9 23.5 (0.7) 21.3 (0.7) 2.4 (0.1)
MEMIT 51.7 95.7 (0.3) 88.9 (0.5) 27.5 (0.5)
PMET 54.4 96.7 (0.5) 89.5 (0.4) 29.7 (0.4)
AdaPLE 54.6 97.3(0.3) 90.6 (0.2) 29.7 (0.2)

Table 2: Quantitative analysis of editing LLaMA2-7B
on ZsRE. The evaluation metric is the same as MEMIT.
95% confidence intervals are in parentheses.

Editing Knowledge on ZSRE Dataset. The re-
sults of editing 10K knowledge instances on the
zsRE dataset are presented in Table 2. The re-
sults demonstrate that AdaPLE outperforms exist-
ing methods in two of three metrics: efficacy, and
generalization. It is worth noting that AdaPLE
outperforms all baselines in all of the metrics.

5.3 Multiple Edit Performance

Our evaluation focuses on whether methods ex-
hibit robust performance in sequential editing, with
results presented in Table 3. We conduct this ex-
periment with LLaMA-7B on COUNTERFACT
dataset. As demonstrated, our proposed AdaPLE
is robust to multiple edits even scaling to 10k on
different evaluation criteria.

5.4 Ablation Studies

The AdaPLE method encompasses several key ele-
ments: (i) optimizing MHSA and FFN state sim ;
(ii) spreading of update weight to target layers with
square root; (iii) employing a new optimization ob-
ject and (iv) drop-and-rescale (DR) fusion strategy.
Now we conduct ablation studies on COUNTER-
FACT dataset to explore knowledge attenuation of
the edited language model with LLaMA2-7B. As is
presented in Table 3, results show that the drop-and-
rescale fusion strategy (DR in Table) is effective
in mitigating KA and simultaneously improves the
language model’s ability to recall knowledge after
editing. Employing a new optimization objective
also contributes to a reduction in KA to some ex-
tent. What’s more, concurrently optimizing the
states of MHSA and FFN rather than the layer state
during computing knowledge representations has
also an obvious effect on diminishing KA.

6 Discussion

In this section, we provide more discussion for
further understanding of KA and proposed method.
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# Edits Methods Score ↑ Efficacy ↑ Generalization ↑ Specificity↑
Llama2-7B 24.8 17.4 19.2 86.1

1K

AdaPLE 91.6 97.8 96.4 82.3
w/o δai 90.9 (↓0.7) 97.6 (↓0.2) 96.0 (↓0.4) 94.4 (↓2.9)

w/o New optim 90.3(↓1.3) 96.8 (↓1.0) 95.7 (↓0.7) 80.3 (↓2.0)
w/o DR (89.4↓2.2) 96.6 (↓1.2) 94.7 (↓1.7) 81.1 (↓1.2)

10K

AdaPLE 87.4 98.5 93.6 74.2
w/o δai 86.8 (↓0.6) 98.3 (↓0.2) 92.6 (↓1.0) 72.5 (↓3.9)

w/o New optim 86.8 (↓0.6) 97.6 (↓0.9) 91.4 (↓2.2) 74.8 (↓1.6)
w/o DR 84.8 (↓4.1) 96.3 (↓2.2) 89.2 (↓4.4) 72.6 (↓2.8)

Table 3: The results of the sequential and ablation
experiments. Our proposed AdaPLE can scale to 10k
edits in sequential editing like PMET. The w/o δai repre-
sents only optimizing the hidden state δmi of FFN (We
optimize both the hidden state of FFN and MHSA here).
w/o New Optim represents using old optimization ob-
ject. w/o DR represents using original fusion policy
other than DR.

Figure 5: Edit performance with different weight
fusion strategy. The results indicate these baselines all
suffer from knowledge attenuation to some extent and
our proposed DR gets the best performance.

6.1 Different Fusing Algorithm.

In the previous section, we discussed the key de-
sign features of our proposed AdaPLE method in
calculating update weights and its implications for
mitigating KA. In this section, we aim to explore
whether existing model fusion algorithms can alle-
viate the phenomenon of KA and, further, if they
can outperform our proposed method. We primar-
ily compared the following methods: vanilla aver-
aging, Lookahead(Zhang et al., 2019), and WiSE-
FT(Wortsman et al., 2022). Through a series of
experiments, we found that these methods are all,
to some extent, affected by the phenomenon of
knowledge attenuation, as is shown in Figure 5.

6.2 How Does DR Rate Affect Performance ?

The section above has empirically demonstrated
the effectiveness of our method. Another critical
hyper-parameter that requires investigation in our
proposed method is the drop rate p. We adjusted p
from 0 to 1.0, conducting tests with 1k edits. The
results in Figure 6 reveal that setting p between 0.7

Figure 6: Drop rate impact on edit performance. We
conduct 1k edits with different drop rate. The results
show that setting p between 0.7 and 0.9 effectively alle-
viates knowledge attenuation.

Figure 7: Improving existing edit methods with drop-
and-rescale strategy. Empirical study indicates that
employing the DR method for weight fusion can indeed
mitigate the knowledge attenuation issue.

and 0.9 effectively alleviates knowledge attenua-
tion. This outcome is surprising and underscores
the significant redundancy of the update weights.
The interference among these redundant update
weights is a major contributor to severe KA.

6.3 Can DR Strategy Help Existing Methods?

Given the success of our proposed AdaPLE ,
we sought to explore whether our weight fusion
method DR could serve as a plug-and-play strat-
egy to help current model editing techniques like
ROME, and PMET in mitigating knowledge de-
cay during sequential editing. To this end, we re-
placed the weight fusion components of ROME,
PMET, and MEMIT with our DR method. The
experimental outcomes in Figure 7 indicate that
employing the DR method for weight fusion can
indeed mitigate the KA issues observed in current
model editing techniques to a certain extent.
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7 Conclusion

In this paper, we systemically investigate knowl-
edge attenuation of sequential edited language mod-
els. We analyze the potential causes of KA and
attribute them to the primary defects of current
editing methods, including (1) redundant parame-
ters interference and (2) update weight disentangle-
ment. To this end, we propose AdaPLE . Empirical
studies indicate that it can effectively mitigate KA
of sequentially edited language models while per-
forming better on editing efficiency compared to
existing model editing methods. It must be noted
that our method can only mitigate KA to a certain
extent, and we look forward to more work that can
address this issue.

Limitation

In this paper, we systematically investigate the
knowledge attenuation of the edited language
model. Our study highlights the ubiquity of KA
in sequential edited language models and proposes
effective strategies for mitigating this issue. Given
the prevalence of potential errors or biases in exist-
ing LLMs, our approach offers a scalable approach
to alleviate this issue. Consequently, this aids in
reducing and mitigating the generation of harmful
or biased content. On the other hand, our method
could also be utilized to inject harmful information
into open-source Large Language Model weights,
potentially leading to significant societal impacts.
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A Related Work

A.1 Model Editing
Model editing has increasingly captured attention. Recent advancements suggest modifying MLP weights
directly, drawing inspiration from the linear associative memory capacities of FFNs in transformers (Geva
et al., 2020) and their successful implementation in convolutional models (Bau et al., 2020). Specifically,
work Meng et al. (2022a) edits single facts by applying a ROME to the parameters of an MLP layer in
the LLM, showing enhanced performance compared to earlier methods. Initial research in model editing
focused on updating individual neurons either by constrained layer fine-tuning (Sinitsin et al., 2019; Zhu
et al., 2020) or by employing hypernetwork-based methods such as (De Cao et al., 2021). Additionally,
some studies have investigated the use of external memory for storing updates (Li et al., 2022).

This work builds upon Meng et al. (2022b) and Li et al. (2023b), which expanded this methodology to
encompass thousands of edits by adjusting the weights across various MLP layers. Gupta et al. (2023)
showed that modifying shallow layers could effectively work with MEMIT. Additional studies, such as
Raunak and Menezes (2022), have explored editing within encoder-decoder models, while Cheng et al.
(2023) have aimed to modify knowledge graphs.

Efforts to evaluate model editing methods have included assessing through a relational perspective,
empirical studies on multi-hop QA performance like (Zhong et al., 2023) and (Gu et al., 2023), inves-
tigations into the propagation of edited entities (Onoe et al., 2023), and modifications using in-context
learning (Zheng et al., 2023). For an extensive overview of model editing, references such as Yao et al.
(2023), Wang et al. (2023), Mazzia et al. (2023), and Zhang et al. (2024) are recommended, alongside a
survey by Si et al. (2023) focusing on unlearning within model editing.

A.2 Drawbacks of Model Editing
Despite the introduction of model editing, few studies have addressed its drawbacks. Li et al. (2023c)
identified two main issues: knowledge conflict and knowledge distortion. Gupta et al. (2023) discovered
that common sense knowledge localization in FFN layers of LLMs involves crucial roles for the subject,
object, and relation in memory recall, albeit with a focus on classification rather than generation tasks.
Ma et al. (2023) aimed at mitigating the reversal curse in model editing for LLMs.

A.3 Model Merging
In our study, we delve into the integration of diverse models or modules, a process known as model fusion,
where models fine-tuned on distinct datasets are amalgamated into a unified model adept at managing
multiple tasks (Li et al., 2023a; Ilharco et al., 2022; Yadav et al., 2023a). This burgeoning field is attracting
increased interest. The concept of a task vector, introduced in (Ilharco et al., 2022), allows a model to
learn varied tasks simultaneously without catastrophic forgetting by manipulating task vectors through
arithmetic operations. Fisher-Merging (Matena and Raffel, 2022) evolves the process to weighted merging,
where the weights are determined by the Fisher information matrix, rather than a simple uniform approach.
Another method, RegMean (Jin et al., 2022), proposes merging linear layers by solving a local linear
regression problem using inner product matrices derived from training data. AdaMerging (Yang et al.,
2023) goes a step further by learning merging coefficients directly from unlabeled test data. Meanwhile,
UncertaintyMerging (Daheim et al., 2023) employs a novel strategy that leverages uncertainty by utilizing
multiple Fisher matrices, which are collected during both the pre-training and training stages.

A.4 Catastrophic Forgetting
A related issue to the knowledge attenuation phenomenon addressed in this paper is the well-documented
problem of catastrophic forgetting (CF) (Wu et al., 2020), (Goodfellow et al., 2013). Catastrophic forget-
ting refers to the prevalent issue where machine learning models, trained on evolving data distributions,
exhibit degraded performance on earlier data instances. Addressing catastrophic forgetting has been a
significant area of research focus; however, many strategies prove effective only in particular contexts,
with advancements being impeded by a limited grasp of CF’s underlying characteristics. Some studies
aim to deepen our understanding of CF, as seen in (Goodfellow et al., 2013; Toneva et al., 2018), while
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others concentrate on counteracting CF, such as (Kemker et al., 2018). Notable methodologies include
structural regularization, as exemplified by (Kirkpatrick et al., 2017) and (Zenke et al., 2017), and the
functional regularization approach utilizing a replay buffer (Rolnick et al., 2019).

B Dataset

B.1 ZsRE Dataset
The zsRE question answering task (Levy et al., 2017) was first used for factual knowledge evaluation by
De Cao et al. (2021), later being extended and adopted by (Mitchell et al., 2022). In our study, we use
the same train/test splits as (Mitchell et al., 2022); note that non-hypernetwork methods do not require
training, so the corresponding dataset split is discarded in those cases. Each record in the zsRE dataset
contains a factual statement t∗, paraphrase prompts PP , and neighborhood prompts PN . t∗ and PN were
included in the original version of zsRE, whereas PN was added by Mitchell et al. (2022) via sampling of
a random dataset element.

B.2 Counterfact Dataset
COUNTERFACT is designed to enable distinction between superficial changes in model word choices from
specific and generalized changes in underlying factual knowledge. Each record in COUNTERFACT dataset
is derived from a corresponding entry in (Elazar et al., 2021) containing a knowledge tuple tc = (s, r, oc)
and hand-curated prompt templates T (r), where all subjects, relations, and objects exist as entities in
WikiData. Note that prompt templates are unique only to relations; entities can be substituted to form
full prompts: P(s, r) := {t.format(s) | t ∈ T (r)}, where .format() is string substitution. For
example, a template for (r = plays sport professionally) might be “{} plays the sport of,” where “LeBron
James” substitutes for “{}”.

C Supplementary to Method

C.1 Derivation of Close-Form Solution Optimization Object for Editing
Here we present the detailed derivation of Equation 4. This derivation is included for clarity and
completeness and is a review of the classical solution of least-squares with equality constraints as applied
to our setting.

If we stack keys and memories as matrices K = [k1 | k2 | · · · | kn] and V = [v1 | v2 | · · · | vn], then
the equation can be optimized by solving the normal equation. We denote Wout as W . We assume that W
is the optimal least-squares solution for memorizing a mapping from a previous set of keys K to values
V ; this solution can be written using the normal equations as follows.

the W that minimizes ||WK − V ||2F (6)

solves WKKT = V KT (7)

Here the Frobenius norm is used to write the total square error since the variable being optimized is a
matrix W rather than a vector x as in the classical textbook presentation of least squares.

We wish to find a new matrix Ŵ that solves the same least squares problem with an additional equality
constraint as written:

Ŵk∗ = v∗ (8)

MEMIT (Meng et al., 2022b) optimizes an objective function to obtain target weights :

W1 ≜ argmin
W

(
n∑

i=1

∥Wki − vi∥2

︸ ︷︷ ︸
(a) original keys and values

+

n+u∑

i=n+1

∥Wki − vi∥2

︸ ︷︷ ︸
(b) inserted keys and values

).
(9)

The (a) term in Equation 9 indicates that we want to retain n original pieces of knowledge, while the
(b) term indicates that we want to add u pieces of knowledge. We can solving the above equation with
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block form:

W1

[
K0 K1

] [
K0 K1

]T
=

[
V0 V1

] [
K0 K1

]T (10)

which expands to: (W0 +∆)(K0K
T
0 +K1K

T
1 ) = V0K

T
0 + V1K

T
1 (11)

W0K0K
T
0 +W0K1K

T
1 +∆K0K

T
0 +∆K1K

T
1 = V0K

T
0 + V1K

T
1 (12)

subtracting norm equation : ∆(K0K
T
0 +K1K

T
1 ) = V1K

T
1 −W0K1K

T
1 . (13)

However, it is important to note that there are some issues with the optimization framework of existing
methods. Actually, these methods do not directly insert u new pieces of knowledge, but rather modify
u pieces of existing knowledge to incorporate new information. This process should involve two steps:
forgetting outdated or incorrect knowledge and inserting new knowledge. Thus the optimization goal
should be:

Ŵ ≜ argmin
W

(

n−u∑

i=1

∥Wki − vi∥2 +
n∑

i=n−u+1

∥Wki − v∗i ∥2) + argmax
W

(
n∑

i=n−u+1

∥Wki − vi∥2) (14)

Here the ki and vi (i = 1, 2, ..., n− u)indicate the original key and value, and v∗i refers to target value
where i = n− u+ 1, n− u+ 2, . . . , n. We can solve this optimization problem analytically. It can be
re-write as:

Ŵ ≜ argmin
W

(

n−u∑

i=1

∥Wki − vi∥2 +
n∑

i=n−u+1

∥Wki − v∗i ∥2 −
n∑

i=n−u+1

∥Wki − vi∥2) (15)

then

Ŵ ≜ argmin
W

(

n−u∑

i=1

∥Wki − vi∥2 −
n∑

i=n−u+1

∥Wki − vi∥2 +
n∑

i=n−u+1

∥Wki − v∗i ∥2) (16)

The block form for above equation 14 is

W1

[
K0 K1 K1

] [
K0 K1 K1

]T
=

[
V0 −V1 V2

] [
K0 K1 K1

]T (17)

which expands to: (W0 +∆)(K0K
T
0 + 2K1K

T
1 ) = V0K

T
0 − V1K

T
1 + V2K

T
1 (18)

W0K0K
T
0 + 2W0K1K

T
1 +∆K0K

T
0 + 2∆K1K

T
1 = V0K

T
0 − V1K

T
1 + V2K

T
1 (19)

subtracting norm equation : ∆(K0K
T
0 + 2K1K

T
1 ) = V2K

T
1 − 2V1K

T
1 −W0K1K

T
1 . (20)

Thus:(K0K
T
0 + 2K1K

T
1 ) = (V2 − 2V1 −W0K1)K

T
1 . (21)

We have :W0K1 = V1 (22)

∆AdaPLE = (V2 − 3W0K1)K
T
1 (K0K

T
0 + 2K1K

T
1 ) (23)

Finally : ∆AdaPLE = RAdaPLE KT
1 (CAdaPLE + 2K1K

T
1 )

−1 (24)

Here V0 denotes the unchanged value, V1 is the value to be forgotten, and V2 is the new value to be
remembered. Here, RAdaPLE is V2 − 3W0K1. CAdaPLE is the estimate of co-variance matrix.

C.2 Algorithm
The algorithm of our proposed method AdaPLE is in Algo 1.

C.3 Computing Update Weight
Upon deriving an analytical solution for the optimization objective 3 as Equation 4, it is necessary to
compute K1, V2, and residual CAdaPLE separately.
Computing knowledge representation.

Unlike ROME and MEMIT, which add optimizable parameters δi to the layer hidden states hLi at the
L-th layer and obtain the optimized layer hidden states vi = hLi + δi through gradient descent, we follow
PMET adds optimizable parameters δai and δmi to the MHSA and FFN hidden states aLi and mL

i of the
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Algorithm 1: The AdaPLE Algorithm

Data: Edit dataset E = {(si, ri, oi)}, language model M , layers to editR, covariances C l

Result: Edited language model containing edits from E
for si, ri, oi ∈ E do

optimize δai ← argminδi
1
P

∑P
j=1− logPM(hL

i +=δi)
[oi | xj ⊕ p(si, ri)]

optimize δmi ← argminδi
1
P

∑P
j=1− logPM(hL

i +=δi)
[oi | xj ⊕ p(si, ri)]

zi ← mL
i + δmi

hs−1
i ← 0

for l ∈ R do
hli ← hl−1

i + 3ml
i

for si, ri, oi ∈ E do
kli =

1
P

∑P
j=1 prev(Wout, prefj ⊕ p(si, oi))

rli ←
zi−hl

i√
L−l+1

K l
1 ← [kl1i , ..., k

L
i ]

Rl
AdaPLE ← [rl1i , ..., r

L
i ]

∆l
AdaPLE ← RlK l

1
T
(C l + 2K lK lT )−1

Random Drop and Re-scale ∆l
AdaPLE , get final edit weight ∆̂l

AdaPLE
W l

1 ←W l
0 + ∆̂l

AdaPLE

components at the L-th layer, respectively. Then, AdaPLE only retains the optimized FFN hidden states to
update MLP weights WL

out, denoted as vmi = mL
i + δmi = argmin

vmi

L(vmi ). L(vmi ) is defined as follows:

L(vmi )

= DKL

(
PMθ(aL

i +=δai ,mL
i +=δmi )

[
y | p′

]
∥PMθ

[
y | p′

])
+

1

P

P∑

j=1

− log PMθ(aL
i +=δai ,mL

i +=δmi )

[
ySt
i | prefj ⊕ p(xi)

]
,

(25)

whereMθ

(
aLi + = δai ,m

L
i + = δmi

)
represents the optimizable parameters δai and δmi are added to the

hidden states of MHSA and FFN at the L-th layer of the modelMθ, respectively. prefj ⊕ p(xi) and p′

are, as in ROME (Meng et al., 2022a), prefixes used to enhance the generalization of the target knowledge
and the prompt template used for calculating the KL divergence: ‘{S} is a’. After calculating the values
of all the target knowledge that needs to be changed, they can be stacked into a matrix V2.
Computing K1 with diverse prefix. Once we have V2, the next step is to obtain keys K1. Keys are
related to specific weights to be edited and represent the hidden states before entering those specific
weights. The keys kli at the l-th layer are defined as follows:

kli =
1

P

P∑

j=1

prev(Wout, prefj ⊕ p(si, oi)) (26)

where prev(Wout, prefj⊕p(si, oi)) represents the hidden state of the input prefj⊕p(si, oi) before flowing
through the weight Wout. This can be achieved by "hooking" the model to be edited (Meng et al., 2022a).
If one wants to edit Wout , then prev(Wout, p(si, oi)) = σ

(
W l

inγ
(
hl−1
j (p(si, oi))

))
. We can then get

K1 by stacking all of ki. It must be noted that the p(si, oi) here is the edit context.
Computing covariance matrix CAdaPLE . CAdaPLE ≜ K0K

T
0 = λ ·Ek

[
kkT

]
is an estimate of previously

memorized keys obtained through sampling from WIKI text dataset. Here, λ is a hyper-parameter that
balances the modification and preservation.
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D Supplement to Experiment

We conduct extra experiments with GPT-J and GPT-Neo-X on the zsRE and COUNTERFACT datasets.

D.1 More experiments on COUNTERFACT dataset

Method Score Efficacy Generalization Specificity Fluency Consistency

GPT-NeoX 23.5 16.6 (0.5) 18.1 (0.6) 81.4 (1.1) 620.4 (0.3) 29.0 (0.4)

FT 68.1 97.4 (0.1) 77.6 (0.7) 47.8 (0.6) 295.7 (1.3) 17.5 (0.3)
MEND 23.0 15.7 (0.7) 18.5 (0.7) 78.6 (0.5) 618.4 (0.3) 31.1 (0.2)
ROME 52.6 53.2 (0.6) 52.3 (0.8) 52.4(0.8) 588.8 (0.6) 4.9 (0.0)
MEMIT 81.8 97.0 (0.6) 81.8 (1.2) 70.7 (1.5) 603.5 (0.3) 36.2 (0.2)
PMET 84.0 97.5 (0.1) 88.9 (0.5) 70.4 (0.5) 601.6 (0.2) 39.6 (0.2)
AdaPLE 84.4 97.5 (0.3) 89.8 (0.4) 70.6 (0.3) 604.2 (0.3) 40.3 (0.5)

GPT-J 22.4 15.2 (0.7) 17.7 (0.6) 83.5 (0.5) 622.4 (0.3) 29.4 (0.2)

FT 67.6 99.4 (0.1) 77.0 (0.7) 46.9 (0.6) 293.9 (2.4) 15.9 (0.3)
MEND 23.1 13.5 (0.7) 15.1 (0.7) 83.0 (0.2) 618.4 (0.3) 31.1 (0.2)
ROME 50.3 50.2 (1.0) 50.4 (0.8) 50.2 (0.6) 589.6 (0.5) 3.3 (0.0)
MEMIT 85.8 98.9 (0.2) 88.6 (0.5) 73.7 (0.5) 619.9 (0.3) 40.1 (0.2)
PMET 86.2 99.5 (0.1) 92.8 (0.4) 71.4 (0.5) 620.0 (0.3) 40.6 (0.2)
AdaPLE 87.1 99.7 (0.3) 93.6 (0.1) 72.9 (0.4) 619.0 (0.2) 40.9 (0.1)

Table 4: Empirical results on COUNTERFACT dataset with GPT-NeoX, and GPT-J. 95% confidence intervals are in
parentheses.

D.2 More experiment on zsRE dataset
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Methods Efficacy Generalization Specificity

GPT-J 26.4 (±0.6) 25.8 (±0.5) 27.0 (±0.5)

FT 69.6 (±0.6) 64.8 (±0.2) 24.1 (±0.6)
MEND 19.4 (±0.4) 18.6 (±0.3) 22.4 (±0.5)
ROME 21.0 (±0.7) 19.6 (±0.7) 0.9 (±0.4)
MEMIT 96.7 (±0.3) 89.7 (±0.5) 26.6 (±0.5)
PMET 96.9 (±0.3) 90.6 (±0.2) 26.7 (±0.2)
AdaPLE 97.0(±0.4) 90.7 (±0.3) 25.3 (±0.6)

GPT-NeoX 28.6 (±0.4) 27.1 (±0.6) 27.6 (±0.2)

FT 71.6 (±0.3) 65.8 (±0.6) 26.1 (±0.5)
MEND 20.7 (±0.3) 20.6 (±0.5) 23.4 (±0.8)
ROME 23.4 (±0.8) 22.6 (±0.2) 1.6 (±0.1)
MEMIT 95.3 (±0.4) 90.7 (±0.6) 26.4 (±0.1)
PMET 95.9(±0.2) 92.2 (±0.6) 26.7 (±0.3)
AdaPLE 96.1(±0.4) 92.2 (±0.2) 27.3 (±0.7)

Table 5: Empirical results on zsRE dataset with GPT-NeoX, and GPT-J. 95% confidence intervals are in parentheses.
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