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Abstract

The evolution of large language models (LLMs)
has culminated in a multitask model paradigm
where prompts drive the generation of user-
specific outputs. However, this advancement
has revealed a challenge: LLMs frequently pro-
duce outputs against socially acceptable com-
monsense standards in various scenarios. To
address this gap in commonsense reasoning,
we present KoCommonGEN v2, a fine-grained
benchmark dataset focused on Korean common-
sense reasoning. This dataset, enriched with
human annotations, comprises multiple-choice
questions across seven error categories. These
categories include commonsense memoriza-
tion, numerical commonsense, toxic speech,
and more, which are vulnerable to undermining
the reliability of LLMs’ commonsense reason-
ing capabilities. The empirical results present
that LLMs struggle with Korean commonsense
reasoning. With human accuracy benchmarked
at approximately 85%, GPT-4’s performance
lags at about 74%, and other LLMs demon-
strate an average accuracy of around 42%. Our
findings emphasize the need for targeted im-
provements in Korean commonsense reasoning
within LLMs, paving the way for more socially
and contextually sensitive Al models. KoCom-
monGEN v2 is one of the benchmark datasets
for the Open Ko-LLM Leaderboard.

1 Introduction

In the field of natural language processing (NLP)
research, the significance of benchmark datasets
has grown notably with the advent of Transformer-
based language models (Radford et al., 2018; De-
vlin et al., 2019) and the feasibility of pre-training
on large corpora. Language models have evolved
to engage in multitask learning, emphasizing the
need for overall linguistic skills and language un-
derstanding (Wang et al., 2018, 2019). In partic-
ular, attaining performance akin to human cogni-
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tion remains a long-standing challenge, and lan-
guage models are striving to grasp commonsense
reasoning. This pursuit has led to the introduc-
tion of prominent commonsense benchmarks, such
as CommonsenseQA (Talmor et al., 2019), Com-
monGEN (Lin et al., 2020b), PiQA (Bisk et al.,
2020), and SWAG (Zellers et al., 2018). How-
ever, the efficacy of these commonsense benchmark
datasets has begun to diminish with the innovative
improvements of large language models (LLMs),
such as GPT-3 (Brown et al., 2020), FLAN (Wei
et al., 2021), InstructGPT (Ouyang et al., 2022),
LLaMA?2 (Touvron et al., 2023b), Mistral (Jiang
et al., 2023), and GPT-4 (OpenAl, 2023). LLMs
can outperform upper-bound even with few-shot
prompt-based tuning or zero-shot settings.

However, as a wide array of tasks and scenar-
ios are consolidated into a single LLM, the new
concern is the heightened risk of these models gen-
erating outputs that violate commonsense in social
and cultural contexts. Recently, there has been a
notable incident referred to as ‘the MacBook throw-
ing incident of King Sejong (1397-1450)"" in the
Korean community where the media negatively de-
scribed LLMs as lying to make hallucinations even
in commonsense knowledge.

This incident shows the increasing need to recog-
nize the complexity of commonsense required from
LLMs based on sociocultural differences and to
adopt broad-ranging approaches in commonsense
reasoning that extend beyond inherent everyday
life or elementary school-level knowledge. It also
demonstrates the importance of including common-
sense knowledge shared among speakers of the
same language community. Therefore, we contend
that evaluating LLMs for commonsense reasoning,
if solely reliant on universally applicable common-
sense knowledge and English translated without
considering sociocultural knowledge, along with

]https: //english.hani.co.kr/arti/english_
edition/e_international/1095956
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approaches limited in scope to explaining common-
sense, are grounded in outdated concerns.

To address the challenges posed by the new
generation of LLMs, we introduce KoCommon-
GEN v2, a dataset aimed at fine-grained evalua-
tion of Korean commonsense reasoning. We adopt
the Korean CommonGEN (Seo et al., 2022)? de-
sign and enhance outdated settings for evaluating
the performance of LLMs. Firstly, we reconstruct
the dataset from scratch to associate more closely
with Korean commonsense knowledge, moving
away from depending on the translated sources
and universal commonsense. Secondly, we expand
the scope beyond elementary-level commonsense
reasoning. This benchmark dataset includes seven
error types to precisely identify where LLMs are
missing commonsense reasoning. Thirdly, we alter
from a natural language generation-based evalua-
tion to a multiple-choice task format. This change
standardizes the evaluation process, ensuring that
language models are tested on their reasoning abil-
ity to produce results aligned with Korean com-
monsense based on unified instructions (Sai et al.,
2022). Our contributions are as follows:

(1) Introduction to KoCommonGEN v2: We
introduce a fine-grained version of a benchmark for
Korean commonsense reasoning. This benchmark
dataset is designed to evaluate LLMs’ challenge
with socioculturally sensitive criteria, addressing
the limitations of existing benchmarks.

(ii) Classification of seven error types: We ex-
tend the scope to include seven error categories.
These categories are designed to probe areas where
LLMs struggle, including toxicity, commonsense
memorization, and numerical inaccuracies.

(iii) Comparative analysis of LLM perfor-
mance: Our comprehensive analysis focuses on
the performance of LLMs, both open-source and
commercial, in Korean commonsense reasoning.
Our findings reveal that these models have not yet
reached human proficiency in understanding and
applying Korean commonsense, highlighting the
weak error types that require further improvement.

(iv) Commonsense in multilingualism: Our re-
search examines the effects of language changes
on the same Korean commonsense knowledge. We
investigate how LLMs’ understanding of common-
sense can vary when dealing with different lan-
guages and code-switching scenarios.

2For details about this dataset, refer to the Appendix M

The following task involves combining nouns and verbs from
the concept set to create a sentence that is consistent with com-
monsense. Choose the option that contains the most logically
valid sentence among the four examples created by combining
nouns and verbs from the concept set.

Concept set: { [#moral#give#topic#lecture }

1. I moral topic give a lecture.

2.1did not give a lecture on a moral topic.

3. I lecture gave because of a moral topic.

4. Moral topic makes me lecture.

Answer: 2. I did not give a lecture on a moral topic.

Table 1: An example of unified instruction and multiple-
choice question answering in the plausibility type of
KoCommonGEN v2. This figure is translated into En-
glish for the convenience of non-Korean speakers.

2 KoCommonGEN v2

As illustrated in Table 1, KoCommonGEN v2 is
comprised of multiple-choice question answering.
Based on the instructions of the task prompt (blue
box) and the concept set (yellow box), the model is
required to correctly infer the relations among con-
cepts and select the most commonsense-acceptable
answer choice from four choices.

2.1 Task Definition

CommonGEN (Lin et al., 2020b) and Korean Com-
monGEN (Seo et al., 2022) are recognized as gen-
erative commonsense reasoning tasks. These tasks
utilize given sets of concepts to assess the capa-
bility of generating plausible sentences. Drawing
inspiration from these benchmark datasets, KoCom-
monGEN v2 introduces a task focused on interpret-
ing task prompts and selecting an answer choice
that effectively transforms an input concept set
C =ci,...,cy, into a target sentence 7. This trans-
formation is guided by commonsense reasoning
applied within the bounds of C, aiming to avoid
violations against commonsense.

2.2 Error Categorization

We define seven types of errors that can impact

the reliability of LLMs’ commonsense reasoning.
Each type is constituted to navigate shared societal
norms, expectations, and cultural contexts, along
with commonsense knowledge. (i) Commonsense
Distortion: Evaluates the causal validity and tem-
poral suitability of historical events considered
commonsense by Korean community (Yin et al.,
2022; Keleg and Magdy, 2023). (ii)) Commonsense
Memorization: The frequency of co-occurrence
during pre-training significantly influences com-
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monsense knowledge. This reveals the potential
risk of given concepts forming expressions that
do not align with commonsense based solely on
superficial information (Tirumala et al., 2022; Du
et al., 2023). (iii) Toxic Speech: The ambiguous
boundary between sociocultural commonsense and
prejudice poses a risk of leading to aggressive ex-
pressions directed at specific groups or individ-
uals. (Sap et al., 2020; Bauer et al., 2023). (iv)
Grammaticality: Evaluates the task of construct-
ing sentences that comply with Korean morphologi-
cal rules according to compositional generalization,
considering the generative commonsense reasoning
task with a given concept set (Keysers et al., 2019;
Lin et al., 2020b; Seo et al., 2022). (v) Plausibil-
ity: Encourages forming the make-sense sentence
through implicit and fuzzy reasoning, rather than
retrieving knowledge (Bhagavatula et al., 2019; Liu
et al., 2023). (vi) Numerical Commonsense: Mea-
sures the inclusion of hallucinations or the occur-
rence of recall failure regarding universal or socio-
cultural numerical commonsense (Lin et al., 2020a;
Liu et al., 2022). (vii) Proverb: Assesses the abil-
ity to understand elusive and idiomatic meanings
based on non-compositional concepts. (Zeng et al.,
2023). Each multiple-choice question embodies the
error corresponding to one of the seven common-
sense error categorizations.

Commonsense Distortion The commonsense
distortion type determines whether models can ac-
curately interpret content that aligns with estab-
lished events recognized in commonsense knowl-
edge. In communities sharing the same language
and sociocultural commonsense knowledge, there
is an ongoing expectation for language models to
precisely understand historical causality or chrono-
logical sequences that are regarded as common-
sense. Commonsense distortions can significantly
undermine confidence in language models, empha-
sizing the importance of this evaluation category.
For example, for the given concept set: {King
Sejong#Hangul#Create}, a correct answer is "King
Sejong created Hangul for his people,”" but incor-
rect candidates are {"King Sejong did not create
Hangul", "Hangul created King Sejong", "Hangul
was created before King Sejong"}.

Commonsense Memorization The common-
sense memorization type focuses on LLMSs’ ability
to overcome inherent hallucinations in the given
concepts and to derive reliable conclusions through

commonsense reasoning. Commonsense knowl-
edge cannot be entirely represented through given
prompts or seen data. Hence, it is imperative for
models to demonstrate the capacity to transcend
the co-occurrence hallucination, employing com-
monsense reasoning that goes beyond the provided
information. For instance, with the given concept
set: {Cold#Recover#Cough}, a correct choice "Do
coughing make hard to recover from a cold" in-
cludes the unseen concept hard based on the rela-
tional reasoning, thus navigating beyond the limita-
tions of the commonsense memorization. However,
incorrect candidates { "Do Coughing can recover
from a cold", "A cold recovers if you do coughing”,
"Coughing hards to recover as it may lead to tuber-
culosis"} present superficial interpretations of the
given concepts.

Toxic Speech The toxic speech type examines
whether models trained on large corpora mitigate
the risks of biased or hateful expressions they
may encompass. There is an increased risk of
toxic speech disguised as commonsense on cor-
pora. To illustrate, with the given concept set:
{Age#Woman#Man#Difference}, one incorrect an-
swer "There should be an age difference between
men and women" implies a biased perspective on
age-appropriate relationships between genders, sug-
gesting that men should inherently be older than
women, or vice versa. This statement is anchored
in stereotypical beliefs rather than derives from
commonsense reasoning.

Grammaticality The grammaticality type eval-
uates whether models can comprehend grammati-
cal nuances resulting from the Korean language’s
system of combining roots and affixes. This rep-
resents a typical issue in multilingual models that
have been trained on corpora translated into Korean.
An example of this is the ‘ A’ irregular conjuga-
tion phenomenon, where the ‘ A’ (final consonant)
should be omitted before a vowel-starting ending or
a linking vowel. However, GPT-3.5 (Brown et al.,
2020) often generates awkward sentences by mis-
applying regular conjugation rules in contexts that
require irregular conjugation. GPT-3.5 usually in-
cludes an error where ‘ A’ is not correctly dropped,
indicating a regular conjugation instead of the cor-
rect irregular change. To demonstrate this issue
with an English analogy, consider the concept
set: { Grandma#Cauldron#Take#Pour#Water}. An
incorrect choice is Grandma took the water and
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pourred X (— poured O) it into the cauldron, show-
ing a grammatical error analogous to the incorrect
application of conjugation rules in Korean.

Plausibility The plausibility type estimates
whether the model can discern and prefer sentences
that appear sufficiently plausible to Korean speak-
ers. Machine translation, data augmentation, and
informal expressions prevalent in online sources
included in training corpora can lead to awkward
or unnatural outcomes. For example, with the given
concept set: {I#Moral#Give#Iopic#Lecture}, a
correct answer is "I did not give a lecture on a
moral topic", even in considering the issue of mod-
els reducing their preference for negations in com-
monsense (Chen et al., 2023). However, incorrect
candidates {"I moral topic to give a lecture”, "I lec-
ture gave because of a moral topic", "Moral topic
makes me lecture"} exhibit unnecessary repetition
of concepts, unnatural word order in Korean, and
missing concept.

Numerical Commonsense The numerical com-
monsense type encompasses subjects such as sci-
ence, math, history, and society, aligned with
the level of compulsory education in Korea.
To evaluate whether models can grasp numeric
relations between given concepts, we provide
the concept set to ensure that the model can
sufficiently infer numeric commonsense knowl-
edge based on the given information. For in-
stance, with the given concept set: {South Ko-
rea#Government#Liberation Day#Designate}, in-
correct choices "The South Korea government has
designated July 17th/March 1st/May 18th (— Au-
gust 15th) as Liberation Day" represent the con-
fusion with dates of other significant national hol-
idays. Such misrepresentations or inaccuracies in
numerical commonsense clearly reveal the pres-
ence of correction, highlighting the importance of
numerical commonsense understanding in models.

Proverb The proverb type discerns whether mod-
els can accurately interpret and convey the mean-
ings of metaphorical expressions that are preva-
lent in Korean culture. Models should grasp and
express the underlying meanings of metaphori-
cal expressions deeply rooted in Korean com-
monsense. As an example, given concept set:
{ Whale#Fight#Shrimp#Back#Burst}, a correct an-
swer "When a shrimp’s back bursts, it’s a whale
fight" metaphorically means that a bystander can
suffer harm from a conflict between powerful par-

ties. Misunderstanding these proverbs without con-
sidering the sociocultural context can lead to awk-
ward or illogical interpretations.

2.3 Data Collection

We crafted a benchmark for Korean common-
sense reasoning by sourcing commonsense sen-
tences from diverse resources, including Korean
CommonGEN (Seo et al., 2022), AI-Hub Korean
commonsense dataset’, and Korean Wikipedia®.
Our approach involves extracting noun and verb
concepts from these sentences, leveraging human-
annotated concept extraction results in the Al-
Hub Korean commonsense datasets. We used these
human-annotated concept sets as example samples
to prompt the extraction of appropriate verbs and
nouns from given sentences. The concept extraction
process begins with GPT-4 (OpenAl, 2023) and is
further refined by the authors. We conducted correc-
tions for unintended concept omissions, incorrect
tagging of verbs or nouns, and the inclusion of
concepts not present in the sentences. Furthermore,
if there was an overlap with the human-annotated
concept set from the original source, we randomly
rearranged the order of concepts and applied syn-
onym replacements for some concepts within the
sentences. We assembled 847 multiple-choice ques-
tions, each representing one of the seven types of
Korean commonsense reasoning challenges. The
number of samples for each commonsense error
type in KoCommonGEN v2 is shown in Table 2.

Error Types # Samples
Commonsense Distortion 100
Commonsense Memorization 100
Toxic Speech 98
Grammaticality 211
Plausibility 183
Numerical Commonsense 99
Proverb 56
Total ‘ 847

Table 2: Number of samples in each category

2.4 Answer Creation

KoCommonGEN v2 is structured as a multiple-
choice question format consisting of three incorrect
answers and one correct answer. At least one of
the three incorrect answers includes an error type
from each category. The correct answer contains all

3https: //www.aihub.or.kr/aihubdata/data/view.
do?currMenu=115&topMenu=100&aihubDataSe=data&
dataSetSn=71311

*https://ko.wikipedia.org/wiki
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provided concept information® and adheres most
logically to commonsense. All incorrect answers
are crafted by the authors, modifying the correct
answer according to the guidelines below to apply
specific types of errors:

1. Errors involving the omission of concept infor-
mation are accompanied by appropriate para-
phrasing of the sentence (e.g., omitting con-
cept information can distort historical facts).

2. In cases where errors can be applied through
causal and sequential relationships, the con-
cept information is utilized to its fullest.

3. For the numerical commonsense type, con-
struct incorrect answer choices by replacing
only the numerical information.

4. Incorrect answers for toxic speech are crafted
to include one of the following: social bias,
profanity, sarcasm, or aggressive expressions
toward specific targets.

5. When considering linguistic characteristics,
errors are based on one of the following:
translational style, redundancy, morphological
combinations, or sentence order mistakes.

To ensure an equitable distribution among all
possible answers, each correct answer is evenly
distributed from 1 to 4 with a 25% occurrence.

3 Experimental Settings

We introduce models used in our experiment,
prompts, n-shot examples, evaluation metrics, and
human evaluation. More details are in Appendix A.

Models To enhance the robustness and diversity
of our experiments, we select models that have
recorded high performance and are widely used
as backbones across various models in the Open-
LILM leaderboard. Among these, we determine
models that have undergone additional training
based on Korean or are frequently used within the
Korean community of users as our experimental
subjects. We also consider models with a capac-
ity of up to 13B parameters and detailed infor-
mation publicly disclosed. For our experiments,
we employ language models pre-trained in Ko-
rean, including KoGPT2°(Radford et al., 2019),

SWe allow morphological changes according to the attach-
ment of functional morphemes to the given concepts.
®https://github.com/SKT-AI/KoGPT2

and Polyglot-ko (Ko et al., 2023). For models
based on English, we use OPT (Zhang et al., 2022),
LLaMA (Touvron et al., 2023a), LLaMAZ2 (Tou-
vron et al., 2023b), and Mistral (Jiang et al., 2023).
For a model based on English-Chinese, we employ
QWEN (Bai et al., 2023). Additionally, we uti-
lize LLaMA-ko-en’ and LLaMA2-ko-en®, adap-
tation of the LLaMA/LLaMA?2 model with an ex-
panded vocabulary, and further pre-training with
additional Korean and English corpora. Models
based on Polyglot-ko with instruction tuning ap-
plied include KULLM?® and KoAlpaca'®, while for
LLaMA2-ko-en, we use a model with instruction
tuning and DPO (Rafailov et al., 2023) applied.
For commercial APIs, we apply GPT-3.5 (Brown
et al., 2020), GPT-4 (OpenAl, 2023), and Hyper-
CLOVA (Kim et al., 2021).

Prompt We feed the LLMs prompts as shown
in Table 1 and Appendix I. The prompt describes
the generative commonsense reasoning task and
instructs to generate the correct answer number and
sentence according to multiple-choice questions.

n-shot Examples To prevent overstated results
for specific examples in commonsense reasoning,
we initially adopt a 0-shot setting as the baseline
framework. Consequently, analyzing performance
variations in KoCommonGEN v2 becomes neces-
sary according to the impact of adding knowledge
sources and categories. We create a few-shot devel-
opment set consisting of representative examples
from each category and conduct additional experi-
ments in 2-shot, 5-shot, and 10-shot settings. The
10-shot includes one example from each type, with
numerical commonsense divided into four parts ac-
cording to the subject. The 5-shot uses examples
excluding the types with the lowest performance
in the 0-shot experiments, specifically numerical
commonsense and proverb categories. For the 2-
shot, we select examples from the categories that
rank within the top two regarding the number of
samples, namely plausibility and grammaticality.

Evaluation Metric We adopt utilizing genera-
tion probabilities as the evaluation method in Im-
evaluation-harness. We denote (., as the prompt
and x,,. as the continuation sentence with a token

7https://huggingface.co/beomi/kollama—13b
8https://huggingface.co/beomi/
1lama-2-koen-13b
“https://github.com/nlpai-lab/KULLM
10https://github.com/Beomi/KoAlpaca
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length of |s — p|. The continuation sentence com-
prises an ‘answer number + sentence’. We calculate
the log probability for every candidate sentence,
and the answer is chosen based on the option with
the highest probability. The probability for each
candidate sentence is calculated as follows:

zlogp(%lfvo:j)/(ls ) (1)

J=p

This approach attempts to normalize for length
by computing the average log probability per token.

Human Evaluation To measure human-level
performance on our benchmark, we engaged na-
tive Korean-speaking volunteers as evaluators, com-
pensating them at a rate of $0.8 per question. We
conducted the test with 22 native Korean speakers
using the web-based test referenced in Appendix L.
To ensure an even distribution of the total 847 ques-
tions across different types, each volunteer is as-
signed to answer 45 to 55 multiple-choice ques-
tions. As shown in Table 3, The average score for
the total is 83.95. The evaluation performed by two
volunteers per sample shows a strong positive cor-
relation, as evidenced by Cohen’s kappa (Cohen,
1960) is 0.7693 and Krippendorff’s alpha (Krip-
pendorff, 2011) value of 0.77. These values are
indicators of high inter-annotator reliability.

Human Performance | Total benchmark samples (1-17)
Average score 83.95
Cohen’s kappa 0.7693
Krippendorff’s alpha 0.7706

Table 3: Human performance in KoCommonGEN v2

4 Experimental Results

n-shot Accuracy We compare the performance
of LLMs in n-shot settings. As described in Ta-
ble 4, the average accuracy of the language models
used in the experiment is 42.13%. In the 5-shot
setting, the model with instruction tuning applied
to LLaMA2-ko-en shows the highest performance
at 62.22%, while OPT 6.7B, which lacks training
in Korean, exhibits the lowest at 24.79%. The accu-
racy difference between the highest 0-shot and the
lowest 10-shot is just 2.02%. These outcomes imply
that significant performance disparities exist among
models; however, the differences in performance
across n-shot settings are not pronounced. An in-
crease in n-shots does not necessarily guarantee

Model 0-shot 2-shot 5-shot 10-shot
KoGPT2 0.5455 0.5419 0.5336 0.5325
Polyglot-ko 5.8B 0.4215 0.3967 0.4203 0.4132
Polyglot-ko 12.8B 0.4510 0.3943 0.3400 0.3259
LLaMA-ko-en 7B 0.4451 0.4026 0.3872 0.3943
LLaMA-ko-en 13B 0.4357 0.3991 0.3743 0.3778
LLaMA2-ko-en 13B 0.5266 0.5525 0.5360 0.5159
OPT 6.7B 0.3046  0.2704 0.2621 0.2715
OPT 13B 0.3554 0.2774 0.2479  0.2680
QWEN 7B 0.4841 0.4416 0.4900 0.4994
Mistral 7B 0.5561 0.5407 0.6068 0.5643
LLaMA 7B 0.3802 0.3790 0.3636  0.3695
LLaMA 13B 0.4191 0.3483 0.3235 0.3306
LLaMA?2 13B 0.4581 0.3849 0.3672 0.3601
KULLM 13B 0.3754 0.4050 0.4109 0.3754
KoAlpaca 5.8B 0.3908 0.3518 0.3613  0.3447
KoAlpaca 13B 0.3932  0.3200 0.3270 0.3117
LLaMA2-ko-en 13B+INST 0.5289 0.5974 0.6222 0.5880
LLaMA2-ko-en 13B+INST+DPO | 0.5584 0.5431 0.5325 0.5065

Table 4: Comparative performance of LLMs in 0, 2, 5,
and 10-shot settings: INST indicates the model with
instruction tuning, and DPO represents the model with
direct preference optimization applied. The highest per-
formances in each shot setting are bolded.

improved performance; certain models exhibit de-
creased performance with more shots. These results
also demonstrate that KoCommonGEN v2 is not ex-
cessively overstated by specific knowledge sources
or adaptation to categories and prove its robust-
ness against performance fluctuations from few-
shot samples. Furthermore, models enhanced with
instruction tuning or DPO applied to LLaMA2-
ko-en do not consistently surpass the performance
of their backbone models. We also observe that
QWEN 7B and Mistral 7B, which do not heav-
ily incorporate Korean, outperform Korean-based
LLMs. This shows the need for advancements in
training approaches for Korean-based LLMs.

Model Size We analyze performance differences
based on model size from 5.8B, 7B to 13B param-
eters in the n-shot setting. Table 4 shows that a
larger model size does not necessarily guarantee
better performance. Limitations in computational
resources leading to uneven amounts of training
data (Ko et al., 2023), empirical-dependent hyper-
parameter settings, and potential violations and tox-
icity increasing with model size (Touvron et al.,
2023a) contribute to these results.

Error Type Analysis Figure 1 shows the av-
erage n-shot performance of models for each
type. The commonsense memorization type con-
sistently scores the highest, with an average of ap-
proximately 50.44%. The numerical commonsense
type presents the lowest scores, averaging around
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Figure 1: Comparative analysis of average n-shot per-
formance by seven categories. For detailed results of
each n-shot setting, please refer to Appendix G

29.19%. The performance difference in each type
varies significantly across models. Korean-based
LLMs tend to perform relatively better in types
closely aligned with the linguistic intricacies of Ko-
rean, such as grammaticality and plausibility types.
QWEN, Mistral, and LLaMA2-ko-en demonstrate
robust capabilities in addressing commonsense dis-
tortion, memorization, and toxic speech. Models us-
ing LLaMAZ2-ko-en as their backbone demonstrate
over 15% superior performance in understanding
metaphorical expressions compared to other mod-
els. We concentrate on struggles for most models
in distortion, toxic speech, and proverb type, where
accuracy often falls below 45%. These results show
the limitation of relying on mimicking acquired
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0 . | ' )

KO EN ZH n ES
Languages

Figure 2: Performance for the understanding of Korean
commonsense translated into other languages

knowledge and expressing it based on superficial
similarities rather than considering social interac-
tion and cultural context.

Commonsense in Multilingual Contexts We
evaluate the ability of models to maintain their
judgment capabilities for the same commonsense
questions when instructions and multiple-choice
question answers, originally written in Korean
(ko), are translated into English (en), Chinese (zh),
Japanese (ja), and Spanish (es)!'. We use the nu-
merical commonsense type for this evaluation, as
its clearly defined numerical values allow for con-
sistent translations across different languages'?.
Figure 2 presents the 0-shot performance of models
in multilingual settings on numerical commonsense
reasoning. The multilingual pre-trained language
model QWEN shows the highest performance for
Korean, Chinese, and Japanese, while Mistral ex-
cels in English, Chinese, Japanese, and Spanish.
Most models tend to exhibit high performance in
languages that occupy a significant portion of their
training sources. However, some models show per-
formance akin to random choice, complicating the
interpretation of multilingual influence. An inter-
esting observation is that models demonstrating
superior n-shot accuracy, despite Korean not be-
ing predominant in their pre-training data, exhibit
high performance presented in Korean. These re-
sults suggest that with well-executed pre-training
on multilingual data, even if the proportion of data

""Details on translation tool are in Appendix A.4

Translating other types into different languages presents
a challenge in creating parallel data that completely captures
errors expressed in Korean.
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Model 0-shot  2-shot  5-shot
gpt-3.5-turbo | 0.4522 0.5147 0.4923
gpt-4 0.6600 0.7450 0.7072
HyperCLOVA | 0.4498 0.3860 0.4332

Table 5: Performance comparison of commercial APIs

for a specific language is relatively low, it can en-
hance the performance of commonsense reasoning.

Commercial API-based LLMs We evaluate the
performance of LLMs that are available through
commercial APIs. We utilize APIs of LLMs known
for stable and superior performance in multilingual
languages, including GPT-3.5, GPT-4, and Hyper-
CLOVA. Table 5 exhibits the performance of each
model in the n-shot settings. Generated answers
that show unintentional misalignment with user in-
structions are classified as incorrect, considered
as instruction inconsistency (Huang et al., 2023;
Zhou et al., 2023). In the 0-shot setting, the models
reveal some errors in the following instructions;
however, this issue shows substantial mitigating
beyond the 2-shot settings. The commercial API
models present robust performance in common-
sense questions related to toxicity and distortion
while demonstrating weaker performance in errors
related to grammaticality and numerical common-
sense. HyperCLOVA and GPT-3.5 exhibit results
similar to those of open-source LLMs with up to
13B parameters. However, GPT-4 stands out in its
performance, achieving a significant lead with an
accuracy rate of 74.70%, markedly outperforming
the other models under consideration.

Robustness to Answer Format As described in
Table 1 and Appendix I, we combine the answer
formats from the ARC (Clark et al., 2018) and
MMLU (Hendrycks et al., 2020) benchmarks in the
OpenLLM Leaderboard. By combining these two
formats, our standard answer format is to generate
both the answer number and its corresponding sen-
tence. This approach aims to include errors due to
mismatches between choice numbers and sentences
in our evaluation, considering LLMs’ generative
and descriptive capabilities. To evaluate the robust-
ness of LLMs in answer format within our com-
monsense reasoning task, we change the instruction
to focus solely on predicting the answer number. Ta-
ble 6 illustrates the performance changes in models
consequent to following the answer format. When
tasked with predicting solely the answer number,
most models exhibit performance close to random

Model 0-shot 2-shot 5-shot 10-shot
KoGPT2 0.2479 0.2751 0.2503  0.2538
Polyglot-ko 5.8B 0.2479 0.2597 0.2161 0.2290
Polyglot-ko 12.8B 0.2515 0.2550 0.2763  0.2538
LLaMA-ko-en 7B 0.2491 0.2538 0.2420  0.2562
LLaMA-ko-en 13B 0.2479 0.2586 0.2515 0.2562
LLaMA2-ko-en 13B 0.3530 0.4168 0.4073 0.4215
OPT 6.7B 0.2515 0.2739 0.2479  0.2538
OPT 13B 0.2479 0.2727 0.2361  0.2680
QWEN 7B 0.2916 0.3294 0.3825 0.3518
Mistral 7B 0.4392  0.4652 0.5230 0.4711
LLaMA 7B 0.2538 0.2668 0.2656  0.2609
LLaMA 13B 0.2503  0.2527 0.2468  0.2668
LLaMA?2 13B 0.4652 0.4723 0.4852 0.4841
KULLM 5.8B 0.2385 0.2586 0.2279  0.2468
KULLM 13B 0.2444 0.2586 0.2645 0.2527
koAlpaca 5.8B 0.2149 0.2538 0.2349 0.2361
koAlpaca 13B 0.2503  0.2680 0.2633  0.2532
LLaMA2-ko-en 13B+INST 0.3920 0.4770 0.5077 0.5136
LLAMA2-ko-en 13B+INST+DPO | 0.3554 0.3813 0.3648 0.3849

Table 6: Comparative performance of LLMs in 0, 2, 5,
and 10-shot settings: Instructions are modified to predict
only the answer number. The highest performances in
each shot setting are bolded.

choice. This indicates a low capability in follow-
ing instructions, revealing that performance can be
sensitively affected by changes in answer format.
However, models that show high performance in
both Table 4 and Table 6 demonstrate robustness to
changes in answer format and relatively superior
instruction-following capabilities.

5 Related Work

The advancement of NLP benchmarks has been
pivotal in assessing model competencies in com-
monsense reasoning. These benchmarks, employ-
ing a variety of task formats, are key to as-
sessing the inherent understanding and applica-
tion of commonsense knowledge in unexplored
scenarios. Among these are question-answering
tasks such as SWAG (Zellers et al.,, 2018),
CommonsenseQA (Talmor et al., 2019), and
PIQA (Bisk et al., 2020), alongside context infer-
ence like ART (Bhagavatula et al., 2019), GLU-
COSE (Mostafazadeh et al., 2020), and Com-
Fact (Gao et al., 2022). Additionally, genera-
tive reasoning benchmarks CommonGEN (Lin
et al., 2020b) challenge models in creating context-
appropriate responses. However, LLMs possess
a basic level of commonsense reasoning that en-
ables them to achieve upper-level performance eas-
ily (Hendrycks et al., 2020; Ismayilzada et al.,
2023), and existing benchmarks show limited
scopes in dealing with commonsense knowledge
that considers the complexity of sociocultural back-
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grounds (Yin et al., 2022; Nguyen et al., 2023).
To address these issues, we consider the potential
threats to LLMs identified in previous common-
sense reasoning studies, particularly those unique
to Korean cultural and societal nuances. Our ap-
proach is in line with potential threats to common-
sense reasoning mentioned in previous research:
Commonsense Distortion: The scope and content
of commonsense accepted can vary depending on
geographical diversity (Yin et al., 2022), and fac-
tual commonsense from different cultures may ap-
pear biased or distorted based on the trained lan-
guage (Keleg and Magdy, 2023). Commonsense
Memorization: LLMs tend to memorize data during
the pre-training process (Tirumala et al., 2022), and
the formation of commonsense knowledge is influ-
enced by the frequency and the complexity of rela-
tionships, leading to a tendency to recall memories
based on co-occurrence and simple reasoning (Du
et al., 2023). Toxic Speech: Social and cultural el-
ements can influence the training data, potentially
carrying biases or aggressiveness (Sap et al., 2020;
Bauer et al., 2023). Grammaticality: A generalized
grammatical understanding is necessary for com-
posing given elements (Keysers et al., 2019), and
constructing complete sentences that conform to
commonsense requires consideration of grammati-
cal correction for each language (Lin et al., 2020b;
Seo et al., 2022). Plausibility: Commonsense rea-
soning considers retrieved evidence and judgments
made through implicit abductive reasoning (Bha-
gavatula et al., 2019; Liu et al., 2023). Numeri-
cal Commonsense: Language models tend to show
weaknesses in handling numerical information that
falls within the range of commonsense (Lin et al.,
2020a; Liu et al., 2022). Proverb: Idiomatic expres-
sions, whose meanings are non-compositional, re-
main a challenging area for language models, and
attempts are being made to address this through
the commonsense knowledge graph (Zeng et al.,
2023). We propose a Korean commonsense reason-
ing benchmark dataset tailored to the new era of
LLM:s and capable of interacting with sociocultural
contexts, categorizing these challenges to address
them effectively.

6 Conclusion

We introduce KoCommonGEN v2, a new bench-
mark dataset for finely evaluating Korean common-
sense reasoning. Our benchmark encompasses chal-
lenges in cultural and societal contexts for assess-

ing LLMs’ ability to handle commonsense reason-
ing. To navigate these challenges, we define seven
error categories based on criteria highlighted in
previous commonsense reasoning research. Our
analysis includes both open-source LLMs and com-
mercially available LLMs accessed via API. De-
spite advancements, these models still risk gen-
erating socially unacceptable errors or aggressive
outputs in the context of Korean commonsense
reasoning. Furthermore, most LLMs exhibit unsta-
ble performance across multilingual contexts and
in following instructions. We hope our proposed
benchmark dataset will contribute to developing
more commonsense-aligned and reliable LLMs.

Limitations

This research proposes a fine-grained Korean com-
monsense reasoning benchmark dataset and ana-
lyzes the performance of LLMs available through
open-source and commercial APIs. However, we
encountered GPU resource constraints, and our
evaluation was limited to LLMs with a maximum
of 13B parameters. LLMs significantly larger than
13B might show different results than those ana-
lyzed in this paper. The use of commercial APIs
was also limited due to budget constraints, and
some APIs had regional service restrictions or in-
ference limitations per hour, making inclusion in
our experiments challenging. In our dataset assem-
bly, we employed an arbitrary method for compil-
ing noun and verb concepts and categorizing them
into seven types. This approach was designed to
rigorously assess the models’ comprehension of
instructions and their ability to execute tasks across
a broad spectrum of commonsense reasoning sce-
narios. Moreover, except for the numerical com-
monsense, other types are difficult to appropriately
translate into different languages, posing a limita-
tion in evaluating multilingual capabilities for all
types. To overcome these limitations, we aim to par-
ticipate in leaderboards that provide GPU resource
support, allowing for the continuous evaluation of
larger and more advanced models. Furthermore, we
are committed to researching methods that can uni-
versally verify multilingual capabilities, enhancing
the overall assessment of LLMs in diverse language
contexts.

Ethics Statement

Our research addresses the significant concern of
bias and hate speech masquerading as common-
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sense knowledge in LLMs trained on extensive
datasets. To tackle this issue, we have meticulously
incorporated biased and hateful expressions as in-
correct answer options in our benchmark dataset.
These options are crafted by combining various
concepts and encompassing expressions targeting
specific races, nationalities, genders, religions, and
Korean profanities. It’s crucial to emphasize that
these expressions are intentionally designed for the
purpose of evaluation and are deemed inappropri-
ate for LLMs to generate in practice. We aim to
test the models’ ability to discern and avoid produc-
ing such harmful content, thereby ensuring more
responsible and ethical use of LLMs in real-world
applications.
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A Experimental Details

We utilized a single NVIDIA A6000 GPU with
48GB memory capacity and AMD EPYC 7513
32-core Processor CPUs to evaluate the LLMs.

A.1 Open-source LLMs

KoGPT2'"3 is a language model trained with over
40GB of Korean corpora and a byte-pair encod-
ing (BPE) (Sennrich et al., 2016) tokenizer, fea-
turing 125M parameters. Polyglot-ko (Ko et al.,
2023) is based on EleutherAI’s GPT-NeoX (An-
donian et al., 2021), trained with approximately
863GB of Korean corpora and a morpheme-aware
BPE tokenizer. We used models of 5.8B and 12.8B
parameters. LLaMA (Touvron et al., 2023a) is
trained with about 4.75TB of data, mostly in En-
glish and parts in 20 other languages, tokenized
using the BPE algorithm, comprising around 1.4T
tokens. We utilized models of 7B and 13B pa-
rameters. LLaMAZ2 (Touvron et al., 2023b) en-
hances LLaMA by increasing the pretraining cor-
pus size by approximately 40%, including Korean
in the training data, and doubling the context length.
LLaMA-ko-en'# is a model trained with a BPE
tokenizer using diverse Korean, English, and code
data collected online, based on the LLaMA archi-
tecture. We used models of 7B and 13B parameters.

Bhttps://github.com/SKT-AI/KoGPT2
Yhttps: //huggingface.co/beomi/kollama-7b

LLaMA2-ko-en' further pre-trained LLaMA2
with additional Korean and English corpora, ex-
panding its vocabulary. We used a model with 13B
parameters. OPT (Zhang et al., 2022) is trained
with a large volume of English-based text and a
small amount of non-English text, using the GPT-2
BPE tokenizer to construct 180B tokens. We used
the 6.7B and 13B versions. QWEN (Bai et al.,
2023) is trained with Chinese and English data, us-
ing a BPE tokenizer to construct 3T tokens, and in-
cludes some Korean and other languages. We eval-
uated the performance using the QWEN 7B model.
Mistral (Jiang et al., 2023) leverages grouped-
query attention (Ainslie et al., 2023) and applies
sliding window attention and Byte-fallback BPE
tokenizer. The specific data was not explicitly dis-
closed, and we utilized the 7B model. KULLM'®
is trained with the Polyglot-ko backbone and in-
struction tuning datasets translated into Korean. We
used models of 5.8B and 12.8B parameters. Addi-
tionally, we used KoAlpaca'!’” with Polyglot-ko
as the backbone and applied instruction tuning in
5.8B and 12.8B models. LLaMA2-ko-en+INST is
a model tuned with an instruction dataset translated
into Korean from Open-Platypus (Lee et al., 2023),
based on the LLaMA2-ko-en backbone. LLaMA2-
ko-en+INST+DPO is a version of LLaMA2-ko-
en+INST with additional direct preference opti-
mization (DPO) applied (Rafailov et al., 2023).

A.2 Commercial APIs

We used GPT-3.5 (gpt-3.5-turbo-1106) (Brown
et al., 2020; Ouyang et al., 2022), GPT-4 (gpt-4-
0613) (OpenAl, 2023), and HyperCLOVA (LK-
D) (Kim et al., 2021) as commercial API LLMs.
The prompt consists of 0/2/5-shot examples with
instructions. The expenses resulting from the Ope-
nAl API calls for GPT-3.5 and GPT-4 totaled
$120.79, while the costs for HyperCIOVA API calls
amounted to $59.3.

A.3 Evaluation Details

For standardized evaluation, we utilized version
0.3.0 of A Framework for Evaluating Autoregres-
sive Language Models'®. To calculate the log-
likelihood for multiple choice tasks, we adhered

15https://huggingface.co/beomi/
1lama-2-koen-13b
Yhttps://github.com/nlpai-lab/KULLM
17https://github‘com/Beomi/KoAlpaca
Bhttps://github.com/EleutherAl/
Im-evaluation-harness
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Figure 3: Performance comparison between LLMs without supervised fine-tuning (NoSFT) and with supervised
fine-tuning (SFT) using Korean CommonGEN and AI-Hub Korean commonsense dataset

Model | 0-shot | 2-shot | 5-shot
KoBART 0.3684 | 0.3589 | 0.3589
mBART-large | 0.4168 | 0.5041 | 0.5278
FLAN-T5-XXL | 0.4758 | 0.3200 | 0.3046

Table 7: Encoder-decoder models performance under
n-shot settings.

to the hyperparameters specified in the generation
configuration of each model, using Huggingface
transformers 4.34.1'° . The inference for the loaded
models was set with a batch size of 1. To estimate
the variability (e.g., standard error) of a metric, we
employed a method of repeatedly resampling the
dataset and recalculating the metric for each sam-
ple, setting bootstrap iterations to 100,000.

A.4 Translation Tool

For the purpose of code-switching experiments,
the process of translating the KoCommonGEN
v2 dataset, originally in Korean, into each lan-
guage (English, Chinese, Japanese, Spanish) in-
volves the following steps: Firstly, utilizing the
off-the-shelf translation model DeepL.?" to trans-
late Korean dataset samples into each target lan-
guage. Secondly, for refined translations, ChatGPT
is employed to proceed with high-quality transla-
tions. Our prompt is described in Table 14. For
code-switching experiments, only the numerical
commonsense type is conducted. Considering the
generation probability, humans make final modi-
fications to ensure the token format of all options
matches, excluding entities and numbers.

19https://github.com/huggingface/transformers/
tree/v4.34.1
Dhttps://www.deepl.com/translator

B Encoder-decoder Models

In addition to decoder-only models, we also mea-
sure the performance of language models with an
encoder-decoder structure. mBART-50-1arge (Tang
et al.,, 2020) is a multilingual language model
trained on data for 50 languages. KoBART?'is
a BART-based (Lewis et al., 2020) Korean lan-
guage model, trained with over 40GB of Korean
corpora and a BPE tokenizer. FLAN-TS (Chung
et al., 2022) is a model that has been instruction-
tuned across various NLP tasks, showing superior
performance in zero-shot settings for unseen tasks.
As described in Table 7, mBART-50-large exhibits
the most outstanding performance, while FLAN-
T5-XXL performs best in zero-shot settings. Addi-
tionally, encoder-decoder models demonstrate high
performance in types where concept information
is missing or in cases of incomplete grammatical
errors, adhering closely to the task format provided
in the instruction.

C Analysis of the External Commonsense
Datasets in KoCommonGEN v2

The KoCommonGEN v2 utilizes the designs and
subsets of Korean CommonGEN (Seo et al., 2022)
and AI-Hub Korean commonsense dataset’”. We
aim to assess the influence of these external
datasets on the performance of our benchmark.
We integrate 43,188 sentences in Korean Com-
monGEN and 101,624 sentences in the AI-Hub
Korean commonsense dataset for the experiment.
This experiment demonstrates the hardness of Ko-

Hhttps://github.com/SKT-AI/KoBART

Zhttps://www.aihub.or.kr/aihubdata/data/view.
do?currMenu=115&topMenu=100&aihubDataSe=data&
dataSetSn=71311
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CommonGEN v2 and the challenge of significantly
boosting scores through training with external data.

Experimental Design The experiment utilizes
the complete Korean CommonGEN dataset and
randomly extracted 100K samples from AI-Hub.
These datasets are merged to form the experimen-
tal dataset. We select models based on their perfor-
mance in Section 4, focusing on 7B-scale LLMs.
The models employed are KULLM 5.8B, Polyglot-
ko 5.8B, LLaMA2-ko 7B, and Mistral 7B. Super-
vised Fine-Tuning (SFT) is conducted on the ex-
perimental dataset, training the models to generate
sentences based on given concept sets.

Experimental Results The outcomes of our ex-
periments, as illustrated in Figure 3, indicate sig-
nificant performance variances based on the SFT
application. KULLM 5.8B and LLaMA2-ko 7B
present marginal improvements with SFT, espe-
cially in the 5-shot setting. However, most models
do not exhibit significant performance enhance-
ments, even when SFT is employed using external
datasets. Polyglot-ko 5.8B decreases performance
with larger shot sizes. Interestingly, Mistral 7B ex-
hibits a marked performance decline when SFT is
applied, which could suggest potential issues in
adapting English-based models to Korean datasets.
These outcomes indicate that the challenges pre-
sented by our proposed benchmark dataset are not
easily overcome by simply tuning with data ex-
tracted from the same sources.

D Multilingual Understanding in
Commercial API

We investigate the multilingual understanding ca-
pabilities of commercial APIs by conducting an
experiment that measures the 0-shot accuracy of
translated numerical commonsense reasoning sam-
ples from KoCommonGEN v2. These samples are
translated into English (en), Chinese (zh), Japanese
(ja), and Spanish (es). As shown in Table 8, models
renowned for their multilingual capabilities, espe-
cially those in the GPT series (gpt-3.5-turbo and
gpt-4), maintain consistent performance across var-
ious languages. In contrast, HyperCLOVA tends
to follow the language distribution of NAVER’s
services in its multilingual performance, primarily
focusing on English, Korean, and Japanese. These
findings align with the tendencies observed in the
multilingual experiments of open-source LLMs de-
picted in Figure 2. Furthermore, models with well-

executed pre-training on multilingual data demon-
strate the potential to possess a high level of com-
monsense reasoning capability, even in languages
not deeply embedded within Korean sociocultural
contexts and interactions.

Model ko en zh ja es

gpt-3.5-turbo | 0.5253 0.6061 0.4949 0.6061 0.4747
gpt-4 0.7374 0.7677 0.7172 0.7475 0.6768
HyperCLOVA | 0.3535 0.3636 0.0202 0.4141 0.0202

Table 8: Commercial APIs’ performance across five
different languages. The language showing the highest
performance is highlighted in bold, while the lowest is
represented in italics.

E Code Switching in Open-source LLMs

To further analyze the multilingual understanding
of Korean commonsense reasoning, we conduct
the code-switching test, where instructions and
multiple-choice questions are alternately presented
in different languages. Table 9 presents the results
of experiments with instructions in Korean and
multiple-choice questions translated into different
languages and vice versa. Most models perform bet-
ter with Korean instructions and multiple-choice
questions translated into en/zh/ja/es, but the op-
posite result is also observed depending on the
model and language pair. These results demon-
strate that open-source LLMs still perform poorly
in code-switching scenarios. Furthermore, we note
that drastic performance changes in code-switching
tests suggest that how models understand language
and apply commonsense reasoning to solve prob-
lems may differ from human-like processing.

F Code Switching in Commercial APIs

To further analyze the multilingual understanding
of Korean commonsense knowledge, we conduct a
code-switching test utilizing commercial APIs. The
results, presented in Tables 10 and 11, show the per-
formance of the GPT series models (gpt-3.5-turbo
and gpt-4) as well as HyperCLOVA. Consistent
with the analyses of multilingual understanding ca-
pabilities of open-source LLMs found in Table 9,
commercial LLMs also exhibit higher performance
on Korean instructions with multiple-choice ques-
tions translated into en/zh/ja/es. However, the re-
verse scenario generally results in relatively lower
performance. GPT-4 exhibits minor fluctuations
in performance across two scenarios, maintain-
ing high and stable performance. HyperCLOVA
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Model ‘ko—)en en—)ko‘ko—)zh zh—)ko‘ko—)ja ja—)ko‘k0—>es es — ko
KoGPT2 0.3030 0.4242 0.2626 0.4242 0.3232 0.4646 0.2828 0.3737
LLAMA-ko-en 13B 0.2424 0.3131 0.3131 0.2828 0.2323 0.2828 0.1717 0.2525
LLAMAZ2-ko-en 13B 0.3939 0.2323 0.2929 0.2525 0.3333 0.2424 0.4040 0.1919
QWEN 7B 0.4646 0.3131 0.4545 0.3434 0.3535 0.3434 0.3737 0.2525
Mistral 7B 0.5253 0.3838 0.4545 0.2828 0.2929 0.3838 0.5051 0.3838
LLAMA 13B 0.3131 0.2222 0.2424 0.2828 0.2828 0.1818 0.3030 0.2323
LLAMA?2 13B 0.3939 0.3131 0.2222 0.2727 0.2121 0.2828 0.3535 0.3131
KULLM 13B 0.2424 0.2626 0.3333 0.2525 0.3333 0.3333 0.2323 0.2424
KoAlpaca 13B 0.2222 0.2121 0.3434 0.1919 0.2323 0.2020 0.2424 0.3434
LLAMAZ2-ko-en 13B + INST 0.4242 0.3333 0.3131 0.2222 0.3232 0.2828 0.3636 0.3030
LLAMAZ2-ko-en 13B + INST + DPO 0.3838 0.2929 0.3131 0.2424 0.3131 0.3838 0.3838 0.3636

Table 9: Performance of LLMs in code-switching between Korean (ko) and English (en), Chinese (zh), Japanese
(ja), and Spanish (es). ko — xx refers to a code-switch from Korean instructions to multiple questions in other
languages and vice versa (xx — ko), with higher scores indicating greater proficiency in multilingual contexts. The
value in bold means higher performance between ko — xx and xx — ko.

Model ko—en ko—zh ko—ja ko—es
gpt-3.5-turbo 0.6061 0.5657  0.5859  0.6263
gpt-4 0.7778  0.7778 0.7576  0.7273
HyperCLOVA  0.3434  0.2525 03535 0.1919

Table 10: Commercial APIs’ code-switching perfor-
mance from Korean (ko) to English (en), Japanese (ja),
Chinese (zh), and Spanish (es).

Model en—ko zh—ko ja—ko es—ko
gpt-3.5-turbo 0.4444  0.4949 04545 04242
gpt-4 0.6869  0.7172  0.7677  0.6768
HyperCLOVA 03030  0.0000 0.3838  0.0101

Table 11: Commercial APIs’ code-switching perfor-
mance from English (en), Japanese (ja), Chinese (zh),
and Spanish (es) to Korean (ko).

consistently shows lower performance in Chinese
(zh) and Spanish (es) compared to other languages
(en, ja, ko), suggesting a potential shortfall in the
model’s training in these languages.

G Error Type Analysis Details

The error type analysis results for each LLM across
various n-shot settings are presented in the follow-
ing: For the 0-shot setting, refer to Table 16; for the
2-shot setting, see Table 17; for the 5-shot setting,
details are in Table 18; and for the 10-shot set-
ting, information can be found in Table 19. These
tables provide a fine-grained overview of the per-
formance of each LLM in different shot settings,
offering insights into their capabilities in handling
commonsense reasoning in various categories.

H Multilingual KoCommonGEN v2

The number of samples for each type of dataset
used in the commonsense in multilingual contexts
and code-switching experiments is indicated in Ta-

ble 12 and Table 13.

Languages | # Samples
Korean (ko) 99
English (en) 99
Chinese (zh) 99
Japanese (ja) 99
Spanish (es) 99
Total | 495

Table 12: Number of samples in each language for com-
monsense in multilingualism.

Language Pair | # Samples

ko — en 99
en — ko 99
ko — zh 99
zh — ko 99
ko — ja 99
ja— ko 99
ko — es 99
es — ko 99

Total | 792

Table 13: Number of samples in each language for code-
switch test. (xx) — (yy) means a code-switch from (xx)
instructions to (yy) multiple-choice questions.

I Prompt Template

Table 15 illustrates an example of a prompt
template for KoCommonGEN v2, utilizing n-
shot demonstrations. This example provides an
overview of the Korean version prompt template
used in the dataset to evaluate the performance of
LLMs under various shot settings.

J Category Examples

Table 20 displays examples of multiple-choice
questions for each category. This table represents
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the original Korean version of the content.

K Multilingual Examples

Table 21 presents instructions written in various
languages. Table 22 exhibits the multiple-choice
questions translated into different languages based
on Korean historical commonsense. This highlights
the adaptability of commonsense knowledge across
linguistic boundaries.

L  Human Evaluation Web Ul

In this study, we construct a demo website for con-
ducting human evaluations. Figure 4 illustrates the
user interface of this website.

M About Korean CommonGEN

The Korean CommonGEN (Seo et al., 2022) is a
text-generation dataset for Korean commonsense
reasoning inspired by CommonGEN (Lin et al.,
2020b). This dataset is composed of concept sets
that are encountered in everyday contexts, along
with sentences that illustrate these concepts. It
serves as a training ground for generative language
models, where the objective is to synthesize a sen-
tence that logically integrates the given concepts
drawn from a pool of human-crafted sentences. The
challenge for generative language models lies in
learning a function, denoted as f : C — T, which
transforms an input concept set C = {c1,...,cn}
into a coherent target sentence 7, based on the
interrelationships within C. Regarding dataset com-
position, the training set of Korean CommonGen
is divided into two primary sources: 45.58% of the
examples are derived from English-Korean trans-
lated image captions, while the remaining 52.42%
originate from summaries of Korean dialogues.

The two texts given are an original Korean text and a {target
language} translation of the original text. Your task is to correct
translation errors in the translated text based on the original
Korean text.

Follow the rules below to correct any translation errors.

1. Do not arbitrarily change the year, entity, or spelling (even
if it is wrong) contained within the given text.

2. Fix only those parts of the translated text where the meaning
has changed compared to the original text.

3. Translate also concept_set separated by # .If a translation
error has been corrected, the corrected sentence is printed
with that part of the original sentence replaced, otherwise the
original sentence is printed as is.output json.

Format: "concept_set": ,"1": , "2": ,"3": | "4"; "
"concept_set": "Tf| SH R4 A HLgs B M4 x) A Slrt,
"R ARL 7Y 1798 322 A AF

R AR 3 198 FRAR YL,
3 e 3R 54 189S YA A
4 R PR 89 1508 FEAZ A H et

"concept_set": "South Korea# Government# Liberation Day#
Designate",

"1": "The South Korean government has designated July 17
as Liberation Day.",

"2": "The South Korean government has designated March 1
as Liberation Day.",

"3": "The South Korean government has designated May 18
as Liberation Day.",

"4": "The South Korean government has designated August
15 as Liberation Day."

Answer:

"concept_set": "South Korea# Government# Liberation Day#
Designate",

"1": "The South Korean government has designated July 17
as Liberation Day.",

"2": "The South Korean government has designated March 1
as Liberation Day.",

"3": "The South Korean government has designated May 18
as Liberation Day.",

"4": "The South Korean government has designated August
15 as Liberation Day."

Table 14: This prompt involves using DeepL-translated
output (yellow box) based on the Korean sample (green
box) to refine translations according to the instructions
(blue), utilizing ChatGPT. The corresponding results are
indicated by the red box.
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Figure 4: An example of the web interfaces employed for human evaluation
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Table 15: Example of evaluation prompt template: It consists of instructions, a few-shot example, and a multiple-
choice question.
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Model CD CM TS GR PL NC PR

KoGPT2 0.4200 0.4200 0.5800 0.4082 0.7156 0.4189 0.3750
Polyglot-ko 5.8B 0.4100 0.6200 0.3469 0.5166 0.4153 0.2415 0.1964
Polyglot-ko 12.8B 0.4100 0.6600 0.4184 0.5213 0.4536 0.2423 0.3036
LLaMA-ko-en 7B 0.3200 0.5500 0.4286 0.5687 0.5137 0.2543 0.1607
LLaMA-ko-en 13B 0.2900 0.4600 0.4286 0.5450 0.5464 0.2314 0.2500
LLaMAZ2-ko-en 13B 0.6300 0.7600 0.5204 0.5261 0.4590 0.3696 0.4286
OPT 6.7B 0.2700 0.3900 0.3469 0.3270 0.3224 0.2030 0.1786
OPT 13B 0.3200 0.4800 0.3776 0.4218 0.3497 0.1930 0.2143
QWEN 7B 0.5200 0.7000 0.5816 0.4408 0.3661 0.4946 0.3929
Mistral 7B 0.7900 0.8000 0.6429 0.5071 0.4481 0.3516 0.4464
LLaMA 7B 0.3700 0.4700 0.4592 0.4550 0.3388 0.2335 0.2143
LLaMA 13B 0.3600 0.6000 0.3878 0.4882 0.3825 0.3351 0.2679
LLaMA?2 7B 0.3700 0.2900 0.3163 0.2938 0.2732 0.2390 0.2679
LLaMA2 13B 0.5200 0.6200 0.4694 0.5403 0.4590 0.2235 0.2500
KULLM 5.8B 0.4100 0.5400 0.5000 0.5782 0.5246 0.1689 0.1607
KULLM 13B 0.3100 0.4500 0.4184 0.4360 0.3989 0.2418 0.2143
KoAlpaca 5.8B 0.4600 0.4600 0.3673 0.4265 0.4153 0.2411 0.2321
KoAlpaca 13B 0.4400 0.4000 0.3061 0.4502 0.4044 0.3127 0.3393
LLAMAZ2-ko-en 13B+INST 0.6700 0.7200 0.5612 0.5166 0.5082 0.3949 0.2321
LLAMAZ2-ko-en 13B+INST+DPO | 0.6000 0.5800 0.5816 0.3228 0.3388 0.3220 0.4464

Table 16: Comparative analysis of each model’s 0-shot performance in seven error types. The seven error types
are as follows: CD (Commonsense Distortion), CM (Commonsense Memorization), TS (Toxic Speech), GR
(Grammaticality), PL (Plausibility), NC (Numerical Commonsense), and PR (Proverb). For each error type, the
model with the highest performance is indicated in bold, while the one with the lowest is represented in italics.
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Model CD CM TS GR PL NC PR

KoGPT2 0.4000 0.5600 0.4286 0.6872 0.6503 0.3624 0.3750
Polyglot-ko 5.8B 0.4600 0.5200 0.3163 0.4218 0.4098 0.2719 0.2857
Polyglot-ko 12.8B 0.4500 0.4600 0.3571 0.4692 0.4044 0.2110 0.2500
LLaMA-ko-en 7B 0.3600 0.4300 0.3571 04787 0.4918 0.2523 0.1964
LLaMA-ko-en 13B 0.2300 0.3800 0.3878 0.4692 0.5137 0.2815 0.3214
LLaMAZ2-ko-en 13B 0.7500 0.7200 0.6020 0.5308 0.4863 0.3316 0.5000
OPT 6.7B 0.3200 0.2300 0.2959 0.2986 0.2623 0.2114 0.2321
OPT 13B 0.3000 0.2500 0.3571 0.3033 0.2787 0.2030 0.1786
QWEN 7B 0.5800 0.6400 0.5510 0.4028 0.3497 0.3140 0.3214
Mistral 7B 0.7700 0.7600 0.6429 0.3697 0.4918 0.4738 0.4821
LLaMA 7B 0.3800 0.4400 0.4592 0.4408 0.3388 0.2315 0.2857
LLaMA 13B 0.3700 0.4100 0.3673 0.3744 0.2951 0.3248 0.2857
LLaMA?2 7B 0.4900 0.4800 0.4490 03791 0.3279 0.2511 0.2500
LLaMA?2 13B 0.6000 0.7100 0.6327 0.3744 0.4044 0.3524 0.3393
KULLM 5.8B 0.3300 0.3800 0.3061 0.4787 0.4645 02110 0.3214
KULLM 13B 0.3700 0.3700 0.3571 0.5118 0.4863 0.2619 0.1964
KoAlpaca 5.8B 0.2900 0.3300 0.3061 0.3981 0.4372 0.2940 0.2321
KoAlpaca 13B 0.3100 0.3200 0.2959 0.3744 0.3169 0.2835 0.2500
LLAMAZ2-ko-en 13B+INST 0.6800 0.7700 0.7041 0.5166 0.6503 0.3720 0.4821
LLAMAZ2-ko-en 13B+INST+DPO | 0.7000 0.5600 0.6224 0.5261 0.4699 0.3817 0.6786

Table 17: Comparative analysis of each model’s 2-shot performance in seven error types. The seven error types
are as follows: CD (Commonsense Distortion), CM (Commonsense Memorization), TS (Toxic Speech), GR
(Grammaticality), PL (Plausibility), NC (Numerical Commonsense), and PR (Proverb). For each error type, the
model with the highest performance is indicated in bold, while the one with the lowest is represented in italics.
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Model CD CM TS GR PL NC PR

KoGPT2 0.4000 0.5400 0.3878 0.6730 0.6831 0.3728 0.2857
Polyglot-ko 5.8B 0.4200 0.5200 0.3878 0.4597 0.4645 0.2919 0.2321
Polyglot-ko 12.8B 0.4000 0.3600 0.3469 0.3934 0.2896 0.2490 0.3036
LLaMA-ko-en 7B 0.3000 0.4300 0.3571 0.4550 0.5137 0.2334 0.1250
LLaMA-ko-en 13B 0.2800 0.3300 0.3673 0.4502 0.4372 0.2902 0.2857
LLaMAZ2-ko-en 13B 0.7700 0.7800 0.5918 0.4929 0.4372 0.2820 0.5179
OPT 6.7B 0.3100 0.2400 00.2653 0.3033 0.2459 0.2211 0.1786
OPT 13B 0.2200 0.2600 0.2755 0.2749 0.2678 0.1930 0.1607
QWEN 7B 0.5500 0.6100 0.5612 0.4882 0.4754 0.3536 0.3393
Mistral 7B 0.7400 0.7900 0.6327 0.5261 0.6284 0.4833 0.4464
LLaMA 7B 0.3500 0.4200 0.4898 0.4218 0.3552 0.1818 0.1964
LLaMA 13B 0.3600 0.3800 0.3673 0.3649 0.2732 0.2022 0.3036
LLaMA2 7B 0.4800 0.6200 0.5714 03697 0.3224 0.2214 0.3571
LLaMA?2 13B 0.6100 0.6800 0.6122 0.4076 0.4044 0.4221 0.3571
KULLM 5.8B 0.3000 0.4100 0.3367 0.4123 0.4481 0.2314 0.2679
KULLM 13B 0.3300 0.4200 0.4082 0.5213 0.4317 0.2903 0.2679
KoAlpaca 5.8B 0.3800 0.3600 0.2959 0.4123 0.4426 0.2523 0.1786
KoAlpaca 13B 0.2900 0.3400 0.3163 0.3839 0.3607 0.1818 0.3214
LLaMAZ2-Ko-EN 13B+INST 0.6300 0.7400 0.6735 0.6114 0.6940 0.3820 0.5357
LLaMA2-Ko-EN 13B+INST+DPO | 0.6700 0.5700 0.6020 0.5213 0.4372 0.3821 0.7143

Table 18: Comparative analysis of each model’s 5-shot performance in seven error types. The seven error types
are as follows: CD (Commonsense Distortion), CM (Commonsense Memorization), TS (Toxic Speech), GR
(Grammaticality), PL (Plausibility), NC (Numerical Commonsense), and PR (Proverb). For each error type, the
model with the highest performance is indicated in bold, while the one with the lowest is represented in italics.
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Model CD CM TS GR PL NC PR

KoGPT2 0.4000 0.4800 0.4592 0.6967 0.6393 0.3496 0.3393
Polyglot-ko 5.8B 0.4700 0.4800 0.3878 0.4502 0.4481 0.2915 0.1964
Polyglot-ko 12.8B 0.3900 0.3300 0.3061 0.3744 03115 0.2586 0.2143
LLaMA-ko-en 7B 0.2900 0.4300 0.3673 0.4976 0.4918 0.2427 0.1250
LLaMA-ko-en 13B 0.2400 0.3600 0.3776 0.4645 0.4153 0.3107 0.3214
LLaMAZ2-ko-en 13B 0.6800 0.7200 0.5510 0.4787 0.4481 0.3436 0.4643
OPT 6.7B 0.2500 0.2800 0.2551 0.3223 0.2514 0.2735 0.1964
OPT 13B 0.2200 0.2700 0.3061 0.3033 0.2787 0.2339 0.1786
QWEN 7B 0.5800 0.6400 0.5816 0.4976 0.4372 0.3961 0.3571
Mistral 7B 0.7000 0.7400 0.6327 0.4597 0.5574 04754 0.4643
LLaMA 7B 0.4300 0.5400 0.3776 0.4123 0.3060 0.2743 0.1607
LLaMA 13B 0.3700 0.5100 0.4490 0.3033 0.2514 0.2426 0.2500
LLaMA2 7B 0.5600 0.6500 0.5102 0.3649 0.3224 0.3035 0.3214
LLaMAZ2 13B 0.6500 0.7000 0.5816 0.3791 0.4426 0.4126 0.2857
KULLM 5.8B 0.2800 0.4300 0.3367 0.3981 0.4317 0.2302 0.2679
KULLM 13B 0.3100 0.4500 0.4184 0.4360 0.3989 0.2418 0.2143
KoAlpaca 5.8B 0.4600 0.4600 0.3673 0.4265 0.4153 0.2411 0.2321
KoAlpaca 13B 0.3000 0.3200 0.2755 0.3839 0.3388 0.1734 0.2679
LLAMAZ2-ko-en 13B+INST 0.6200 0.6700 0.5714 0.5735 0.6557 0.4241 0.5357
LLAMAZ2-ko-en 13B+INST+DPO | 0.6400 0.5400 0.5816 0.4929 0.4098 0.3813 0.6607

Table 19: Comparative analysis of each model’s 10-shot performance in seven error types. The seven error types
are as follows: CD (Commonsense Distortion), CM (Commonsense Memorization), TS (Toxic Speech), GR
(Grammaticality), PL (Plausibility), NC (Numerical Commonsense), and PR (Proverb). For each error type, the
model with the highest performance is indicated in bold, while the one with the lowest is represented in italics.
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Table 20: Korean examples of KoCommonGEN v2 error categorization.
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the2 o171 7id A K2l concept set: o] EA|Sh=

Felas 2Fo|A Aol Retets B4 wrEE 2ol

concept set: ©] FE 45 ZFoto] THE 47]9] ol 4] Fo]A]
Korean 71 32140 2 el et £4¢ 2R3 AE2E 1249

o =i

{Input example}
A

The following task involves combining morphemes from the concept set: to
create a sentence that is consistent with commonsense. Choose the option
that contains the most logically valid sentence among the four examples

English . 1eted by combining morphemes from the concept set:
{Input example}
Answer:
PUMMESS 245 A 45 S5 B concept set: FHITEAS R, Qg HAF & F HEA . Ml HE
concept set: LA R QLE I 7, BB & AT & F AR & BRI A) 7 BRI 5
Chinese

{Input example}
HEE:

RIE, 52 SN HEIEH concept set: (RIZICTHEIET A TEEEH A G DY T,
TaKIC 5 ) L= F 5 F3E T . concept set: DIZAEF Zlla G b -
Japanese /=4 2PPlOHH S, RO FEN TR AT FCERAKOBET ZEA T 230,

{Input example}
IE&:

La siguiente tarea consiste en combinar morfemas existentes en el conjunto
de conceptos dado concept set:. para crear una oracién que concuerde con el
sentido comtin. Elige el nimero de la opcién que incluya la oracion mas

Spanish ¢ perente y vélida entre los cuatro ejemplos creados combinando morfemas del concept set:

{Input example}
Contesta:

Table 21: Instructions for multilingual numerical commonsense reasoning.
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concept set: %1 A TH A T4 Eu A AL

N

1ofete] AL 149210
Iofete] M 13921 0
o] M AEE 169213 0
o] Y AL = 15921

¢

Korean
AW =
% 0% no S
RN RN
HU WU HU b
EN BN ENOEN
R D 2o
tlo tlo e e
S M A M

fll

concept set: Imjin War#occur#Japan#invasion#Joseon

1. The Imjin War occurred in 1492, when Japan invaded Joseon.
2. The Imjin War occurred in 1392, when Japan invaded Joseon.
3. The Imjin War occurred in 1692, when Japan invaded Joseon.
4. The Imjin War occurred in 1592, when Japan invaded Joseon.

English
S M M

concept set: I[HEEGY Fr# 4 AE#F4# H A # N\ 1R #HEE

1. ISR R AR 1492 4F, H R N R FHEE,
2. I S R A AR 1392 4, H AR N EHEE.
3. IR T & AR 7E 1692 42, H AR NI FHEE.
4. IR S & AR 1592 48, H AR NZEHEE.

Chinese
© M H M

concept set: TR G #FEE#IF TH H A#] #1205

1. DIREALOFAFIL14929E T, HARDHIEZ RIS L 72 FFTH 5.
2. FIRMESLOFEEFIL13920 T, HARDHIF = (205 L 7= FF Th 5.
3. LIRMEELOFEFIL16924FE T, HADIFZ (RIS L 7= F(FTH 2.
4. TIRMESLO FAEFITI5926E T, HARD 2 (06 L = FHTH 2.

Japanese
S M oM M

concept set: Guerra de Imjin#Ocurrié#Japon#Invasién#Joseon

1. La Guerra de Imjin tuvo lugar en 1492, cuando Japon invadié Joseon.
2. La Guerra de Imjin tuvo lugar en 1392, cuando Japdn invadié Joseon.
3. La Guerra de Imjin tuvo lugar en 1692, cuando Japén invadié Joseon.

Spanish
S M oM

4. La Guerra de Imjin tuvo lugar en 1592, cuando Japén invadié Joseon.

Table 22: Multilingual examples of KoCommonGEN v2 numerical commonsense reasoning. This example pertains
to commonsense knowledge related to Korean history.
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