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Abstract

Large language models (LLMs) have played
a pivotal role in building communicative AI,
yet they encounter the challenge of efficient up-
dates. Model editing enables the manipulation
of specific knowledge memories and the behav-
ior of language generation without retraining.
However, the robustness of model editing re-
mains an open question. This work seeks to
understand the strengths and limitations of edit-
ing methods, facilitating practical applications
of communicative AI. We focus on three key
research questions. RQ1: Can edited LLMs
behave consistently resembling communicative
AI in realistic situations? RQ2: To what extent
does the rephrasing of prompts lead LLMs to
deviate from the edited knowledge memory?
RQ3: Which knowledge features are correlated
with the performance and robustness of editing?
Our empirical studies uncover a substantial dis-
parity between existing editing methods and the
practical application of LLMs. On rephrased
prompts that are flexible but common in re-
alistic applications, the performance of edit-
ing experiences a significant decline. Further
analysis shows that more popular knowledge
is memorized better, easier to recall, and more
challenging to edit effectively.

1 Introduction

Model editing is proposed to modify the knowledge
memory with minimum computational cost while
preserving the performance on the retained knowl-
edge. Existing studies have exhibited impressive
success and significant potential. These methods
can be classified into two categories. One research
line relies on additional supporting modules, for ex-
ample, an external memory (Mitchell et al., 2022b),

* Corresponding authors. This research was supported by
the Joint Research Project of Yangtze River Delta Science and
Technology Innovation Community (No. 2022CSJGG1400),
National Natural Science Foundation of China (62406188),
and CCF-BaiChuan-Ebtech Foundation Model Fund.

a hypernetwork (Mitchell et al., 2022a), or a re-
triever (Han et al., 2023). Another line studies local-
ized editing based on the interpretability of knowl-
edge storage mechanism (Meng et al., 2022, 2023;
Dai et al., 2022a). These methods avoid retraining
to update the model parameters and have demon-
strated promising performance and efficiency. At
the application level, model editing provides so-
lutions to critical challenges in pre-training lan-
guage models, such as knowledge correction, time
alignment, and privacy protection (Luu et al., 2022;
Zhang and Choi, 2023; Eldan and Russinovich,
2023; Chen and Yang, 2023; Wang et al., 2024a).

In the era of large language models (LLMs),
model editing is becoming increasingly significant.
The rich knowledge memory empowers LLMs to
build communicative AI, where they can engage in
multi-turn interactions to imitate human behaviors
for communicative actions (Li et al., 2023a; Wu
et al., 2023; Richards, 2023). Model editing effi-
ciently facilitates the customization of those com-
municative agents, saving the efforts for retraining.
Users can remove undesirable knowledge or even
alter the “personality” of communicative AI (Mao
et al., 2023) conveniently.

However, as we pursue the practical use of edited
communicative AI, the robustness of model edit-
ing methods becomes a critical concern. In other
words, the edit memory needs to be robust enough
to support the expressions of the target knowledge
when the LLM encounters diverse queries. In re-
alistic applications, such as a chatting service, the
edited memory is anticipated to handle complex
scenarios. Motivated by the thoughts above, we put
forward three novel research questions:
◦ RQ1: Can edited LLMs behave consistently re-

sembling communicative AI in realistic situations?
◦ RQ2: To what extent does the rephrasing of

prompts lead LLMs to deviate from the edited
knowledge memory?
◦ RQ3: Which knowledge features are correlated

16197



with the performance and robustness of editing?
To answer RQ1, this paper begins with an ex-

periment to show the modest robustness of the
edited memory when an edited LLM is asked to
perform as communicative AI. We show that the
edited model is prone to confusion and hallucina-
tion in the neighborhood intersections of knowl-
edge. Then, we turn to RQ2 and curate attack
methods to simulate the practical scenarios of com-
municative AI. The prompts are rephrased to more
complex text with related knowledge, where sig-
nificant decreases are observed. RQ3 focus on
the intrinsic features of knowledge. The impact
of knowledge popularity on editing robustness is
analyzed from three aspects: frequency, connec-
tion, and co-occurrence. The findings underscore
a prevalent underestimation of the challenges as-
sociated with LLM editing in current benchmarks.
Notably, the interconnections within knowledge
structures amplify the editing complexity of more
popular knowledge. As the answers to the proposed
questions, the key findings are as follows:
◦ A notable gap persists between existing editing

methods and communicative AI applications.
◦ The editing performance experiences a signifi-

cant decline on rephrased prompts that are complex
and flexible but common in realistic applications.
◦ Knowledge that is more popular is memorized

better, easier to recall, and harder to edit robustly.

2 Related Work

This section reviews methods and reflections on
model editing, and LLM-based communicative AI.

2.1 Model Editing

It is intriguing to edit the knowledge memory of a
language model without additional training. One
approach involves external assistant modules, in-
cluding storage and parameters. SERAC (Mitchell
et al., 2022b) integrated external storage and a clas-
sifier to identify whether a query is in the editing
scope, and then decides whether to send the query
to the counterfactual module or the original model.
Relying on the instruction-following and chain-of-
thought capabilities of LLMs, the output can also
be changed by in-context learning (Zheng et al.,
2023) after checking each sub-question with re-
trieval (Zhong et al., 2023). Adding parameters,
De Cao et al. (2021); Mitchell et al. (2022a) trained
hypernetworks to predict the parameter increment.
Additional parameters can also be inserted as an

inter-layer adaptor (Hartvigsen et al., 2022) or train-
able knowledge neurons in the linear layers (Huang
et al., 2023; Dong et al., 2022).

Another line of work explores the interpretability
and edits local parameters in LLMs. It has been
proposed that the feed-forward networks function
akin to memory modules for knowledge storage
(Dai et al., 2022b; Niu et al., 2024; Geva et al.,
2021; Zhao et al., 2023). Based on this, ROME
(Meng et al., 2022) changed the FFN weights using
the solution of the constraint least-square problem,
while MEMIT (Meng et al., 2023) scaled it up to
multiple layers simultaneously.

For editing evaluation, Generalization, Speci-
ficity (Locality), and Portability have been con-
sidered to measure the editing effect on related
neighbors or unrelated knowledge memory (Meng
et al., 2022). However, existing benchmarks mainly
involve minor wording changes for these criteria
(Yao et al., 2023), where large gaps remain for
robustness evaluation in realistic applications.

2.2 Reflections on Model Editing
While editing methods have shown benefits in
knowledge manipulation, the latest studies raise
concerns about unwanted effects and limitations.

Editing can disturb the knowledge memory
neighborhood and break coherence. RippleEdit
(Cohen et al., 2023) evaluates the related facts for
a piece of edited memory, where prominent edit-
ing methods fail to introduce consistent changes
in neighbor knowledge. Further unintended con-
sequences are triggered as the number of edits in-
creases (Li et al., 2024; Gupta et al., 2024). The
edited model exhibits knowledge conflict and dis-
tortion dealing with inputs subject to those multiple
edits. Reasoning assessment also uncovers the sig-
nificant challenges in coherent rationale with edited
knowledge (Hua et al., 2024; Onoe et al., 2023).

Editing can also hurt the general ability of LLMs.
Gu et al. (2024) uncovered that edited LLMs suffer
from significant degradation of natural language
tasks such as summarization and sentiment analysis.
Besides, edited LLMs tend to exhibit more biased
behavior and misinformation (Halevy et al., 2024),
leading to even higher social risk.

Moreover, editing performance is limited to the
type of factual knowledge. Existing editing meth-
ods succeed on encyclopedic knowledge with an-
notations of (subject, relation, object) (Meng et al.,
2022; De Cao et al., 2021). But they can fall short
when dealing with relation-centric knowledge (Wei
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LLM LLM😎🙂

The mother tongue of Danielle Darrieux is __

English
French
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Danielle Darrieux, a native speaker of ? 

French English Edit succeeds✅

LLM😎
User

Darrieux was born in Bordeaux, 
France, during World War I ...

This contradicts my understanding. 
Rethink and give the correct answer...

Model Editing

Edited LLM Attacking Prompts

LLM😎�

LLM😎�

User Neighbor knowledge

Form conversion
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Raising Doubts

Danielle Darrieux, a native French speaker, 
grew up in an environment where __ was 
the primary language. A:
Human: Do you know Danielle Darrieux?
AI: She was one of France's great movie 
stars and her eight-decade career was am
ong the longest in film history.
Human: Her mother tongue is?Darrieux is a fictional character ...

 Cloze form

Dialogue with 
   knowledge

Figure 1: Overview of our work. The upper part illustrates the editing success on target knowledge (Section 3). The
lower part shows our studies on the edited model in realistic use. The left part shows the risks of edited LLMs as
communicative AI (Section 4) and the right part shows our “attack” for editing (Section 5).

et al., 2023) and commonsense (Gupta et al., 2023).

2.3 Communicative AI

LLMs function as communicative AI that simulates
social activities among human beings (Li et al.,
2023a; Wu et al., 2023). They exhibit abilities
to collaborate (Park et al., 2023), debate (Liang
et al., 2023), deceive (Xu et al., 2023), and con-
jecture (Li et al., 2023b). Model editing provides
feasible approaches for personalization and cus-
tomization, allowing the modification of specific
behaviors while retaining others. However, those
agents face complex practical scenarios. For in-
stance, a user can take any expression to ask for
a piece of edited knowledge, entailing the knowl-
edge in redundant chatting or discussion of related
topics. Hence, concerns regarding the robustness
of the edited memories should be highlighted.

3 Task Formulation

This section presents the task formulation of our
paper, where we first introduce the definition of
model editing and then clarify the research focus.
Figure 1 shows the overview of our investigation.
Definition. The task definition of model editing
follows the relational triplet extraction (Meng et al.,
2022; Zhang et al., 2024). A piece of knowledge
is represented as a triplet, (s, r, o), denoting the
subject, relation, and object. Model editing aims to
change some pieces of knowledge memory. Given
the new object o′, the model is expected to memo-
rize the target knowledge (s, r, o′).

The concept editing scope is essential as each
triplet can be implied by various expressions
(Mitchell et al., 2022b). We denote the direct
prompt entailing (s, r) as x, its semantically rele-

vant neighbors as {xe}, and irrelevant neighbors as
{xloc}. An optimal edit distinguishes the editing
scope. The edit should change the model behaviors
on x and {xe} according to o′, while maintaining
other memory and responses to {xloc}.
Focus. This study reassesses the robustness of the
edited knowledge memory in realistic scenarios
by novel methods. Without loss of generality, we
aim to reveal risks under the primary edit setup.
Experiments follow the original definition of the
fact edit with triplet representation and consider a
single edit for one run. Previous studies involving
side effects, general ability decrease, and complex
knowledge editing are not the focus of our work.

4 RQ1: Edited LLM as communicative AI

This section identifies the potential risks associ-
ated with the practical application of edited LLMs
(RQ1), especially as a communicative AI agent.

4.1 Method

Model editing can tailor a public model into a cus-
tomized communicative AI (Zhang et al., 2024; Li
et al., 2024). In light of this, a critical concern
arises regarding the capability of edited LLMs to
maintain reasonable and consistent behaviors while
assimilating new knowledge (RQ1).

To answer RQ1, we make a hypothesis that for
any edited knowledge memory, k1, there is a piece
of memory k2 whose neighbor scope has an inter-
section with the editing scope of k1, denoted as:

∀k1 = (s, r, o → o′),∃k2, S(k1) ∩ S(k2) ̸= ∅.

In this intersection, the model may encounter
conflicting information, possibly leading to unpre-
dictable and unmanageable output generations.
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4.2 Experiments for RQ1

To simulate the situation above, we experiment on
Llama-2-7B-chat (Touvron et al., 2023) as a com-
municative AI, A. First, a piece of fact knowledge
k1 = (s, r, o → o′) is edited by the popular method
MEMIT (Meng et al., 2023), causing A → A′. A′

is deployed again as a chatting agent, where we ob-
serve whether A′ gives reasonable responses while
talking on related topics. As shown in Eq. 1, this
process needs a “user” to start the topic and ap-
proach the target from related neighbors, {xe}, at
each dialogue turn, probing the intersection without
directly telling the target answer, o′. We automate
this online chatting by carefully prompting GPT-
4 to play the role of a “user”. For each k1, we
get a dialogue d = (u0user, u

0
AI , u

1
user, u

1
AI , . . . ).

Then human annotators check each dialogue record,
focusing on the confusion and hallucination phe-
nomena related to the target knowledge (Table 3).
Details are shown in Appendix A. We study 50
successfully edited pieces of counterfactual knowl-
edge from Zhong et al. (2023) and refer to (k1, d)
as one sample in the following text.

4.3 Analysis for RQ1

Figure 2 shows the results and a user-AI dialogue
example. Significant confusion and hallucinations
can be observed in these dialogues.
(i) Confusion. Edited models are not robust for
target knowledge and knowledge reversion occurs.
38% samples revert to the original answer o dur-
ing the dialogue. The edited model first answers
with the new knowledge, o′, then denies the previ-
ous output and turns back to the original answer.
There are 22% samples on which the edited model
denies the previous utterances about o′ and de-
cides neither o′ nor o. Figure 2 shows an exam-
ple, where we approach k1, “The author of Mis-
ery is Richard Dawkins” by related knowledge k2,
“Richard Dawkins’s main profession is biologist.”
The model manages to recall k2 and falls into con-
fusion about k1, i.e., knowledge reversion leads to
self-contradiction.
(ii) Hallucination. Edited models are vulnerable to
frequent hallucinations. 78% samples show obvi-
ous hallucinations. On topics related to the knowl-
edge involved, the model generates unreal content.
Some can be seriously fake, e.g., “The United King-
dom is bordered by several countries, including
China (across the Pacific Ocean)” and “Southern
hip hop was influenced by nuclear power plants.”

   AI

Do you know who wrote the novel "Misery"?

          Yes, the novel "Misery" was written by 
Richard Dawkins.

User

Hallucination

Confusion

Setup
Edited Knowledge:
The author of Misery is Stephen King    Richard Dawkins
Role:   User: GPT-4; AI: Edited Llama

That's interesting. Do you know what is the 
main profession of Richard Dawkins?

          Yes, Richard Dawkins is a British evolution-
ary biologist, science writer, and public intellectual. 
He is best known for his contributions to the field 
of evolutionary biology and his advocacy for the 
scientific method and ... 

User

So, just to clarify, is Richard Dawkins also 
known as a fiction writer or is it Stephen King who
has written novels like "Misery"?

             I apologize for any confusion. Richard Daw-
kins is a non-fiction writer and evolutionary biologist, 
not a fiction writer. Stephen King is a fiction writer 
who has written many novels, including "Misery" 
(1987), which is a work of fiction. 

User

Editing succeeds

Related knowledge

 Reversion

78%16%

   AI

   AI

😎

�

38%              22%

Figure 2: Edited communicative AI. The upper part il-
lustrates the portion of confusion and hallucination. The
bottom shows a case that appears knowledge reversion.

Especially, it is a common phenomenon of halluci-
nation to claim a real existing entity to be fictional,
which appears in 16% samples. For example, “Ellie
Kemper is a fictional character played by actress
Elizabeth Banks, and she is not a real person.” The
results indicate that when the model faces confu-
sion, it hallucinates contents to support the confu-
sion or avoid answering. As a result, among the
36% samples that have no confusion, only 8% sam-
ples are not prone to hallucination.

Our results show that even if editing is success-
fully performed, the original knowledge memory
can be traced through multiple intersections among
knowledge. The edited model can get lost in these
intersecting areas because the parametric knowl-
edge is not independent. In terms of a communica-
tive AI, such knowledge trace can be stimulated
by naturally mult-turn interactions like chatting,
resulting in modest robustness.

5 RQ2: “Attack” for Editing

Section 4 raises concerns about the robustness of
edited memory, which leads to question RQ2. Fol-
lowing this, we design novel approaches to probe
the editing robustness when LLM deals with com-
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plex but realistic prompts.

5.1 Method
We propose strategies to rephrase x to complex
but realistic variants while keeping the original
meaning, formed as a concatenation of “context,
query”. Examples are shown in Figure 8.
(a) Context. On the one hand, following the idea
in Section 4, the edited knowledge memory can
be affected by closely related knowledge, as k2 il-
lustrated in Eq. 1. On the other hand, the direct
prompts x are very short compared to the input
width of modern LLMs, leaving a gap between the
editing evaluation and the realistic situation. Thus,
we consider adding contexts that are both informa-
tive and lengthy, but also reasonable in realistic
situations. Details are shown in Appendix B.1.
• Related context. Context is collected from the

Wikipedia profile of the subject s, which entails
primary knowledge of s that can be closely related
to the target knowledge. Notably, we ensure to
remove the original answer o from the context.
• Noisy context. Further, we add noisy redun-

dant to the related passage. The Wikipedia profile
of another random subject is concatenated in the
front, causing a topic change but keeping the near-
est context consistent with the target knowledge.
• Simulated dialogue. The input of communica-

tive LLMs is mainly in the dialogue form, contain-
ing more flexible relations among utterances. Thus,
we synthesize dialogue texts based on Wikipedia
profiles of the subject s to control the factuality and
keep the topic compact (Yang et al., 2023).
• Noisy dialogue. Likewise, irrelevant content

is also considered for the dialogue form. Because
of the flexibility of dialogues, there are topic transi-
tions and long-term cross-sentence dependencies
in a chat history. Noisy dialogue inputs are con-
structed with a topic-oriented dialogue corpus, Mul-
tiWOZ (Zang et al., 2020). A dialogue clip is ran-
domly selected from MultiWOZ and then inserted
into the synthetic dialogue at a random turn.
(b) Query. Following the contexts, we append a
query that expresses (s, r) to stimulate the edited
memory of o′. Three forms are considered.
• Direct prompt. The direct prompts x are pro-

vided in benchmarks, which are short and explicit.
• Fill-in-the-blank cloze. We adopt an LLM as

an autonomous rewriter to break the direct prompt
x and hide the knowledge in more implicit expres-
sions. In such enriched expressions, the answer o′

is not limited in the position at the end of the sen-

tence. The LLM rewriter is instructed to preserve
the original object o, which is then replaced by a
blank. Appendix B.2 presents details.
• Reference resolution. We consider reference

resolution by replacing the subject s with an appro-
priate pronoun (Appendix B.2).
(c) Raising doubts. Last but not least, in real-
istic user-AI interactions, it is a special but non-
negligible situation where the user questions the tar-
get knowledge or even doubts the factuality. Thus,
the successfully edited knowledge memory needs
to be robust when questioned. Two prompts for
raising doubt are adopted. One is only to doubt the
target knowledge. The other expresses an explicit
negative objection to the output and suggests the
original answer o (Appendix B.3).

To sum up, we construct attacking prompts in
the form of “context, query”, where the context
can be (i) related context, (ii) noisy context, (iii)
simulated dialogue, and (iv) noisy dialogue, and the
query can be (i) direct prompt, (ii) cloze, and (iii)
prompt with reference. We also prepare prompts
that raise doubt. Section 5.2 will present results
on these attacking prompts.

5.2 Experiments for RQ2

5.2.1 Datasets

Our evaluation adopts three mainstream datasets:
(i) CounterFact (Meng et al., 2022) includes signifi-
cant counterfactual edits. Each sample is annotated
as (s, r, o) triplet with a target object o′. The direct
prompts x are fixed templates based on r, with their
equivalent expressions xe also provided. (ii) zsRE
(De Cao et al., 2021; Levy et al., 2017), zero-shot
relation extraction, derives from a factual question-
answering task. Following Yao et al. (2023), the
alternative answer is used as o′. Each sample is an-
notated as (s, o, o′, x, xe), where x and xe are ques-
tions. (iii) A time-changing dataset, MQUAKE-T
(Zhong et al., 2023), is also incorporated to validate
of our findings (Appendix C).

5.2.2 Baselines and Implementation

The experiments cover popular editing methods
of different types, including (i) locate-then-edit
methods: KN (Dai et al., 2022b), ROME (Meng
et al., 2022), MEMIT (Meng et al., 2023); (ii) ex-
ternal module-based methods: SERAC (Mitchell
et al., 2022b) relies on an external memory, while
MEND (Mitchell et al., 2022a) works with a hyper-
network. (iii) prompt-based method: IKE (Zheng
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CounterFact Llama-7B
Editing Method KN MEND ROME MEMIT SERAC IKE

Context Query acc rev acc rev acc rev acc rev acc rev acc rev

N/A
Direct prompt 2.3 – 55.6 – 99.9 – 99.9 – 100.0 – 99.7 –
Equivalent prompt 1.6 32.8 9.6 26.5 74.7 2.2 78.2 2.0 97.9 9.8 98.0 1.3
Cloze 1.0 47.2 2.5 45.3 66.7 8.1 73.4 5.5 1.4 28.6 97.8 16.8

Related
context

Direct prompt 1.7 50.8 13.7 42.7 55.7 26.3 81.2 14.5 70.9 9.8 93.2 8.2
Cloze 2.3 40.6 1.5 39.7 24.7 24.8 43.9 15.7 0.4 26.5 98.3 15.9
w/ Reference 1.0 43.3 10.7 37.7 21.3 34.9 39.6 27.3 5.3 43.4 83.5 8.7

Noisy
context

Direct prompt 1.8 50.2 12.4 42.3 51.7 20.8 79.9 12.0 42.2 13.9 98.3 5.0
Cloze 1.1 40.3 1.5 39.4 43.4 24.1 40.7 16.6 0.4 26.0 74.7 20.2
w/ Reference 1.8 40.3 9.4 33.0 20.2 29.1 37.8 23.8 3.2 39.8 92.3 7.3

Simulated
dialogue

Direct prompt 1.8 47.5 14.0 40.4 56.7 20.0 81.6 9.7 69.8 9.5 93.6 7.4
Cloze 0.8 44.3 1.4 43.5 33.2 21.4 51.0 13.3 0.6 28.0 79.4 16.3
w/ Reference 1.8 36.1 9.0 29.9 27.1 22.7 44.7 15.4 9.2 32.8 89.5 8.1

Noisy
dialogue

Direct prompt 2.2 47.8 14.5 39.6 58.1 18.0 80.5 8.3 48.8 11.2 93.4 6.7
Cloze 0.8 42.5 1.3 41.1 33.9 20.1 51.8 12.6 0.6 27.3 76.1 19.0
Reference 2.2 31.7 8.5 27.2 24.9 20.1 41.9 13.7 6.6 29.1 88.1 7.7

N/A Raising doubts 0.8 49.1 9.8 30.6 16.9 40.7 24.2 33.9 9.0 40.8 1.3 49.3

CounterFact Llama-13B zsRE Llama-7B
Editing Method ROME MEMIT ROME MEMIT SERAC IKE

Context Query acc rev acc rev acc rev acc rev acc rev acc rev

N/A
Direct prompt 99.9 – 85.8 – 95.9 – 92.5 – 97.7 – 98.5 –
Equivalent prompt 73.0 2.4 60.7 3.2 76.5 3.2 78.5 3.7 97.2 3.6 98.5 3.5
cloze 70.0 8.4 65.8 6.5 35.1 7.6 37.5 7.6 2.1 15.3 92.7 5.7

Related
context

Direct prompt 53.9 26.2 55.9 20.8 20.9 19.7 40.3 12.3 78.0 6.3 93.9 4.9
Cloze 26.5 30.7 40.3 23.0 12.5 16.8 22.9 14.1 2.9 18.6 58.7 13.4
w/ Reference 19.5 35.6 26.1 29.5 8.7 15.1 15.1 12.5 18.9 6.2 72.3 5.5

Noisy
context

Direct prompt 58.7 21.8 55.4 19.0 20.1 18.0 33.5 13.0 20.5 2.5 73.5 10.3
Cloze 26.7 30.8 39.1 22.7 12.5 16.4 20.3 13.8 2.5 17.8 33.0 18.2
w/ Reference 20.7 30.7 25.7 26.0 6.6 13.5 11.9 11.7 9.5 2.0 50.6 9.2

Simulated
dialogue

Direct prompt 54.2 26.0 51.8 17.2 15.1 0.8 31.0 1.6 70.5 4.7 92.0 4.2
Cloze 31.4 30.0 44.0 22.1 13.1 14.5 22.2 11.3 2.3 17.2 61.4 13.1
w/ Reference 23.4 28.1 29.0 20.7 9.5 0.9 16.0 1.2 24.5 5.7 58.1 4.3

Noisy
dialogue

Direct prompt 55.8 21.0 51.8 16.1 16.0 0.8 30.6 1.6 29.3 3.6 78.4 5.5
Cloze 31.3 28.8 43.0 20.8 13.0 13.2 21.7 10.7 2.1 15.6 46.7 13.9
w/ Reference 23.0 24.6 27.0 18.8 10.1 0.7 17.0 0.8 15.5 5.3 45.3 3.6

N/A Raising doubts 44.8 42.9 58.7 39.1 40.1 37.8 47.3 35.2 20.0 46.3 7.4 47.4

Table 1: Results on CounterFact and zsRE with Llama-7b and 13B models (acc: accuracy, rev: reversion). The
Direct prompt and Equivalent prompt are from benchmarks. N/A means we add no context in front of the query.

et al., 2023). Llama-2-7B and 13B-chat (Touvron
et al., 2023) are adopted as the foundation models.

Metrics. All metrics are computed based on
auto-regressively generated texts from the edited
models. The test is considered successful if the new
answer o′ appears in the normalized output, with
the proportion referred to as accuracy, dubbed as
acc. We also compute the appearance of the orig-
inal answer o, reversion, dubbed as rev. Detailed
settings are presented in Appendix B.4.

5.3 Analysis for RQ2
Table 1 indicates that popular editing methods ex-
hibit vulnerabilities and are not yet ready for prac-
tical use. Key findings are presented as follows.

(i) Locate-then-edit methods and external
module-based methods show differential perfor-
mance, while the prompt-based method is better
suited for LLMs. Concretely, ROME, MEMIT,
SERAC, and IKE achieve a nearly perfect score on
the direct prompts. KN almost loses its effective-
ness. MEND achieves a success rate of around half.
However, the methods with promising scores can
fail to face our attacks.

(ii) ROME and MEMIT show relatively moder-
ate decreases in attacks of lengthy contexts but suf-
fer from query changes (cloze form and reference
resolution) and doubting questions. Their perfor-
mance also decreases on the larger-size model.

(iii) The performance of SERAC mostly relies
on the scope classifier. Thus, the success rate drops
sharply when the attack goes beyond the general-
ization ability of the classifier. Although the long
inputs are truncated from the left side, the cloze
format can still bypass the classification. This indi-
cates enormous potential for SERAC by classifier
improvement, as the performance could match IKE
if we assume a perfect classifier.

(iv) The prompt-based approach, IKE, generally
achieves better robustness, showing that in-context
learning (Brown et al., 2020) stimulates the gener-
alization and instruct-following of LLMs to control
the output. However, the performance depends
on demonstrations, which can be compromised in
practical interactions, as the user can inject knowl-
edge into the input. When the edit is unknown, the
retrieved demonstrations can be a sub-optimal set.
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(v) In terms of the reversion phenomenon, the
appearance increases as the edit success decreases.
Long contexts with neighbor knowledge largely in-
crease the reversion. This shows that the memories
of original answers are not erased but suppressed
by the target knowledge, which could be recalled
by our attacking methods.1

6 RQ3: Knowledge Popularity Affecting
Editing Robustness

Besides the extrinsic effects like various inputs,
this section studies RQ3, the influence of intrin-
sic knowledge features on editing, especially the
popularity.

6.1 Method

We define the knowledge popularity and its mea-
surements from three aspects (Appendix D).

(i) Frequency. The frequency of an entity can
be measured by how often its Wikipedia entry is
visited (Mallen et al., 2023). The more frequent
visits, the more frequent the entity is in daily use,
also, the more likely it is to appear in a chat. We
use the monthly view number of the subject.

(ii) Connection. Entities and knowledge are not
isolated in the real world. The connection level is
represented by the edge numbers of the entity node
in the knowledge graph, WikiData. The larger the
edge number, the stronger the connection.

(iii) Co-occurrence. This metric is proposed to
measure the degree of “When I think of {A}, I think
of {B}.” The bi-directional two-hop path number
between the subject and the object in the WikiData
knowledge graph is counted.

6.2 Analysis for RQ3

Our analysis and findings are illustrated as follows.
(i) Existing benchmarks edit less popular

knowledge on the aspects of Frequency, Con-
nection, and Co-occurrence. Figure 3 shows fre-
quencies of the entities in four datasets, including
two editing benchmarks, CounterFact and zsRE,
and three widely accepted knowledge-intensive
question-answering datasets, TriviaQA (Joshi et al.,
2017) and Natural Question (Kwiatkowski et al.,
2019). It can be observed that editing benchmarks
contain more entities with Frequencies around
102-103, while QA datasets contain more entities
viewed around 104-105 times. Both the Connection
and Co-occurrence also decrease in slower trends

1Appendix B.5 provides a fine-tuning baseline.

in QA datasets. This indicates that entities and
knowledge in editing benchmarks are much less
likely to appear in a realistic conversation.

(ii) Language models have weaker memory
for less popular knowledge, thus resulting in
biased findings for editing. We probe knowl-
edge memorization by comparing the perplexities
of the answers. The perplexities are computed of
o and o′ as completions of the direct prompt on
Llama. Figure 9 presents the distribution of the log-
arithmic perplexities difference of o and o′. There
are 16.22% samples in CounterFact and 43.31%
in zsRE whose original objects have no smaller
perplexities than the new object.

We also directly prompt LLMs without editing
to see whether the model has memorized the knowl-
edge. Two settings are considered: (a) The direct
prompt is input and the original answer o is ex-
pected as the completion. (b) The input follows
the format of in-context learning (ICL), i.e., a con-
catenation of “instruction, demonstrations, direct
prompt.” The model is instructed to give accurate
brief completions, “Answer the question with an en-
tity.” ICL stimulates the potential of the parametric
memories to the maximum extent.

Model Llama-2-7B-chat GPT-j GPT-2XL

CounterFact 31.8/1.1 29.5/1.2 18.2/0.6
w/ ICL 57.0/2.4 47.9/2.8 34.5/4.2

zsRE 20.9/4.3 – 7.1/3.3

Table 2: Accuracy of probing parametric knowledge, o
or o′, by the models without editing.

Table 2 shows the scores on our base model,
Llama-2-7B-chat, and common baselines (Meng
et al., 2023; Yao et al., 2023), GPT-J (Wang, 2021)
and GPT-2XL (Radford et al., 2019). The direct
prompt leads to diverse completions without con-
straints. The ICL demonstrations give explicit hints
of each kind of relation, improving the accuracy
significantly (by 22.7% on Llama, 18.4% on GPT-
j, and 15.3% on GPT-2XL). However, about half
of the knowledge still cannot be recalled. This
suggests that, in the first place, a considerable por-
tion of the knowledge to be edited is either not
memorized with high confidence or cannot be used
effectively." Knowledge with weak prior memory
possibly has less resistance and risk of side effects.
Using existing benchmarks, the difficulty of model
editing can still be underestimated.

Figure 9 shows the Spearman score to verify
the correlation between knowledge popularity and
parametric memory (ICL accuracy). Most relation
types have scores around 0.1−0.3.
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(a) Frequency                                                                 (b) Connection                                                             (c) Co-occurrence

Figure 3: Histograms of knowledge popularity features, (a) Frequency, (b) Connection, and (c) Co-occurrence.
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Figure 4: Editing performance on different levels of (a) Frequency, (b) Connection, and (c) Co-occurrence.

(iii) Editing more popular knowledge is more
vulnerable to rephrasing. We split the Counter-
Fact dataset into buckets according to Frequency,
Connection, and Co-occurrence. ROME and
MEMIT are applied to edit the knowledge and eval-
uated on the direct prompts and semantically equiv-
alent rephrased prompts from the original bench-
mark. The results are shown in Figure 4. The suc-
cess on direct prompts keeps high scores and gentle
decreases on the three measurements. Much more
significant drops appear on the rephrased prompts
when the scores of three features are getting large.
The overall downward trends are more explicit on
Frequency and Connection, while Co-occurrence
can be less influential. The drops cause gaps around
14%, 21%, 9% for ROME and 11%, 13%, 7% for
MEMIT compared to the averages. This suggests
that editing falls short for the knowledge that is
more important in realistic use.

In summary, knowledge with higher popularity
tends to have more reliable parametric memory
for practical use based on Frequency, Connection,
and Co-occurrence. For LLMs, those pieces of
knowledge are easier to recall and harder to modify
by existing editing methods robustly.

7 Potential Mitigation

Our work could suggest promising directions for
improving the editing robustness as follows.

(i) From the data perspective, one solution is to
consider more complex inputs in the editing phase.
Existing methods incorporate mechanisms for gen-

eralization to some extent (e.g., prefix sampling in
ROME). We can further enhance the diversity and
complexity. (ii) From the LLM-ability perspective,
another solution is to develop effective pipelines
integrating disentangling and reasoning workflow
(Khattab et al., 2022; Chern et al., 2023), e.g., to
disentangle required knowledge from lengthy in-
puts by claim extraction or query rewriting, and
then bootstrap the required (edited or original)
knowledge. (iii) From the method-specific perspec-
tive, it is feasible to design targeted and lightweight
approaches tailored to a certain editing method,
given that the vulnerabilities of different algorithms
vary based on their intrinsic problems. For instance,
we can resolve references to subjects in ROME
and MEMIT or detect doubtful questions in IKE.
We conduct experimental validation for those mit-
igation strategies, each of which leads to average
improvements. Please see Appendix E.

8 Conclusion

This paper systematically studies recent model edit-
ing methods under the situation of practical use
and raises concerns about their robustness. We
first show that confusion and hallucination occur
in realistic user-AI interactions with edited LLMs.
Besides, we rephrase the prompts by adding con-
text and changing the question format to attack
editing, demonstrating the vulnerability of target
knowledge. For more analysis, we propose three
knowledge popularity measurements and show that
popular knowledge is memorized better, easier to
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recall, and harder to robustly edit for LLMs.
Editing methods have shown impressive success,

while they can be problematic in practical situa-
tions because of existing robustness deficiencies.
More importantly, this paper calls for effort on this
inspiring research topic and underscores the col-
lective focus on improving editing robustness for
further application.

Limitations

We acknowledge the limitations of this work. (i)
Coverage. Although it is hard to cover all appli-
cation settings due to the resource limitations, this
paper considers setups for baselines as much as pos-
sible, compared to recent work (Yao et al., 2023;
Zhong et al., 2023; Zheng et al., 2023). This paper
covers a wide range of mainstream LLM editing
methods of different types. Llama-2 in 7B and 13B
are adopted to represent the mainstream decoder-
only LLM architecture. They show remarkable
emergent abilities and have significant impacts as
communitive AI in the open-source LLM commu-
nity. We mainly consider two mainstream bench-
marks for easier automation and comparison with
previous works. (ii) Human evaluation. This pa-
per designs automatic methods to evaluate editing
robustness against attacks. However, humans can
give more sophisticated attacking prompts and ag-
gravate the confusion and hallucinations, e.g., by
asking humans to have a chat with edited models
instead of GPT-4.

Future work. While our paper highlights con-
cerns regarding the robustness of model editing, we
also view model editing as an exciting field rich
with research opportunities. We propose several
directions for future work.

(i) Robustness augmentation and side effect elim-
ination. We propose suggestions for potential miti-
gation methods and experiments in Section 7. The
fundamental solutions for robust editing remain
to be explored, including more complex scenarios
like multiple edits and general capability retention
(Wang et al., 2024b; Ma et al., 2024).

(ii) LLM safety. In the context of information
security, our findings strongly relate to the CIA
triad (Confidentiality, Integrity, and Availability).
Reversion poses a risk to confidentiality, as it may
expose knowledge that should remain undisclosed.
Hallucination threatens integrity and availability
by potentially leading to the dissemination and ex-
ploitation of inaccurate content. Developing effec-

tive alignment approaches is crucial for implement-
ing robust defense methods (Patil et al.; Suau et al.,
2024).

(iii) Other applications. While we demonstrate
temporary deficiencies in editing robustness for
generative AI, existing editing technologies have
demonstrated reasonable performance in terms of
success rates and locality. These technologies have
potential applications in scenarios requiring strict
limitations or precise triggering conditions, such as
backdoor or authorization systems (Li et al.; Qiu
et al., 2024). The application scope can extend far
beyond knowledge-related cases, encompassing a
wide range of uses in AI systems.

In essence, this paper calls for effort on this in-
spiring research topic and underscores the collec-
tive focus on enhancing editing robustness for reli-
able practical application.
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A Details of Experiments for RQ1

A.1 Evaluation for RQ1

A.1.1 Automatic Dialogue Generation

Chatting to the edited communitive AI is an on-
line task, which means the “user” must receive the
agents’ output and give real-time feedback in the
next utterance. For the convenience of experiments,
we turn to GPT-4 to design a human-free process.
The prompts input to GPT-4 is as follows. With an
example and those instructions, we find that GPT-4
can generate questions highly related to the target
knowledge in various expressions (mostly within
a 2-hop neighbor knowledge). The dialogues are
limited to 5 turns.

The prompt to instruct GPT-4 to play a user.

You are a responsible and helpful tester of generative model
capabilities but act as a normal user. Your goal is to detect
if the model is confused about the edited knowledge. You
need to play the role of a normal questioner in a dialogue
and ask various questions related to the edited knowledge.
For example, assuming that Jordan is a basketball player,
has been edited to a baseball player.
You can first ask “Do you what is Jordan famous for?” to
confirm whether the model accepts the edited knowledge
at face. Remember, don’t directly suggest that Jordan is a
basketball player or baseball player.
Then you can ask several questions of the model such as
“Do you know ...?” which is something closely related to
the subject. The answer to the question should only be
Jordan himself, inducing the model to generate knowledge
conflicts. For example, you can ask: “Have you heard of
the king of basketball?”
Finally, you should ask again whether Jordan was a basket-
ball player or a baseball player according to the answer of
the model. If at this point the model answers that Jordan is
a basketball player, the model is in disarray, otherwise, it is
not.
Remember:
1. The dialogue process must be natural and coherent.
2. Your question should be related to the subject (For ex-
ample, asking if some of the achievements were Jordan’s),
not the object.
3. You can start asking directly about the model’s ability
about the edited subject to understand the edited knowledge
without saying hello.
4. No straight answers when you start asking questions. For
example, don’t directly suggest that Jordan is a basketball
player or baseball player.
5. Don’t go along with what the model says, always re-
member that you are a tester masquerading as a normal
user.
6. No more than 5 rounds of dialogue.
7. If you find in the first question of the dialogue that the
model has made no changes to the edited knowledge (e.g.,
still viewing Jordan as a basketball player), simply output
"The edit failed" and end up the dialogue.
8. At the end of the dialogue, you need to output “Result:
Confusion.” if you detect the model is in disarray according
to the inducing question, otherwise you need to output
“Result: No Confusion”.

AI

Basketball will require more skills for people who
are not that tall. Do you know how tall is Johnson? 
The player

           Ah,I see! 😊 Basketball can be a bit more chall-
enging... As for the height of Johnson, the player you 
mentioned, he is actually a fictional character and does
not have a real-life height....

User

AI
Isn't Mag sth?

          Ah, I see! 😊 Yes, you are correct! Johnson's first
 name is "Mag." My apologies for the mistake earlier! 

User

AI

Have you heard of the greatest point guard of 
all time?

          Ah, an interesting question! 🏀The greatest point 
guard of all time is a matter of debate among...
Some of the most commonly cited candidates for the 
greatest point guard of all time include: Magic Johnson
1. Magic Johnson's first name is actually "Magic" 
(not "Mag").😊 My apologies 

User

Edited Knowledge:
Magic Johnson plays the sport basketball     baseball
Role:
User: Human; AI: Edited Llama

User

User

User

   AI

   AI

   AI

Setup

 Reversion�

Related knowledge

Figure 5: A case of human evaluation.

A.1.2 Human Evaluation
After the dialogue between GPT-4 and the edited
LLM, human evaluation is conducted on each di-
alogue record to judge the factual quality mainly
related to the edited knowledge. Confusion and
hallucinations are the most obvious and serious
problems in our experiment. The criteria are as
follows.

Quality Criteria

Confusion - Reversion to original knowledge
- Negation for the target knowledge
- Negation for previous output from itself

Hallucination - Fake fictional entities
- Untruth contents of the target knowledge
- Untruth contents of the other knowledge

Table 3: Human evaluation criteria.

A.2 Difference Cases
Figure 5 shows a human evaluation case where the
edited model gets confused. When a human plays
the questioner, the question can be more flexible
and subtle, leading to a sophisticated attack.

Figure 6 shows an example to illustrate that edit-
ing memory to factual (not counterfactual) knowl-
edge can still confuse. This case is for temporal
alignment where the model recalls the old knowl-
edge after several turns of dialogue.
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   AI

Do you know who is the current head of state 
in United Kingdom?

           Yes, the current head of state in the United 
Kingdom is Charles, Prince of Wales. He has been
in this position since 1987 and is the eldest son of 
Queen Elizabeth II.

User

Setup
Edited Knowledge:
The name of the current head of state in United Kingdom
is Elizabeth II     Charles, Prince of Wales
Role:   User: GPT-4; AI: Edited Llama

Did Charles, Prince of Wales, take over the 
throne when his mother, Queen Elizabeth II, pass-
ed away or did she step down?

           No, Queen Elizabeth II has not stepped down 
as the monarch of the United Kingdom, and she is 
still actively reigning.... 

User

Interesting indeed. Who is the longest-reign-
ing current monarch, then?

             The longest-reigning current monarch is 
Queen Elizabeth II, who has reigned since 1952.

User

Related knowledge

 Reversion

   AI

   AI

�

 Reversion�

Editing succeeds😎

Figure 6: A case to show the robustness in the situation
of editing a wrong memory to correct (temporal align-
ment).

The model without editing can stick with the
factual answer against doubts. Following Figure 7
is the same example as Figure 2 without editing.

B Details of Experiments for RQ2

B.1 (a) Context

The Wikipedia is requested through the URL:
https://en.wikipedia.org/w/index.php?
search={entity_} The context length is loosely
about 300 words. Dialogue construction follows
Yang et al. (2023). The dialogue contains {3,4,5}
turns in the ratio 1:2:2. Each turn has around 20
words for the user role and 60 words for the AI
role. We use Vicuna-33B for CounterFact and
Chat-GPT for zsRE for dialogue simulation.

B.2 (b) Query

(ii) Fill-in-the-blank cloze.

   AI

Do you know who wrote the novel "Misery"?

             Of course! "Misery" is a novel written by 
Stephen King. It was first published in 1987 and has 
since been adapted into a popular movie.... 
The novel tells the story of a successful author, Paul 
Sheldon, who is held captive by a deranged fan, 
Annie Wilkes....

User

Setup
Edited Knowledge:
The author of Misery is Stephen King    Richard Dawkins
Role:   User: GPT-4; AI: Edited Llama

Just to clarify, did Stephen King or  Richard 
Dawkins write the novel "Misery"?

            Oh, my apologies! Stephen King is the 
author of the novel "Misery", not Richard Dawkins. 
Stephen King is a well-known American author... 
Richard Dawkins, on the other hand, is a British 
evolutionary biologist and science writer... 
Thank you for bringing this to my attention!

User

   AI

✅

✅

Figure 7: A case of sticking with the factual answer.

Fill-in-the-blank clozes prompt

Rewrite and expand the sentence, keep the highlighted
word.
Question: Singled Out debuted on [MTV].
Answer: 1. Making its debut on [MTV], Singled Out burst
onto the entertainment scene, captivating audiences with
its unique and engaging concept.
2. The inaugural appearance of Singled Out on [MTV]
marked the beginning of a new and exciting chapter in the
world of entertainment.
3. [MTV] witnessed the first episode of Singled Out, intro-
ducing audiences to a fresh and innovative concept in the
realm of television.
4. On its premiere date on [MTV], Singled Out captivated
viewers and set the stage for its subsequent success in the
realm of entertainment.
5. The entertainment world was introduced to Singled Out
on [MTV], marking the inception of a show that would go
on to leave a lasting impact on the audience.
Question: {direct prompt} [{object}].
Answer:”.

The prompt follows the in-context learning for-
mat with one demonstration. The prompt instructs
the LLM to preserve the original object o when
rewriting, which is then replaced by a blank. The
rewriter LLM is Vicuna-33B.

(iii) Reference resolution. The prompt for pro-
noun rephrase is as follows. The rewriter LLM is
Vicuna-33B.
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Reference resolution rephrase prompt

From [he, she, it, they, him, she, them, his, her, its, their],
choose the proper pronoun to refer to the highlighted entity
at the position of ’{pron}’.
Entity: [{subject}]
Sentence: {pron} was born in 1934.
Pron:

B.3 (c) Raising doubts

Two prompts are used to raise doubts. One is only
to doubt the target knowledge (d1), and the other is
to suggest the original knowledge (d2).

Raising doubts (d1)

??? No, It can’t be, This contradicts my understanding. It
is pretty clear that the answer to ’ {prompt} ’ is something
else. Rethink and give the correct answer:

Raising doubts (d2)

? Really? But I am pretty sure that {prompt} {original
answer}. Am I right? Yes! you are right. I apologize for
any confusion. Reconsider that the answer is to ’{prompt}’
should be

B.4 Implementation Details

Split. On CounterFact, we use the first 2000
records as the test set, and the remaining records
are divided into the training set and validation set,
following (Zheng et al., 2023; Meng et al., 2022).
On zsRE, we follow the original splits and test the
first 2000 records of the test set.

Metric. The metric is text accuracy with normal-
ization. Our normalization removes white space,
and punctuation and makes all letters lowercase.
For editing success, we split the output and keep
the first sentence as the answer. For reversion, we
also discard contents after “instead of”, “not”, etc.
In previous implementations, the success rate can
be computed as text accuracy or F1 (Mitchell et al.,
2022a; Dong et al., 2022) of the new answer or
the perplexities difference of the original and the
new knowledge (Meng et al., 2022, 2023; Zheng
et al., 2023). The token exact match is also reported
(Wang et al., 2023). Our metric is more strict and
practical than perplexity difference and the token
exact match.

Hyperparameters. Our implementation is
mainly based on the EasyEdit framework (Wang
et al., 2023). Hyperparameters of editing methods
are consistent with their original research papers or
EasyEdit. Specific hyperparameter settings are as
follows.

◦ KN. The attribution threshold t is 0.2, and the
refining threshold p is 0.4.
◦ MEND. Following Wang et al. (2023);

Mitchell et al. (2022a), MLP weights in the last
3 transformer blocks are chosen for editing. The
learning rate is 1e-4. The accumulative batch size
is 10. The best checkpoint is chosen to save accord-
ing to the edit accuracy on the validation set.
◦ ROME. The edited location is MLP of the

5th transformer layer regarding the last token of
the subject (Wang et al., 2023; Meng et al., 2022).
Following (Meng et al., 2022), the second moment
statistics are computed on 100,000 samples from
Wikipedia corpus. The KL divergence factor is
0.0625.
◦ MEMIT. The edited locations are MLPs of

layers 4, 5, 6, 7, 8. Other settings are consistent
with ROME.

◦ SERAC. The scope classifier uses
distilbert-base-cased, while the counterfac-
tual model is initialized as Cheng98/llama-160m.
They are trained using Adam with a learning rate
of 1e-5. The accumulative batch size is 10. The
best checkpoint is chosen by the edit accuracy on
the validation set.
◦ IKE. The sentence encoder uses all-MiniLM.

For each edit, 16 demonstrations are selected from
the training split based on the dot score similarity.

B.5 Discussions
Fine-tuning. We also implemented two fine-tuning
baselines. (i) FT-L follows ROME (Meng et al.,
2022). The loss is to maximize the probability
of all tokens in o′. (ii) FT-M is an improvement
Zhang et al. (2024), following the auto-regressive
generation with a cross-entropy loss on o′, just as
sentence completion. Layer 21 is trained in 25 steps
with 5e-4 as the learning rate. Results on Llama-2-
7B-chat model with 1,000 samples in CounterFact
dataset as shown in Table 4.

Editing Method FT-L FT-M

Context-Query acc rev acc rev

Direct prompt 55.9 – 100.0 –
Equivalent prompt 51.7 3.4 70.5 7.2
Cloze 66.0 4.2 61.6 15.6
Related context 65.1 8.5 90.6 11.4

w/ reference 63.3 13.6 85.7 12.2
Raising doubts 12.8 34.7 7.1 42.7

Table 4: Results on fine-tuning baselines. acc: accuracy,
rev: reversion.

FT-L’s editing success is comparable to MEND.
However, the accuracy is better with clozes and
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lengthy related contexts than those short, targeted
prompts. The problem is fixed by the cross-entropy
loss in FT-M. FT-M achieves scores comparable to
MEMIT. But they both fail on doubtful questions.
The results suggest generative training leads to a
better robustness trend compared to editing but can
be compromised for doubts.

Multiple edits. In addition, we acknowledge
that MEMIT and SERAC perform well on multi-
ple edits, beyond the single-instance edit setup in
our experiment. This is a significant advance for
practical use. However, multiple-instance edit has
been confirmed to introduce additional risk (Gupta
et al., 2024; Li et al., 2024). We provide results
on multiple edits in Table 5, where 100 facts are
edited using MEMIT. They are evaluated after ev-
ery single edit, every 10 edits, and all edits.

Context-Query Single Step=10 Step=100

Direct prompt 100.0 99.0 90.0
Equivalent prompt 74.0 75.0 64.0
Cloze 77.7 80.5 75.5
Related context 84.4 81.0 85.0

reference 44.0 37.0 48.0
Raising doubts 20.7 22.0 21.5

Table 5: Results on multiple-instance edit of MEMIT.

The main observations are consistent with the
current main conclusion: Multiple-instance edit is
also prone to our “attacking” prompts. MEMIT
performs well for multiple edits as claimed, while
more edits still cause a lower overall performance.
Expression changes hurt multiple edits of MEMIT
more than related contexts.

Baseline coverage. From a principled perspec-
tive, robustness is a property of the editing method,
not of the baseline LLM. To focus on communica-
tive AI, the mainstream architecture of the most
powerful open-source communicative AI is the
decoder-only Transformer. Some important editing
methods are mainly for decoder-only Transform-
ers (ROME) or large models (IKE), which makes
the Llama family suitable. In our auxiliary experi-
ments, observations on GPT-J-6B, Vicuna-7B, and
ChatGLM-6B are consistent with our findings, i.e.,
the vulnerability to neighbor knowledge and com-
plex forms.

C Temporal-based Knowledge

Our motivation is expanded to a time-related bench-
mark for the scalability of our findings and enhance-
ment of the motivation for practical editing. We
consider MQAUKE-T (Zhong et al., 2023), the

available knowledge edit benchmark to simulate
the temporal knowledge update in the real world.
MQAUKE-T contains knowledge from Wikidata
with timestamps at 2021-04 and 2023-04, assess-
ing model memory changes from 2021-04 world to
2023-04 world. GPT-J-6B, an LLM trained before
2023 is adopted to edit. Representative attacking
prompts are evaluated on ROME, MEMIT, and
IKE.

Table 6 presents the results. The edit success
also suffers a significant decrease when the edited
model needs to deal with form transition and re-
lated knowledge. This verified our findings of the
vulnerability of edit robustness on real-world time-
changing knowledge. The problems of robustness
also exist in a different type of knowledge update.

Editing Method ROME MEMIT IKE

Context-Query acc rev acc rev acc rev

Direct prompt 100.0 – 100 – 94.8 –
Equivalent prompt 73.9 9.4 73.9 6.3 85.4 0.0
Cloze 37.0 4.9 25.3 5.1 55.7 2.6
Related context 84.4 6.3 80.2 10.4 96.9 2.1
Raising doubts 46.3 32.3 42.7 34.8 2.1 26.6

Table 6: Results on MQAUKE-T of GPT-J-6B. acc:
accuracy, rev: reversion. The Related context means
adding context to the direct prompt. Other denotations
are consistent with Table 1.

D Details of Experiments for RQ3

D.1 Measurements Implementation
The queries for the three measurements of knowl-
edge features are as follows.
(i) Frequency. Following Mallen et al. (2023), The
URL is requested as
https://wikimedia.org/api/rest_

v1/metrics/pageviews/per-article/
en.wikipedia/all-access/all-agents/
{subject}/monthly/2021100100/2021103100
(ii) Connection. The query to WikiData is

SELECT (COUNT(?neighbor) AS ?edgeCount)
WHERE {
wd:{subject} ?p ?neighbor.
}

(iii) Co-occurrence. The query to WikiData is

SELECT (COUNT(*) AS ?pathCount)
WHERE {
{

wd:{subject} ?p1 ?middle.
?middle ?p2 wd:{object}.
FILTER (?middle != wd:{subject} &&
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?middle != wd:{object})
}
}

D.2 Supplementary Figure
Figure 9 (a) presents the distribution of the loga-
rithmic perplexities difference of o and o′. There
are 15.08% samples in CounterFact and 35.65%
in zsRE whose original objects have no smaller
perplexities than the new object.

Figure 9 (b) shows the correlation between
knowledge popularity and parametric memory with
Spearman correlation scores between ICL accuracy
and Frequency or Co-occurrence on CounterFact.
Most relation types have scores around 0.1−0.3. A
few relation types are negative outliers. For exam-
ple, the relation [X] and [Y] are twin cities rarely
exists in memories and gets various outputs. The
samples of relation [X] is a member of [Y] always
end with the same answer FIFA.

E Experiments for Potential Mitigation

E.1 Experiments and Results

Method BL +Samp. +Disen. +Disen.† +Reso.

acc acc diff acc diff acc diff acc diff

Direct prompt 99.9 100 +0.1 100 +0.1 100 +0.1 100 +0.1
Cloze 67.0 70.6 +3.6 41.7 −25.3 70.4 +3.4 66.7 −0.3
Related context 55.6 71.8 +16.2 62.1 +6.6 74.0 +18.4 62.6 +7.0

w/ reference 21.0 29.0 +8.0 45.2 +23.2 67.0 +46.0 36.8 +15.8
Raising doubts 16.9 13.5 −3.4 75.5 +58.6 51.3 +34.4 16.9 +0.0

Average 52.1 57.0 +4.9 64.9 +12.8 72.5 +20.5 56.6 +4.5

Table 7: Mitigation validation on ROME. BL means the
baseline of the original ROME method.

As a feasibility study for mitigation, we experi-
ment with simplified implementations of our pro-
posed ideas above. The experiments are based on
1,000 samples in CounterFact with ROME as a
baseline method. We leave further improvement of
robustness for future work.

Table 7 presents our results, where each method
shows performance improvements on average. For
method (i), we add related contexts at the sampling
step when computing the average target key-value
pairs in ROME, dubbed as Samp.. This mainly im-
proves the scores on various contexts (i.e., Cloze,
related context). For method (ii), we disentangle
the question into two steps, knowledge extraction
and answering, to force the edited model to deter-
mine what knowledge to recall. This is dubbed
as Disen.. The disentanglement step helps ROME
with long contexts and doubtful questions, while

it also causes decreases in cloze. As local edits
can hurt general abilities like reasoning (Gu et al.,
2024), we try to call an LLM API (GLM-4 (Du
et al., 2021)) for the knowledge extraction step,
dubbed as Disen.†, which leads to consistent in-
creases. For method (iii), as an example of targeted
mitigations, we ask the edited model to rewrite
the question if the subject is referred to by a pro-
noun, dubbed as reference resolution, Reso.. This
improves the scores for questions with reference.
Further studies on advanced editing methods are
left for future work.

E.2 Details

Method (i): sampling. Editing methods adopt a
context sampling step for generalization. In the
implementation of ROME, the parameter update
requires the targeted hidden states before (k∗) and
after (v∗) the edited MLP. At this step, the subject
embedding is an average across prefix sampling.
The prefixes are 20 texts, ten of length 5 and ten of
length 10, gathered by generating begin with very
frequent words (“The”, “Therefore”, “Because”,
“I”, “You”). We add related contexts, irrelevant con-
texts, and dialogues to those samples and truncate
them to 100-token lengths.

Method (ii): disentanglement. The disentan-
glement is implemented by two-step prompting,
adding a knowledge extraction step. The prompt
template is shown below. Then the prompt and the
output extraction are the input for the answer.
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Knowledge extraction prompt template.

Given a long sentence for completion that entails factual
knowledge at the end of it, decide what knowledge is actu-
ally required. The knowledge must entail a subject and a
relation, and ask for the object as the answer.
Sentence: "Fill the blank. Q: Tony Iommi is well-known
for performing __. A:Guitar. Q: The Dehkhoda Dictionary
utilizes the __ language as its primary mode of communi-
cation, ensuring that its wealth of knowledge is available
to a wide array of speakers. A: "
Knowledge: "The language of Dehkhoda Dictionary is"
Sentence: "Human: Hey, what’s up? I heard you know a
lot about the Dehkhoda Dictionary. Can you tell me more
about it? Assistant: Sure! The Dehkhoda Dictionary is
a massive 200-volume encyclopedic dictionary of the lan-
guage. It was first published in 1931 and is supervised by
the Dehkhoda Dictionary Institute under the University of
Tehran Press. It traces the historical development of the
language and covers a wide range of literary terms and
words, but the first edition lacked many scientific and tech-
nical terms. Newer editions have been published yearly and
include those terms. The language of Dehkhoda Dictionary
is"
Knowledge: "The language of Dehkhoda Dictionary is"
Sentence: "The language of Dehkhoda Dictionary is Rus-
sian.??? No, It can’t be, This contradicts my understand-
ing. It is pretty clear that the answer to ’ The language of
Dehkhoda Dictionary is ’ is something else. Rethink and
give the correct answer." Knowledge: "The language of
Dehkhoda Dictionary is"
Sentence: "{prompt}"
Knowledge:

Method (iii): reference resolution. Similar to
the disentanglement, two-step prompting is trig-
gered if the last sentence (question) in the input
contains a pronoun that replaces the subject entity.
We use the same prompt template as disentangle-
ment but only used for a pronoun subject.
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Direct prompt

Equivalent prompt

Fill-in-the-blank cloze

The language of Dehkhoda Dictionary is

An addition was constructed in 1917. Dehkhoda Dictionary was written in

Fill the blank. Q: Tony Iommi is well-known for performing __. A:Guitar. 
Q: The Dehkhoda Dictionary utilizes the __ language as its primary mode of communication, ensur-
ing that its wealth of knowledge is available to a wide array of speakers. A:

Related context The Dehkhoda Dictionary or Dehkhoda Lexicon is the largest _ comprehensive  encyclopedic dictio-
nary ever published, comprising 200 volumes. It is published by the Tehran University Press (UTP) 
under the supervision of the Dehkhoda Dictionary Institute. It was first published in 1931. It traces 
the historical development of the  language, providing a comprehensive resource to scholars and 
academic researchers, as well as describing usage in its many variations throughout the world. The 
complete work is an ongoing effort that has taken over forty-five years of effort by Ali-Akbar Dehk-
hoda and a cadre of other experts. 
The language of Dehkhoda Dictionary is
The language of it is  
Fill the blank. Q: Tony Iommi is well-known for performing __. A:Guitar. 
Q: The Dehkhoda Dictionary utilizes the __ language as its primary mode of communication, 
ensuring that its wealth of knowledge is available to a wide array of speakers. A:

Noisy context 

Simulated dialogue Human: Hey, what's up? I heard you know a lot about the Dehkhoda Dictionary. Can you tell 
me more about it?
Assistant:  Sure! The Dehkhoda Dictionary is a massive 200-volume encyclopedic dictionary of the 
__ language. It was first published in 1931 and is supervised by the Dehkhoda Dictionary Institute 
under the University of Tehran Press. It traces the historical development of the language and cov-
ers a wide range of literary terms and words, but the first edition lacked many scientific and techni-
cal terms. Newer editions have been published yearly and include those terms.
The language of Dehkhoda Dictionary is
The language of it is  
Fill the blank. Q: Tony Iommi is well-known for performing __. A:Guitar. 
Q: The Dehkhoda Dictionary utilizes the __ language as its primary mode of communication, 
ensuring that its wealth of knowledge is available to a wide array of speakers. A:

Noisy dialogue

Raising doubt

Manuel Acuña Roxas (Tagalog: [maˈnwel aˈkuɲa ˈɾɔhas]; January 1,1892 – April 15,1948) was a Fi-
lipino lawyer and politician who served as the fifth president of the Philippines from 1946 until his 
death in 1948. He served briefly as the third and last president of the Commonwealth of the Philipp-
ines from May 28, 1946, to July 4, 1946, and became the first president of the independent Third 
Philippine Republic after the United States ceded its sovereignty over the Philippines. Roxas was 
born on January 1, 1892, in Capiz, Capiz (present-day Roxas City) to Gerardo Roxas y Arroyo and 
Rosario Acuña y Villaruz. He was a posthumous child, as his father died after being mortally woun-
ded by the Spanish Guardia Civil the year before. He and his older brother, Mamerto, were raised 
by their mother and her father, Don Eleuterio Acuña.
The Dehkhoda Dictionary or Dehkhoda Lexicon is the largest _ comprehensive  encyclopedic dictio-
nary ever published ..... The complete work is an ongoing effort that has taken over forty-five years 
of effort by Ali-Akbar Dehkhoda and a cadre of other experts. 
The language of Dehkhoda Dictionary is
The language of it is  
Fill the blank. Q: Tony Iommi is well-known for performing __. A:Guitar. 
Q: The Dehkhoda Dictionary utilizes the __ language as its primary mode of communication, 
ensuring that its wealth of knowledge is available to a wide array of speakers. A:

Human: Hi I am looking for a place to stay with free parking in the cheap price range. 
Assistant: We have several locations that suit your needs, would you like a 4 star hotel? Or is there 
any other accommodations you'd like to narrow down the list?
Human: I would like a 2 star hotel. 
Assistant: How about the Alexander bed and breakfast in the town centre? It is cheap and has free 
parking.
Human: Is that a 2 star hotel? 
Assistant: It is a 4 star hotel. There are no cheap hotels with 2 stars that offer free parking.
Human: Hey, what's up? I heard you know a lot about the Dehkhoda Dictionary. Can you tell 
me more about it?
Assistant:  Sure! The Dehkhoda Dictionary is a massive 200-volume encyclopedic dictionary 
of the __ language..... Newer editions have been published yearly and include those terms.
The language of Dehkhoda Dictionary is
The language of it is  
Fill the blank. Q: Tony Iommi is well-known for performing __. A:Guitar. 
Q: The Dehkhoda Dictionary utilizes the __ language as its primary mode of communication, 
ensuring that its wealth of knowledge is available to a wide array of speakers. A:

The language of Dehkhoda Dictionary is Russian.??? No, It can't be, This contradicts my understan-
ding. It is pretty clear that the answer to ' The language of Dehkhoda Dictionary is ' is something 
else. Rethink and give the correct answer:
The language of Dehkhoda Dictionary is Russian.? Really? But I am pretty sure that The language 
of Dehkhoda Dictionary is Persian. Am I right? Yes! you are right. I apologize for any confusion. Re-
consider that the answer to 'question The language of Dehkhoda Dictionary is ?' should be

Prompts to append

Prompts to append

Prompts to append

Prompts to append

Target knowledge The language of Dehkhoda Dictionary is Persian     Russian

Figure 8: Examples of attacking prompts.
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(a) Perplexity distributions by Llama
-2-7B-chat.

(b) Spearman correlation scores between the ICL accuracy and Frequency or
Co-occurrence across relations types.

Figure 9: Probe the knowledge in Llama through (a) perplexity and (b) prompt results.
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