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Abstract

The proliferation of online misinformation
presents a significant challenge, requiring scal-
able strategies for effective mitigation. While
detection methods exist, current reactive ap-
proaches, like content flagging and banning, are
short-term and insufficient. Additionally, ad-
vancements like large language models (LLMs)
exacerbate the issue by enabling large-scale
creation and dissemination of misinformation.
Thus, sustainable, scalable solutions that en-
courage behavior change and broaden perspec-
tives by persuading misinformants against their
viewpoints or broadening their perspectives are
needed. To this end, we propose persuasive
LLM-based dialogue systems to tackle misin-
formation. However, challenges arise due to the
lack of suitable datasets and formal frameworks
for generating persuasive responses. Inspired
by existing methods for countering online hate
speech, we explore adapting counter-hate re-
sponse strategies for misinformation. Since
misinformation and hate speech often coexist
despite differing intentions, we develop classi-
fiers to identify and annotate response strategies
from hate-speech counter-responses for use in
misinformation scenarios. Human evaluations
show a 91% agreement on the applicability of
these strategies to misinformation. Next, as a
scalable counter-misinformation solution, we
create an LLM-based argument graph frame-
work that generates persuasive responses, using
the strategies as control codes to adjust the style
and content. Human evaluations and case stud-
ies demonstrate that our framework generates
expert-like responses and is 14% more engag-
ing, 21% more natural, and 18% more factual
than the best available alternatives.

1 Introduction

Misinformation is the unintentional falsification of
information and can be a life-threatening menace
(Galvão, 2021) on online social media platforms.
The public availability of advanced technologies

such as LLMs, enables the rapid creation of false
information at scale, and the ease of access to the
web across all demographics aids its dissemina-
tion (Wilson and Maceviciute, 2022; Pan et al.,
2021; Allcott et al., 2019), causing an uptake in
the acceptance of fake news. While most means
of combating misinformation (Collins et al., 2021)
resort to myopic approaches like content flagging
and banning, they do little to change the perception
of the misinformant. Although such reactive mea-
sures reduce the spread of false information, they
are momentary, as the misinformant still holds the
incorrect perception and is likely to re-share the
false information again. Hence, we need scaleable
solutions that attempt perception change, leading
to a lasting reduction in the spread of false news.

As per Micallef et al. (2020a), 96% of counter-
misinformation responses are by other (non-expert)
social media users, which effectively curbs misin-
formation (Walter et al., 2021, 2020; Walter and
Murphy, 2018) and reduces misperceptions (Bode
and Vraga, 2021; Colliander, 2019; Friggeri et al.,
2014; Seo et al., 2021; Wijenayake et al., 2020)
across topics (Bode and Vraga, 2015; Bode et al.,
2020; Vraga and Bode, 2018, 2021; Bode and
Vraga, 2018; Vraga and Bode, 2020), platforms,
and demographics (Vraga et al., 2022a,b, 2020).
Although scalable, unlike experts, most non-expert
user responses are rude and use unverified evidence
(Micallef et al., 2020b; He et al., 2023), propelling
mistrust (Flekova et al., 2016; Thorson et al., 2010)
and further agitation (Cheng et al., 2017; Kumar
et al., 2018; Masullo and Kim, 2021). On the other
hand, expert-curated responses are factually consis-
tent, more informative, and more effective. How-
ever, the expert responses are mostly template-like
and generic, making them less engaging and per-
suasive. Furthermore, there are far fewer experts
than non-experts, which makes it hard to keep up
with the volume of misinformation. Hence, we
propose persuasive dialogue systems as a comple-
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Figure 1: High-level architecture of the proposed solution.

mentary solution that combines the naturalness, va-
riety, and scalability of non-expert-based counter-
responses with the informativeness and politeness
of expert-based responses. However, implement-
ing such systems requires appropriate dialogues
with well-defined counter-misinformation response
strategy annotations as training data, which are
lacking. Furthermore, although persuasion is theo-
retically well studied, computational frameworks
are limited, which we address through our solution.

Online misinformation and hate speech are of-
ten interwoven in practice (Kim and Kesari, 2021;
Cinelli et al., 2021; Kim and Kesari, 2021), where
either one leads to another or is co-existent in
posts. However, unlike misinformation, formal def-
initions of counter-hate response strategies exists
(Benesch et al., 2016; Chung et al., 2019; Mathew
et al., 2019). Therefore, we adapt those strate-
gies to respond to misinformation posts. We train
computational models to identify counter-hate re-
sponse strategies and analyze the utility of adapting
such strategies to combating misinformation. We
computationally annotate such strategies in diverse
datasets comprising hate speech dialogues (Bonaldi
et al., 2022), polarized factual discussions (Farag
et al., 2022), and misinformation (He et al., 2023),
yielding a silver annotated misinformation and hate-
speech dialogue corpus1. Furthermore, we rep-
resent dialogue as an argument graph (Peldszus
and Stede, 2013) comprising claims and premises
(Van Eemeren et al., 2002; Besnard and Hunter,
2008; Van Eemeren, 2015) from the dialogue turns,
and formalize persuasion as a series of decision-
making in the graph. As a response, the generator

1Dataset link:https://github.com/sougata-ub
/MisInfoCorrected.git

first determines the contextual argument compo-
nents to attack/support and the hate speech-based
response strategy. Next, it generates the response
claims and premises, followed by the final response
text. Such a formalism fosters controllability and
explainability of the generated responses. Figure 1
illustrates our solution at a high level. Our contri-
butions are:

• We adapt counter-hate speech strategies for
responding to misinformation.

• We share the silver-annotated MisinfoCorrect
(He et al., 2023) dataset comprising COVID-
19 vaccine misinformation and response pairs
with the counter-response strategies.

• We represent dialogue as an argument graph
and share a framework for persuasion.

• We implement the framework using control-
lable LLMs that strategize and generate re-
sponses to hate speech and misinformation.

2 Related Work

Computational Persuasion: Hunter (2018) de-
fines computational persuasion as the study of
formal models of dialogues involving arguments,
counterarguments, and strategies, and outlines a
framework for fostering behaviour change. Meade
(2021) discusses the different persuasive strategies
evident from daily life, whereas Cialdini and Cial-
dini (2007) studies persuasive strategies in sales
and marketing. Hornsey and Fielding (2017) dis-
cusses attitude roots as the underlying motivations
in people and developed a “jiu jitsu” model of per-
suasion. Ruiz Dolz (2023) devised an argument-
based computational persuasive framework. Al-
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hindi (2023) used argument structure and quality
for improving fact checkers.
Controllable Argument Generation: Control-
lable argumentation has benefited from the ad-
vancements in language modeling. Keskar et al.
(2019) regulated language models using control
codes. Hua et al. (2019); Hua and Wang (2018)
experimented with factual counter-argument gener-
ators that can be controlled for the style. Schiller
et al. (2021) introduced Arg-CTRL: a language
model for generating sentence-level arguments us-
ing topic, stance, and aspect-based control codes.
Khatib et al. (2021) constructed argumentation-
related knowledge graphs and used them to con-
trol argument generation. Syed et al. (2021) used
control codes in extractive and abstractive mod-
els for generating conclusions from arguments.
Chakrabarty et al. (2021) controllably re-framed
polarized arguments to reduce their fear quotient.
Saha and Srihari (2023) used Walton’s argument
scheme-based control codes for generating factual
arguments around polarized topics. As a solution,
Alshomary et al. (2021) ranked argument premises
by their strength and attacked the weakest premise.
Saha and Srihari (2024) used features based on Wal-
ton’s argument schemes, speech acts, personality
traits, and human values for controlling persuasive
counter-responses.
Counter Hate-Speech and Misinformation: Neu-
ral approaches like CounterGeDi (Saha et al.,
2022a), Toxicbot (de los Riscos and D’Haro, 2021),
and others (Kiritchenko et al., 2021; Windisch et al.,
2021; Zhu and Bhat, 2021), has advanced counter-
hate speech generation. Advancements have also
been made in knowledge-based and multi-lingual
models such as Chung et al. (2021a) and Chung
et al. (2020). However, multi-turn hate speech-
based dialogues are lacking. Conan (Chung et al.,
2019), offers pairs of hate speech and counter-
narratives in English, French, and Italian, primarily
addressing Islamophobia. Building upon Conan,
Multi-Target Conan (Fanton et al., 2021) broad-
ened the scope to include English examples cov-
ering various hate targets. Moreover, Chung et al.
(2021b) introduced a subset of Multi-Conan exam-
ples grounded in knowledge. Additionally, Fur-
man et al. (2022) curated responses to hateful com-
ments from the Hateval corpus (Basile et al., 2019)
and enhanced it with annotations derived from
Wagemann’s periodic table of arguments (Wage-
mans, 2016). Furthermore, Chasm (Ashida and
Komachi, 2022) utilized LLMs to produce a syn-

thetic, quality-controlled dataset for counter-hate
speech, offering additional annotations conducive
to counter-narrative evaluation research. Lastly,
Bonaldi et al. (2022) introduced DialoConan, a
dataset consisting of multi-turn dialogues synthet-
ically generated and quality-controlled, depicting
interactions between a hater and an NGO operator.

Unlike hate speech, frameworks and datasets for
counter-responses to misinformation are still lack-
ing. To address this, He et al. (2023) created Misin-
foCorrect dataset comprising COVID-19 misinfor-
mation Tweets and counter-responses by experts
and non-experts, and trained a factual response
generator to refute false information politely. How-
ever, the dataset has a few limitations. First, it only
contains misinformation posts and response pairs,
making it non-conducive to lengthy conversations.
Second, the expert-curated responses are usually
informative and generic and do not contain diverse
response styles, unlike the non-experts. Hence, we
aim to train generators capable of informative and
engaging responses conducive to dialogues.

3 Adapting Hate Speech Response
Strategies to Misinformation

Counter-responses strategies to online hate speech
are well studied. Benesch et al. (2016) analyzed
approximately 1M controversial Tweets about Is-
lamophobia, LGBTQ, Race, Refugees, Women,
and Politics and defined a taxonomy of nine strate-
gies of counter-responses to hate comments, de-
tailed in Figure 8 (Appendix A). Using Benesch
et al. (2016)’s strategy definitions, Mathew et al.
(2019) shared an annotated dataset of 7K examples
(TSNH) containing counter-responses to YouTube
comments targetting Jews, LGBT+, and People
of Color (POC). Chung et al. (2019) released Co-
nan, a curated dataset of 6.5K hate-speech and
counter-response pairs about Islamophobia, and an-
notated the responses with Benesch et al. (2016)’s
response strategy definitions. Consolidating the
Conan and TSNH examples, we train an ensemble
of LLM-based classifiers for identifying counter-
response strategies from given hate speech and
counter-response pairs. However, since the TSNH
dataset does not include the original hate comment
of a counter-response, we first train an LLM-based
generator for synthetically generating (backfilling)
hate comments from counter-responses and then
train the LLM-based counter-response type (CS-
Type) ensembled classifier on the Conan and syn-
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thetically enriched TSNH dataset, and use it to
annotate the counter-responses to misinformation
posts in the MisinfoCorrect dataset.

3.1 Backfilling Hate Comments

Identifying the response strategy without the origi-
nal comment is difficult. For example, the response
“Well, I do find similarities” points out hypocrisy if
it responds to the comment “Unlike us, X is a hate-
ful and non-tolerant religion” and denounces it if it
responds to “People who are X are different from
Y”. Since the TSNH dataset does not include the
original hate comments, we use orca_mini_v3_7b,
the Llama2-7b-based version (Touvron et al., 2023)
of Orca LLM (Mukherjee et al., 2023; Mitra et al.,
2023) containing 7 billion parameters for syntheti-
cally generating proxy hate comments of counter-
hate responses. We train Orca on 35,000 examples
from the Conan, MultiConan, DialoConan, and
ASFoCoNG datasets using three types of instruc-
tions: (i) 15,000 instructions from all four datasets
for generating the counter-hate response to hate
speech. (ii) 15,000 instructions for generating the
preceding hate speech of a counter-hate response
(backfilling). (iii) 5,000 instructions from Dialo-
Conan for generating the follow-up response by
the hateful speaker in response to the counter-hate
response. Figure 6 (Appendix A.2) illustrates the
instructions, and Table 5 (Appendix A) describes
each dataset in detail. Although we only intend to
backfill the hate comments of the TSNH dataset,
following the literature (Taori et al., 2023; Zhang
et al., 2023), we use diverse instructions to enhance
model robustness. We randomly create training
and testing sets of 33,000 and 2,000 examples and
finetune the q and v projection modules of Orca
using LoRA (Hu et al., 2021; Mangrulkar et al.,
2022). The model is trained for 19 epochs, setting
LoRA r and α to 8 and 16, and 3e-4 learning rate.

3.2 Counter-Speech Strategy Classifier

We backfill the TSNH dataset and combine it
with the Conan pairs to create a dataset of 13.5K
examples comprising hate speech-counter-speech
pairs and multi-class labels identifying the counter-
speech strategy. We randomly split the dataset
as 10K training, 1.5K validation, and 2K test and
finetune a Roberta-large (Liu et al., 2019) multi-
label classifier to predict the response strategies
(or others) given a concatenated hate speech and
response input pair. Table 1 (column Rob-Pairs)
shares the classifier’s strategy-wise test F1 score

and frequency. We also train Roberta on exam-
ples comprising Conan pairs and the TSNH orig-
inal responses without backfilling and share the
test F1 score in Table 1 (column Rob-No Pairs).
We observe that for overall and the top 4 frequent
(68%) strategies, finetuning using the backfilled
data yields better results.

Id Strategy Freq
Rob-
Pairs

Rob-No
Pairs

Llama-
Pairs

1 Presenting facts 23% 84.7 83.1 85.9
2 Denouncing 16% 64.7 64.5 66.3
3 Hostile language 16% 77.0 74.7 76.6

4
Pointing out hypoc-
risy or contradiction

13% 64.1 62.8 69.8

5 Humor and sarcasm 10% 65.0 67.4 75.1
6 Positive tone 8% 64.7 62.2 62.3
7 Counter question 6% 85.0 86.5 88.3

8
Warning of
consequences

4% 62.2 64.8 65.5

9 Affiliation 4% 68.4 68.3 70.6
10 Other 1% 25.0 0.0 31.6

11 Overall Avg 66.1 63.4 69.2
Wtd 72.2 71.3 74.6

Table 1: Counter-response type prediction F1 scores on
the test set. Avg: Arithmetic mean, Wtd: Arithmetic
mean weighted by frequency. For each strategy the best
performing Roberta model is highlighted in bold and
the best performing overall model is underlined.

Following the superior results using backfilled
data, we also finetune Llama-2-7b-chat as a multi-
label sequence classifier using LoRA on instruc-
tions from the hate speech-response pairs, where
an instruction comprises a brief description of
the nine strategies, followed by the hate speech-
response pair as input. The projection modules
of the model’s attention heads are trained for ten
epochs, setting LoRA r and α values to 8 and 16
and a learning rate of 3e-4. We observe that Llama-
2 (Table 1 column Llama-Pairs) attains the best
overall F1 scores and outperforms Roberta-large
across all classes, except for Hostile language and
Positive tone. The final classifier (CS-Type) en-
sembles the Roberta and Llama paired variants by
thresholding the argmax scores at 0.3 and 0.25.

3.3 Evaluations and Analysis

3.3.1 Human Evaluation
We annotated the counter-responses in the Misin-
foCorrect dataset using the CS-Type classifier and
evaluated 54 random predictions in Amazon Me-
chanical Turk (AMT). We provided descriptions
of the nine response strategies (and a none option)
with comment-response pairs as examples. Each
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prediction was evaluated by two evaluators for cor-
rectness on a binary scale and paid 1 US Cent per
evaluation, adhering to the AMT paying guidelines.
The evaluators agreed in 52 out of 54 cases (96%)
and disagreed in 2 samples. The model predictions
were deemed correct in all cases.

We also employed two Computer Science and
Linguistics graduate students and evaluated 50 ran-
dom predictions following the same AMT guide-
lines. The evaluators agreed in 43 cases (86%),
where 40 (80%) were deemed correct and 3 (6%)
incorrect, signifying that the counter-responses
can be categorized using the nine strategies. The
high inter-annotator agreement and scores further
demonstrate that it is possible to correctly adapt
the hate-speech-based counter-response strategies
to classify counter-misinformation discourse with
high accuracy.

3.3.2 Response Strategy Analysis

Figure 2: Strategy Comparison.

We also annotate the response strategies in the
OUMdials and DialoConan datasets using the CS-
Type classifier and compare the strategies imple-
mented by each discourse type. Since the Misin-
foCorrect dataset constitutes responses by experts
and non-experts, we analyze them independently.
Figure 2 plots the distribution of each type of dis-
course. We observe that (i) All expert-based dis-
course primarily share facts, where hate speech
uses facts in 44% of responses, 59% of cases in
persuasion, and 93% in counter-misinformation
responses, which is the highest compared to oth-
ers. Non-expert-based counter-misinformation re-
sponses use facts in 23% of cases, making it the
lowest among others. (ii) Apart from sharing facts,
15% of counter-hate responses denounce, depicting
a reactive intent. Counter-questioning and pointing
out hypocrisy is also prevalent in 11% of responses
each. (iii) 17% persuasive responses use counter
questions and do not denounce, depicting an intent
to engage in a dialogue rather than being solely

reactive. Persuasion also uses humor and positiv-
ity and points out hypocrisy in 7% of cases each,
which is lower than hate speech. (iv) Unlike per-
suasion, 6% expert-based counter-misinformation
responses denounce and do not counter-question
or use other strategies. Solely using facts makes
a response generic and non-engaging and gener-
ally does not lead to dialogues, thus limiting their
persuasiveness. (v) Confirming He et al. (2023)’s
findings, non-expert-based counter-misinformation
responses are primarily rude and distinct from the
other forms of discourse. They denounce (27%),
use hostile language (22%), and are unfit for per-
suasive response generators. They also use humor
(13%) and point out hypocrisy (8%).

Our analysis demonstrates that the distribution
of counter-misinformation strategies used in Misin-
foCorrect are distinct from other forms of discourse.
Furthermore, their effectiveness in reducing misin-
formation is unmeasured. On the contrary, Benesch
et al. (2016)’s and Farag et al. (2022)’s analysis
have demonstrated the efficacy of the hate-speech
and persuasion-based strategies, which motivates
us to use them for responding to misinformation.
Furthermore, conditioning language models on di-
verse strategy-based features enables controllabil-
ity, where distinct responses can be generated by
changing the strategy.

4 Persuasive Response Generator

Here, we experiment with computational models
for incorporating the hate speech-based counter-
response strategies during response generation such
that changing them yields varied responses. Fur-
thermore, we experiment with models that contex-
tually plan the response strategy before generat-
ing the response. Since persuasion relies on effec-
tive argumentation (Gnamus, 1986; O’Keefe, 2012;
Rosenfeld and Kraus, 2016; Roque, 2017), we
adopt an argumentation-based framework where
we represent a dialogue as an argument graph. The
generator sequentially generates a plan determining
the contextual graph nodes to attack and support,
determines the hate speech-based response strategy
to use in the response, generates the appropriate
response arguments, and finally combines the argu-
ments as the final response text.

4.1 Dialogue as an Argument Graph

A dialogue consists of multiple alternating inter-
locutor turns. Each turn, if argumentative, com-
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Figure 3: (Left): Sample conversation. (Right): Instruction template from the conversation. Sensitive parts redacted.

prises argument components (A_arg) labeled as
claims or premises. The turn components support
or attack each other (intra) and other contextual
components (inter) and form an argument graph (A)
when represented as nodes with the support and at-
tack relationships as edges. Such graph-based rep-
resentations summarize the discourse and find use
in discourse analysis and response generation (Cha-
laguine and Hunter, 2020; Slonim et al., 2021). Fig-
ure 3 (left) depicts a multi-turn dialogue between
Agents 1 and 2, and (right) illustrates the argument
graph representation of the context (Ac). We use
Dialo-AP (Saha et al., 2022b) (minimum 0.4/0.1
intra/inter-turn threshold), a dependency parsing-
based argument parser, to construct the argument
graph of a dialogue and sequentially number each
argument component by its order of appearance
while re-labeling the major claims as claims.

4.2 Response Generation

We model response generation as a 2-step
sequential process consisting of (i) Response
planning/strategy (S): Plan the (a) Logic (Srel):
contextual argument components (Ac

arg, Aq
arg)

to attack and support, and the (b) Strategy (Sint):
Hate speech-based counter-response type (intent)
to exhibit by the response text. (ii) Realization:
Generate (a) the response argument graph A con-
sisting of Aarg(nodes)- the response arguments
and their claim/premise labels, Arel(edges)- the
inter and intra-attack and support relationships, and
(b) the response text R. Mathematically, let Rq,

Aq, Sq represent the query response, argument
graph, strategy, and Ac represent the context
argument graph. Then, the joint probability,
P(R,A,S,Q)=P(R|A,S,Q)*P(A|S,Q)*P(S|Q)*P(Q),
where Q=(Rq,Aq,Sq,Ac), Aq=(Aq

arg, A
q
rel),

Sq=(Sq
rel, S

q
int), A

c=(Ac
arg, A

c
rel), S

c=(Sc
rel, S

c
int)

4.3 Training and Experiments
We derive 7,132 examples (6,504 train, 334 dev,
and 294 test) from the strategy-annotated DialoCo-
nan, OUMdials, and MisinfoCorrect datasets and
use the template in Figure 3 to create instructions
and limit to 600 tokens. The perpetrator is labeled
Agent 1 and the responder is Agent 2.

4.3.1 Training Details
We experiment with Mistral-7B-Instruct-v0.1
(Jiang et al., 2023), an instruction-fine-tuned ver-
sion of Mistral comprising 7 billion parameters.
The model (dual) is fine-tuned for two epochs
on the consolidated instructions using LoRA. For
LoRA, we set r and α to 16 and 32 and train the
LM head and the q, k, v, o, gate, up, and down
attention head projection modules with a 2.5e-5
learning rate. Greedy decoding is used during in-
ference while limiting the new tokens to 256.

4.3.2 Ablations
We also train the following two ablated model vari-
ants without the strategy: (i) graphText: Only gen-
erate the response arguments, relationships, and
text. (ii) onlyText (baseline): Only generate the
response text. Figure 7 (1-3 Appendix A.2) shares
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Generated vs Gold Text Generated vs Gold Planning Generated vs Re-Parsed Planning
Id Variant BLEU ROUGE Rank Attack Support Strategy Attack Support Strategy Type (F1)
1 dual 3.0 17.0 2.03 59.5 73.7 55.3 57.4 92.6 66.7 91.4
2 graphText 2.7 16.4 1.87 60.4 69.5 - 55.8 90.4 - 94.7
3 dual+Amp 3.2 17.7 2.10 60.2 72.7 55.0 51.5 87.5 55.4 88.7
4 onlyText 2.5 16.8

Table 2: Automatic and human evaluation of the response generator variants. Best scores are highlighted in bold.

the instruction-fine-tuning templates. To further en-
hance the dual model’s argumentation capabilities,
we create dual+Amp, a fine-tuned version of the
dual model on 752 (675 train, 37 eval, 40 test) ad-
ditional argument mining-based instructions from
Ampersand (Chakrabarty et al., 2019) in a multi-
task learning framework. Ampersand is an expert
annotated dataset that identifies the argumentative
components and inter/intra-turn support/attack re-
lationships from 112 Change My View subreddit
threads, thus conducive to argument mining tasks
from dialogues. Our fine-tuning instructions per-
tain to generating the response strategy, relation-
ships, and the combined response strategy, argu-
ments, and relationships from an argument graph,
as detailed in Figure 7 (4-6 Appendix A.2).

4.4 Evaluations

4.4.1 Evaluating Response Text

Table 2: Generated vs Gold Text compares the
average BLEU (Papineni et al., 2002) and Rouge-L
(Lin, 2004) scores between the original and gen-
erated response text using the test set instructions.
Since the dual and dual+Amp variants generate
the response strategy before generating the text,
we include the original strategy in the prompt to
ensure an equal comparison of the response text
across all model variants. We observe: (i) Fol-
lowing a 2-step approach of planning a response
before realizing it attains the best BLEU and Rouge
scores, compared to only generating the response
argument graph and text. Including the strategy to-
kens likely better partitions the language modeling
conditional probabilities, thus improving the scores.
(ii) Fine-tuning the dual model on the additional
instructions (Amp) further improves the scores.

We also conducted human evaluations on 30 ran-
domly sampled response texts generated by the
dual, graphText, and dual+Amp variants, em-
ploying two evaluators per sample. Each evaluator
was presented with a comment and the response
from each variant and asked to rank the three texts
(1=best, 3=worst). We report the average rank for

each variant in Table 2: Generated vs Gold Text-
Rank and observe that graphText achieves the best
rank. However, the differences in ranking were not
statistically significant when tested for significance
using Welch’s t-test, setting a p-value threshold of
5%. The results indicate that it is possible to strate-
gize the counter-response before generating the text
without impacting the response quality, facilitating
control over the response generation.

4.4.2 Evaluating Response Planning
Next, we evaluate the dual, dual+Amp and graph-
Text variants’ planning capability before generat-
ing the response. First, we assess the generated
support and attack relationships (Srel). Unlike
evaluating the response text, we ensure an equal
comparison among the models by not including
the original strategy in the prompt of the dual and
dual+Amp variants, where both models generate
the response strategy, arguments, relationships, and
text, thus executing the entire 2-step response gen-
eration approach. Also, since the graphText model
does not explicitly generate a response strategy, we
consider the contextual nodes attacked or supported
in the generated response argument graph as the
strategy. For each test sample, we compute the F1
score between the gold vs generated attack/support
and report the average result in Table 2: Gener-
ated vs Gold Planning. The results show that
graphText attains the best score for planning at-
tacks. Dual scores best for planning the support
relationships and the hate speech-based response
strategy. However, Welch’s t-test indicates none of
the scores to be significantly different from the best
score.

Next, we evaluate each model’s capability of gen-
erating text conforming with its generated plan. We
parse the generated response text using the Dialo-
AP and CS-Type classifier to yield the perceived
response argument graph and response strategy la-
bels evident from the text and compare it against
the model-generated plan. We calculate the sample
averaged precision score for evaluating the inter-
turn attack/support relationships and response in-
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tent and compute the F1 score for validating the
component-type labels. Table 2: Generated vs
Re-Parsed Planning shares our results, and we
observe (i) The perceivable argument component
types (claims and premises) and support relation-
ships from the generated text conform well with
the generated plan. However, conformity is lower
for counter-response strategies and attack relation-
ships. (ii) Overall, the dual model performs best in
generating responses aligning with the plan.

These evaluations testify to the dual and
dual+Amp model’s capability of sequentially plan-
ning and generating suitable responses in dialogues
around hate speech, polarized topics, and misin-
formation. Furthermore, incorporating the 2-step
response generation approach provides control over
the model-generated response, as illustrated in Fig-
ure 9 (Appendix A). The left-hand side of the figure
shares a few dual+Amp-generated response strate-
gies and text to a random test set prompt (top). The
right-hand side shares a few responses to the same
prompt by changing only the hate speech-based
strategy. We also perform a case study to compare
the dual model, expert, and non-expert-based re-
sponse planning in Appendix A.1, which shows
that overall, the model-generated strategy aligns
more with the experts than the non-experts.

4.5 Counter-Responses to Misinformation
The MisinfoCorrect dataset comprises pairs of mis-
information posts and counter-responses by experts
(curated) and non-experts (wild). As discussed in
Section 2, the expert-based responses are primar-
ily factual and polite and lack persuasive appeals.
Such responses are usually not conducive to ini-
tiating dialogues, which is crucial for persuasion.
To understand the preferred response strategy for
starting dialogues, we performed an AMT study
where we instructed crowd-workers to re-formulate
the original counter-misinformation response, if re-
quired, such that the misinformant is most likely
to respond, thus initiating a dialogue. The study
included 54 examples, employed two workers per
sample, and paid 10 cents per evaluation. Analy-
sis of the worker responses proved our assumption
correct, where none of the expert-based responses
were deemed fit for starting a conversation. Also,
counter-questioning was the most chosen strategy
for initiating a dialogue. Hence, we appended
“Counter question” to the response strategy of the
157 MisinfoCorrect test set instructions (described
in Sections 4.1 and 4.3) and generated the response

text using the dual+Amp model. We generated
four responses per prompt: 2 using beam search
with a beam width of 5 and 2 using sampling with
the temperature set to 0.5, and preserved the top 2
lengthy responses containing a question mark.

For each misinformation post, we generated two
additional responses: (i) Mistral-7B zero-shot re-
sponse using the prompt: “[INST] Respond to the
following misinformation Twitter post. Limit your
response to 30 words. Tweet: <tweet> [/INST]”.
(ii) A control response by randomly sampling from
one of the following: “This is (not true | misin-
formation | fake news | completely false)”. Each
misinformation post has six responses: the original
expert (curated) and non-expert (wild) response
from the dataset, two generated counter-responses,
the Mistral-7B zero-shot response, and the control
response. Table 6 (Appendix A) illustrates an exam-
ple. We evaluated the six responses using two AMT
evaluators per sample, and paid 2 cents each. Given
a misinformation post, the evaluators ranked the
responses (1=best, 6=worst) for (i) Engagingness:
How likely will the response evoke a follow-up
reply from the misinformant? (ii) Naturalness:
Does the counter-response naturally follow from
the context? (iii) Factualness: Is the response
factual? We considered the best from the two rank-
ings for the dual+Amp-generated responses and
shared the average ranking for each generator in
Table 3. Across all metrics we observe that (i) The
dual+Amp-generated responses are ranked best,
whereas the control responses are ranked worst.
(ii) The Mistral zero-shot responses are ranked
equal to the expert-based responses. (iii) Conform-
ing with He et al. (2023)’s analysis, expert-based
responses (curated) are better than non-experts
(wild). The results validate our controllable frame-
work’s capability of generating natural, factual, and
engaging responses, showing promise toward per-
suasion against misinformation posts.

Type Engaging Natural Factual
control 3.77* 3.63* 3.58*
zero-shot 3.07* 3.17* 3.18*
wild 3.59* 3.35* 3.26*
curated 3.05* 3.13* 3.19*
generated 2.63 2.46 2.60

Table 3: Ranking of Response Generators to Misinfo-
Correct posts. (Lower=better, best highlighted in bold).
* indicates significantly different result compared to the
best with p-value <= 0.05.
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5 Conclusion

The impact of counter-misinformation solutions
like content flagging and banning are short-lived
as the perpetrator is still misinformed. As a lasting
solution, here we present an argumentation-based
persuasive framework which adapts hate speech-
based counter-response strategies to tackle misin-
formation. Representing conversations as argument
graphs, we implement a 2-step approach where the
model first determines a response strategy and the
contextual arguments to attack/support, followed
by generating the response arguments and text. Our
Mistral-7B-based persuasive responses are qualita-
tively deemed factual, engaging, appealing, and ca-
pable of starting a dialogue with the misinformant,
which is crucial to persuasion. Additionally, the
2-step approach provides stylistic control, where
changing the response strategy and attack/support
planning yields varied responses. Also, in the pro-
cess, we yield a silver annotated dataset comprising
misinformation posts and response pairs with hate
speech-based counter-response strategies.
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A Appendix

A.1 Comparison Study of Planning

A.1.1 Quantitative Comparison of Planning
We analyzed the similarities between the dual
model, expert, and non-expert-based response plan-
ning over 50 random test set dialogues contain-
ing 6-14 arguments each. Since the model train-
ing data mainly comprises expert-based responses,
we crowdsourced non-expert-based planning using
AMT. For each sample, 1-4 workers (each paid 2
cents) were presented with the dialogue contextual
arguments and asked to determine (i) the contex-
tual arguments to attack and support and (ii) the
hate speech-based response strategy they would
use in the counter-response while assuming the
role of the non-hateful speaker. We measured the
similarity between the model generated and expert-
based planning using the F1 score and compared it
against the non-expert and expert-based planning’s
similarity. The reported results in Table 4 indi-
cate that the similarity between the expert and dual
variant-generated plan is significantly higher than
the similarity between the expert and non-expert
plan.

11121

https://arxiv.org/abs/2307.09288
https://arxiv.org/abs/2307.09288


Id Variant Attack Support Intent
1 Non-experts Avg. 38.1* 51.3 38.9*
2 Model (all) 50.6 59.4 61.4

Table 4: Comparison of Human vs Model determined
Response Strategy F1 scores on a subset of the Test set.
* indicates significantly different result with p-value <
0.05 compared to the best.

A.1.2 Analyzing Attacks and Support
Next, we analyze for distinguishable support and
attack patterns used by the experts, non-experts,
and the model. We group the contextual arguments
by their occurrence into three equal-sized buckets:
start, mid, and end, and plot the bucket-wise distri-
bution of the arguments attacked or supported by
each responder’s strategy in Figure 4. We observe
that (i) Most attacks by the experts (53%) and the
model (59%) are to arguments appearing in the mid-
dle and end of a conversation rather than the start.
(ii) Although non-experts mostly attack arguments
appearing at the end (35%), they equally attack
arguments in the middle (29%) and start (29%).
(iii) Unlike the experts and non-experts, the model
does not support arguments. (iv) Although few (<
40%), the experts and non-experts mostly prefer
supporting arguments in the middle, followed by
the start and end of a conversation.

Figure 4: Responder-wise Attack/Support comparison.

A.1.3 Analyzing Hate Speech-Based Strategy
Figure 5 plots the distribution of the hate speech-
based counter-response strategy incorporated by
each responder. We observe that (i) The experts
(53%) and the model (95%) majorly prefer respond-
ing with facts, whereas non-experts generally pre-
fer denouncing (50%). (ii) Unlike the experts and
the model, non-experts do not prefer a positive tone
and instead resort to counter questions and showing
affiliation.

Our comparison study indicates that overall, the

Figure 5: Responder-wise Intent planning comparison.

model-generated strategy aligns more with the ex-
perts than the non-experts.

A.2 Instruction Tuning Prompts

Figure 6: Orca instructions for each text generation task.

Figure 7: Mistral-7B response generation and argument
graph-based instructions.
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Figure 8: Types of counter-response strategies with examples.

Figure 9: dual+Amp model generated response strategy and text. Sensitive portions are redacted.
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ID Dataset Description

1
Conan
(Chung et al., 2019)

HS and expert-based CS pairs
targeting Muslims.

2
DialoConan
(Bonaldi et al., 2022)

HS and expert-based CS dialogues
about Jews, LGBT+, Migrants,
Muslims, POC, and Women.

3
MultiConan
(Fanton et al., 2021)

HS and expert-based CS pairs about
Jews, LGBT+, Migrants, Muslims,
POC, Women, and Disabled.

4
TSNH
(Mathew et al., 2019)

Non-expert-based CS about Jews,
LGBT+, and POC.

5
ASFoCoNG
(Furman et al., 2022)

HS and expert-based CS pairs
targeting Migrants and Women.

6
OUMdials
(Farag et al., 2022)

Persuasive and polarized Brexit, Va-
ccination, and Veganism dialogues.

7
MisinfoCorrect
(He et al., 2023)

COVID-19 vaccine misinformation
and expert and non-expert CS pairs.

Table 5: Description of datasets used in all experiments.
HS: hate speech, CS: counter-response

Misinfo: “If the world today is like noah’s day, and it
is, then satan would need to have his dna corrupting
seed at the ready, and he does. how? by way of the
dna corrupting seed in a yet future vaccine.”-jd farag
Control: This is misinformation.
Zero-Shot: JD Farag’s claim about Satan needing a
"dna corrupting seed" in a future vaccine is not suppo-
rted by scientific evidence. Vaccines are safe and eff-
ective in preventing diseases caused by viruses and ba-
cteria, and they do not have the ability to corrupt DNA.
Wild: I’m not one for vaccines but that is the most bo-
gus statement lol. it’s not biblical and god is still and
always will be in control. it’s fear mongering and not
very good at that. saying something like that might ca-
use people to lose hope in what christ did on the cross.
Curated: Well, this assertion is not correct. the vac-
cine is not associated with corruption. it only used
mrna to protect people. this misinformation is already
debunked by the fact-checkers.
Generated: I think you are misinterpreting the biblical
story of the flood. if the bible is to be taken literally, th-
en there is no reason to believe that the vaccine is used
by satan. do you have evidence to back up your claim?

Table 6: Misinformation replies by diverse generators.
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