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Abstract

Identifying and understanding user intents is
a pivotal task for E-Commerce. Despite its
essential role in product recommendation and
business user profiling analysis, intent under-
standing has not been consistently defined or
accurately benchmarked. In this paper, we fo-
cus on predicative user intents as “how a cus-
tomer uses a product”, and pose intent under-
standing as a natural language reasoning task,
independent of product ontologies. We identify
two weaknesses of FolkScope, the SOTA E-
Commerce Intent Knowledge Graph: category-
rigidity and property-ambiguity. They limit
its ability to strongly align user intents with
products having the most desirable property,
and to recommend useful products across di-
verse categories. Following these observations,
we introduce a Product Recovery Benchmark
featuring a novel evaluation framework and
an example dataset. We further validate the
above FolkScope weaknesses on this bench-
mark. Our code and dataset are available
at https://github.com/stayones/Usgae-Centric-
Intent-Understanding.

1 Introduction

User intents are a crucial source of information
for E-Commerce (Deng et al., 2023; Er-Rahmadi
et al., 2023; Zhang et al., 2016; Hao et al., 2022).
Intents reveal users’ motivation in E-Commerce
interactions: suppose a user plans to go for out-
door barbecue, their intent may not refer only to
barbeque smoker grills but also to other products
that can be useful, such as disposable cutlery or
plates. In these cases, traditional product recom-
mendation approaches would fail to handle these
queries or to remind customers of the products they
may need but have forgotten. Intent Understand-
ing offers great benefits in recommending distinct
products based on common user intents they fulfil.
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Figure 1: A graphic illustration of the usage-centric
paradigm of intent understanding.

It involves identifying user intents and connecting
them with products: a profile of user intents is ex-
tracted using user interactions (e.g. co-buy records,
reviews) for each product listing. Then, a map-
ping from intents to product listings can be built to
predict useful products based on user intents.

One significant challenge towards effective in-
tent understanding is the vague definition of user in-
tents, which precludes effective intent identification
and can easily result in contaminated intent-product
associations. In prior work (Yu et al., 2023; Luo
et al., 2021), user intents are often blended with
“product properties” or “similar products”, which
we argue are related to the products and not the
users. These shortcuts may benefit existing product
recommendation benchmarks, but are not aligned
with the intent understanding objective, namely,
to retrieve superficially distinct kinds of products
serving common intents (Huang et al., 2024).

Therefore, we propose a usage-centric paradigm
for intent understanding (demonstrated in Figure
1). In this paradigm, user intents are focused on
natural language predicative phrases, i.e. how users
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use a product; also, instead of individual product
listings, we aim to predict kinds of products useful
for an intent. In particular, we define user intents
as activities to accomplish (e.g. outdoor barbecue)
or situations to resolve (e.g. lower-back pain); and,
kinds of products as clusters of product listings
possessing the same category (e.g. scrub brush)
and property (e.g. stiff bristle). Predicting at the
level of the kinds of products guarantees that the list
of relevant predictions is not endless. Our task is a
natural language reasoning task, closely related to
commonsense reasoning (Sap et al., 2019; Bosselut
et al., 2019): “The user has intent I” entails “The
kind of product P is useful for the user.”

Knowledge Graphs (KGs) are important to many
enterprises today, providing factual knowledge and
structured data that steer many products and make
them more ready to be used in automatic processes
and thus supporting more intelligent applications.
In this paper, we present an analysis of a SOTA
E-Commerce intent knowledge graph, FolkScope
(Yu et al., 2023), which reported promising results
on an intrinsic co-buy prediction task. Refactoring
their KG to build associations between kinds of
products and their usage user intents, we discover
two unsatisfactory characteristics in their KG topol-
ogy: 1) property-ambiguity: generated user intents
are poorly aligned with relevant product proper-
ties, such that the KG often maps user intents to
kinds of products with relevant category but fairly
random properties; 2) category-rigidity: each in-
tent is strongly associated with a single category
of product, such that the KG is unable to recom-
mend diverse products across different categories
that serve common intents.

In light of these findings, we develop a Prod-
uct Recovery Benchmark, including an evalua-
tion framework that aligns with the usage-centric
paradigm, isolating product-specific confounders,
such as product price or ratings. Also, we provide
a dataset based on the Amazon Reviews Dataset
(ARD) (Ni et al., 2019) where we further validate
the impact of the weaknesses in FolkScope. All in-
tent understanding methods developed on the ARD
can be evaluated using this benchmark.

To summarize, in this paper: 1) we propose a
usage-centric paradigm for intent understanding;
2) we introduce a product recovery benchmark fea-
turing a novel evaluation framework, and report
results with SOTA baselines; 3) we identify crucial
weaknesses in existing SOTA as category-rigidity

and property-ambiguity, and propose intent mining
from user reviews as a promising future direction
to address these issues.

2 Usage-Centric Intent Understanding

We propose a usage-centric paradigm of intent un-
derstanding, focusing on usage user intents and
the kinds of useful products, where the goal is
to ground usage user intents in kinds of useful
products. Differently from the “informal queries”
in Luo et al. (2021), and similarly to Ding et al.
(2015), our usage user intents are generic eventual-
ities/situations, independent of product ontologies.

We introduce kinds of products as the target gran-
ularity level, as it abstracts away the nuanced dif-
ferences among individual listings, and yields a
purely natural language setup, independent of prod-
uct ontologies. It contains just enough information
(category + property) to represent the product list-
ings inside for intent understanding.

User intents rarely require combinations of prop-
erties in a product category. Therefore, to avoid
generating factorial numbers of kinds of product,
we impose a mild constraint that only one property
is specified for each kind of product.

We demonstrate the specificity trade-off with
an example below: for outdoor barbecues, a stiff-
bristle scrub brush is useful for cleaning the grease
on the grill. To that end, there are many listings
of hard-bristle scrubs but the exact choice among
them is irrelevant to the user intent and could be
identified by downstream recommendation systems
using other factors (customer habit, geo-location,
etc.). However, the stiff bristle property is essential
for a listing to be suitable for outdoor barbecues. In
short, grouping based on kinds of products strikes
a balance between sparsity that comes with speci-
ficity, and ambiguity that comes with generality.

3 FolkScope Analysis

3.1 KG Refactoring
We refactor FolkScope based on our usage-centric
intent understanding paradigm. FolkScope KG con-
nects products with their user intents, which are
generated with OPT-30B (Zhang et al., 2022) when
given pairs of co-bought products sourced from
ARD (Ni et al., 2019), along with manually defined
commonsense relations.

Among their 18 commonsense relations, we fil-
ter out all “item” relations as well as 3 “function”
relations (SymbolOf, MannerOf, and DefinedAs),
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Figure 2: Histograms of Jensen-Shannon Divergence
for each intent-category pair. Values are packed around
0: property-distributions of edge weights conditioned
on intents are close to unconditioned frequency priors.

since they are nominal in nature, and are irrelevant
to product usage. We keep the remaining 5 predica-
tive relations, UsedFor, CapableOf, Result, Cause,
CauseDesire, as legitimate user intents.

To group the product listings into kinds of prod-
ucts, we take the fine-grained product categories
from ARD (e.g. Kids’ Backpacks), and borrow
the attributes under the relation PropertyOf in the
original FolkScope KG as properties.1

We compute the association strengths from se-
lected user intents to common kinds of products
by aggregation. Let e(Ii, Pj) be the connection of
intent Ii with product listing Pj , Pj belongs to a
kind of products Kk. The association strength for
edges in the refactored KG are then computed as:
e′(Ii,Kk) =

∑
Pj′∈Kk

pmi(Pj ,Kk) ∗ e(Ii, Pj). 2

3.2 Statistical Analysis

We identify two major weaknesses of FolkScope
KG under the usage-centric paradigm: it is over-
specific about categories of useful products, but
under-specific about the required properties of
these products within each category. Intents in
FolkScope tend to be associated with products hav-
ing vague properties from few categories, rather
than specific kinds of products across a variety of
categories.

Property-Ambiguity For each user intent, we
look into the distribution of its edge weights among

1These attributes do not fit the criteria for usage user in-
tents, but they are acquired through generic LLM prompted
summarization, and thus are borrowed as product properties.

2The pmi term penalizes product listings with multiple
kinds of products (e.g. multiple properties in one listing).

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4 2.6 2.8 3.0
0%

20%

40%

60%

80%

100%

63%

23%

2% 1% 1%

Entropy of Intents in Clothing

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4 2.6 2.8 3.0
0%

20%

40%

60%

80%

100%

67%

20%
2%

Entropy of Intents in Electronics

Figure 3: Histograms of category-entropy for each user
intent. Values are concentrated at 0.0 and 0.7, meaning
the intent is associated with only 1 / 2 categories.

kinds of products from one category with differ-
ent properties. We compare these posterior edge-
weight distributions, conditioned on intent, with
the prior distributions across differently-propertied
kinds of products within that category. We calcu-
late Jensen-Shannon Divergence (JSD) between
these conditional and prior distributions (see Fig-
ure 2): for up to 20% of cases, JSD is < 0.1, where
only 2% of cases have JSD > 0.5.

This shows, the KG’s edge weights among
differently-propertied kinds of products within the
same category are strongly predicted by their prior
distribution, and are insensitive to the specific us-
ages depicted by user intents. For example, for the
user intent of outdoor barbecues, its edge weights
distribution among different kinds of scrub brush
products should depend on this specific usage sce-
nario. In this case, a stiff bristle scrub brush may
receive much higher weights than other kinds of
scrub brushes, rather than having the distribution
align more closely with the prior distribution of
kinds of scrub brush products. We credit this to
the mismatch between property and intent mining:
each product listing may have multiple properties
and serve multiple intents, but the mappings be-
tween these properties and intents are underspeci-
fied.

Category-Rigidity In the refactored KG, we cal-
culate the category diversity by measuring how
diverse the edge weights are w.r.t. categories for
one user intent. For each user intent, we add up
its edge weights to kinds of products grouped by
product categories (e.g. edge weights to stiff bristle
scrub brush and scrub brush with wooden handle
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are added together), and compute the entropy of
the converted category distribution.

Figure 3 shows the entropy meta-distributions:
entropy values are concentrated in 2 narrow ranges,
[0, 0.02) and [0.68, 0.70). We notice that an en-
tropy in [0, 0.02) indicates that the associations
about this intent are focused on only one product
category; [0.68, 0.70) indicates that the associa-
tions are focused on two product categories. There-
fore, from Figure 3 we can conclude that over 80%
of the intents are associated with only one or two
categories. This category-rigidity in FolkScope
hampers its ability to recommend diverse kinds of
products, as we will discuss in §4.2.

4 The Product Recovery Benchmark

4.1 Benchmark Design
Following our intent understanding paradigm in §2,
we introduce a usage-centric evaluation framework,
which aims to recover kinds of products based on
retrieved user intents. Under this framework, an
intent understanding method first predicts a profile
of user intents for a product listing (using product
description, user reviews, etc.). Then, using solely
the predicted intent as input, the method recovers
useful kinds of products based on its knowledge
of E-Commerce demands (e.g. in symbolic KGs
or LLMs). The predictions are compared against:
1) bought-product-recovery: kinds of product to
which the current product belongs; 2) co-bought-
product-recovery: kinds of co-bought products that
belong to other categories.

We take bought-product-recovery as our main
evaluation setup, since it focuses on intent-to-kinds-
of-product associations. We also include the co-
bought-product-recovery setup to validate statisti-
cal findings on cross-category recommendation per-
formance. Compared to the product recommenda-
tion evaluation in Yu et al. (2023), this framework
marginalizes factors inciting co-buy behaviour (e.g.
brand loyalty, geolocation, etc.).

We instantiate the proposed evaluation frame-
work with a product recovery benchmark, based on
the ARD (Ni et al., 2019), using available resources.
We utilise the pool of product listings in ARD,
enriched with product descriptions, category in-
formation, anonymized user purchase records and
reviews. We additionally borrow kinds of products
from refactored FolkScope, as in §3.1.3

3Our elicitation procedure is corpus-agnostic, we empir-
ically select ARD as it is the largest available dataset; we

Models Clothing Electronics

FolkScope 0.192 0.263
FolkScope − properties 0.116 0.166

FolkScope + GPT 0.187 0.257

Table 1: MRRmax for bought-product-recovery task.

Evaluation metric Following prior work (Chen
and Wang, 2013), we measure success by Mean
Reciprocal Rank (MRR) of gold kinds of products
in the predicted distributions as shown in Eq. 2. In
case multiple gold kinds of products are assigned
for a product listing, we calculate the MRRmax

using the highest-ranking hit.

RRmax(l) = max
c∈Cgold(l)

(
rank(c)−1

)
(1)

MRRmax =

∑
l∈L RRmax(l)

|L| (2)

where RR represents the Reciprocal Rank, Cgold(l)
are the gold clusters for the listing l and L is the
set of all listings in the benchmark.

4.2 Experiments and Results

We evaluate the FolkScope KG (refactored in §3.1)
with the Product Recovery benchmark. We offer
the baseline results in Table 1, and highlight below
the impact of weaknesses discussed in §3.2.

Property-Ambiguity To understand how prop-
erty ambiguity affects FolkScope performance, we
compare it with another prior property baseline
derived from it: for each evaluation entry, we cor-
rupt the FolkScope predictions by replacing the
property in the predicted kinds of products based
on the property popularity. The popularity of a
property is defined as the frequency with which it
appears in the product listings that belong to the
same fine-grained category (e.g. scrub brush) as
the evaluation entry (kinds of products). To avoid
making duplicate predictions after substitution, if
multiple kinds of products from the same category
are predicted, we draw properties top-down w.r.t.
popularity for each prediction.

From Table 1, we observe that FolkScope −
properties reached respectable performance with

acknowledge that re-using information from FolkScope may
grant it an unfair advantage, however, we show below, that it
nevertheless suffers from the aforementioned weaknesses and
fails to perform intent understanding effectively.

231



only moderate regression from FolkScope predic-
tions. This limited MRR gap shows the impact
of property-ambiguity, where performance gains
could be expected with better property alignment.

Category-Rigidity To validate the category-
rigidity observation in §3.2, we also evaluate the
FolkScope KG in the co-bought-product-recovery
setup, where we specifically use it to predict kinds
of co-bought products in other categories.

In this setup, we observe low MRRmax of 0.077
and 0.033 for Clothing and Electronics domains,
respectively: the FolkScope KG cannot effectively
recommend superficially distinct kinds of products
connected with the same user intents.

Notably, between the two domains, FolkScope
reaches a slightly higher MRRmax in Clothing.
This is consistent with our findings in Figure 3,
where category-entropy values are slightly more
spread than in Electronics (i.e. category rigidity is
less severe).

LLM Rerank We also evaluate LLM perfor-
mance on usage-centric intent understanding using
our benchmark, using GPT-3.5-turbo (Brown et al.,
2020). Ideally, we would like the LLM to predict
useful kinds of products end-to-end. However, due
to the difficulty of reliably matching LLM predic-
tions with gold kinds of products4, we instead adopt
a re-ranking paradigm, where we prompt the LLM
to re-rank the top-10 kinds of products predicted
by FolkScope.

As Table 1 shows, we observe no clear benefit
with LLM-reranking. We investigate this failure
by looking into where hits are met in the predic-
tions. From Table 2, we find that most hits are
either at first or not in the top 10. These polarized
distributions leave little room for re-ranking to take
effect.

We raise the warning that dataset artefacts from
the common source corpus (AWD) could be behind
this abnormally high hit-at-1 rate (compared with
the MRRmax value), where the reported MRRmax

values may have been inflated. Due to the lack
of another large E-Commerce Reviews corpus, we
leave further investigations for future work.

4In Appendix B, we include an LLM-only baseline using
GPT-4 as matching metric, where we find it underperforming
FolkScope baseline, and find GPT-4 metric over permissive.

Clothing Electronics

hit@1 16% 22%

hit > 10 73% 63%

Table 2: The ratio of hit being the first in the prediction
list and not in the top-10 of the prediction list.

5 Discussions and Conclusion

In this paper, we revisit intent understanding from
a usage-centric perspective, as a natural language
reasoning task, to detect superficially distinct kinds
of products useful for common usage intents. We
developed a Product Recovery benchmark, and in-
vestigated two weaknesses of the SOTA FolkScope
KG in supporting usage-centric intent understand-
ing: Property Ambiguity and Category-Rigidity.

We advocate for adopting the usage-centric in-
tent understanding paradigm, and for considering
user reviews, in addition to co-buy records. De-
sired product properties and their respective intents
are likely to co-occur in product reviews, relieving
property-ambiguity; the same usage intents tend
to be described consistently in user reviews across
different categories, relieving category-rigidity.

As for future work, one idea is to use our pro-
posed benchmarks to test some entailment graphs
in E-commerce. We might further investigate some
abstract inference capabilities that are related to
conceptual understanding.

Limitations

In this paper, we have proposed to study E-
Commerce intent understanding from a usage-
centric perspective. Due to the lack of consistent
task definition and limited computational budget,
we are only able to analyse one SOTA intent under-
standing KG (namely FolkScope) and one SOTA
LLM. We encourage more research attention on
the usage-centric E-commerce intent understand-
ing task for a more diverse landscape.

We have established that weaknesses of Prop-
erty Ambiguity and Category Rigidity exist in the
SOTA KG, and we have offered a principled hy-
pothesis that utilizing genuine user reviews could
help with these weaknesses. However, due to lim-
its to the scope of this paper, we do not provide
empirical evidence for this hypothesis and leave it
as a promising direction of future work.

We note that as this paper is related to recommen-
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dation, there exists risks that methods developed
on the Product Recovery Benchmark may be used
to bias customer decisions; on the other hand, we
also note that our task definition is purely natural
language and does not involve any individual prod-
uct listings, therefore it would not bias customer
choices among directly competing listings of the
same kinds of products.
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A Implementation Details

A.1 Benchmark data split
We follow Yu et al. (2023), and we split product
instance in FolkScope KG into training, validation
and test splits with respective portions of 80%, 10%
and 10%. Please refer to Table 3 for detailed statis-
tics. Note that Clothing stands for the “Clothing,
Shoes and Jewelry” domain in the Amazon Re-
views Dataset, and Electronics simply stands for
the “Electronics” domain in the Amazon Reviews
Dataset.

Categories Train Validation Test
Clothing 30296 2027 2088

Electronics 85086 7853 7900

Table 3: Number of product listings in the training,
validation and test set. Please note that we drop product
listings that lack related kinds of products, so the ratio of
the number of instances across the splits are not exactly
equal to 8:1:1.

A.2 GPT-3.5-turbo Re-ranking
For each product listing l, when there is no pre-
dicted kind of products given a set of related user
intents, we mark the RRmax(l) as 0 both before and
after re-ranking.

A.2.1 Re-ranking Prompt
A product is suitable for the following
purposes:
{Intents}

Please rank the following categories
in order of likelihood that the product
belongs to them (most likely to least
likely):
{kinds of products list} ...
Answer:
1.

We fill Intents with a set of mined user intents
and kinds of products list with the top 10 predic-
tions for kinds of products.

Clothing Electronics

GPT-3.5-turbo 0.511 0.543

FolkScope 0.527 0.671

Table 4: MRRmax score when evaluating using GPT-4
as the judge for matching. Values for GPT-3.5-turbo and
our baseline refactored FolkScope KG are both higher
in absolute values due to the more benign matching
criterion; the LLM baseline with GPT-3.5-turbo does
not outperform the KG baseline.

Note that in this setting and in § B.1.1, we still
use the term “category” in LLM prompts to refer
to kinds of products, because during preliminary
experiments we found that LLMs do not respond
well to the term “kind of product”.

B GPT End-to-End Evaluation

We perform an additional experiment to directly
predict kinds of products in an end-to-end setup,
with an LLM, for our proposed product recovery
task. Again, we use GPT-3.5-turbo as the LLM and
design the zero-shot prompt as in §B.1.1. However,
due to the absence of the complete ontology of the
Amazon Reviews Dataset, it is challenging for GPT-
3.5-turbo to predict the exact ground truth kinds of
products. To sidestep the difficulty of evaluating
whether the predicted strings are semantically iden-
tical to the ground truth labels, we use GPT-4 to
judge whether there is a match between predicted
and ground truth labels. The relevant prompt is
specified in §B.1.2. The detailed evaluation results
is presented in Table 4.

From Table 4, we can observe that GPT-3.5-
turbo does not outperform the FolkScope KG base-
line on the product recovery benchmark. Com-
pared to the strict string matching results in Table 1,
GPT-4 evaluation has a significantly more permis-
sive criterion on matching, yielding much higher
MRRmax values. We find many of these “matched”
verdicts by GPT-4 to be spurious (see Table 6), and
conclude that GPT-4 cannot easily achieve reliable
matching for the product recovery benchmark, and
more robust criteria are needed before replacing
the exact match criterion.

B.1 Prompt Examples

B.1.1 Kinds of Products Prediction
Intents:
{intents}
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Experiment Clothing Electronics

LLM Rerank 3.86 $ 1.38 $

LLM End-to-End 15.57 $ 14.56$

Table 5: API costs of our LLM-related experiments.
For the LLM Rerank experiment, we re-rank all the
data samples in the test set while for the End-to-End
evaluation, we only sample 1000 data samples in the
test set.

Given the intents, please predict the top
10 kinds of products that will be useful
for these intents.
A kind of product is the concatenation
of a fine-grained category from the Ama-
zon Review Dataset and a useful prop-
erty. For example: Clothing, Shoes &
Jewelry|Men|Watches|Wrist Watches ###
leather.
Kinds of products:
1.

B.1.2 Prediction Evaluation
Here is a list of predicted categories:
{prediction}
Validate each prediction based on the
ground truth categories[T/F].
Each prediction can be considered true
when it is similar to one of the ground
truth categories.
Ground truth categories:
{ground truth}

C Computational Budget

C.1 Main Experiments

All the benchmark construction and evaluation has
been performed using 2 x Intel(R) Xeon(R) Gold
6254 CPUs @ 3.10GHz.

FolkScope KG Refactoring We converted all
the intents generated by FolkScope without apply-
ing any of its proposed filters based on the graph
evaluation results on the validation set. The whole
graph generation for both domains takes around 24
hours in total.

FolkScope Intents Evaluation We need around
71 and 6 hours for evaluating the intents for the
test set of the Clothing and Electronics domain
respectively.

C.2 LLM Experiments
We mainly use GPT-3.5-turbo and GPT-4 for our
LLM-related experiments. Please refer to Table 5
for details about the relevant costs. For both mod-
els, we keep the default query parameters from
OpenAI, and set the temperature to 0 to promise
reproducability.

D Artifact Licenses

Amazon Reviews Dataset: Limited license for aca-
demic research purposes and for non-commercial
use (subject to Amazon.com Conditions of Use)
FolkScope: MIT license
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Ground truth kinds of products

1. Clothing, Shoes & Jewelry|Costumes & Accessories|Men|Accessories ### Wandering Gunman
2. Clothing, Shoes & Jewelry|Costumes & Accessories|Men|Accessories ### Holster
3. Clothing, Shoes & Jewelry|Costumes & Accessories|Men|Accessories ### Western

GPT-3.5-turbo prediction

1. Clothing, Shoes & Jewelry|Men|Costumes|Western ### authentic
. . .

Ground truth kinds of products

1. Clothing, Shoes & Jewelry|Women|Jewelry|Earrings|Stud ### Jewelry
2. Clothing, Shoes & Jewelry|Women|Jewelry|Earrings|Stud ### Gemstone
3. Clothing, Shoes & Jewelry|Women|Jewelry|Earrings|Stud ### Sterling Silver

GPT-3.5-turbo prediction

1. Clothing, Shoes & Jewelry|Women|Earrings|Stud Earrings ### elegant and beautiful
. . .

Table 6: Here we list two examples that GPT-4 validate with RRmax = 1. In the first example, it validates the first
prediction as true by matching the “property” part of the ground truth 3 with the main category of prediction 1. In
the second example, the “property” part of prediction 1 is too general compared to all the ground truth kinds of
products, but it still validates it as true.
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