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Abstract
In the dynamic marketplace, vendors continuously seek innovative ideas for new products and ways to improve
existing ones. These ideas can be uncovered by analyzing text data, such as product descriptions and customer
reviews. However, the ever-increasing volume of text data poses a challenge in extracting meaningful insights.
Therefore, this study addresses the challenge of extracting actionable insights from the growing volume of text
data, with a specific focus on product descriptions. To this end, we investigate two primary research questions:
the predictive power of product descriptions for product success, and the capability of style transfer to highlight
the successful factors of these descriptions. In response to the first question, our findings validate that product
descriptions are indeed reliable indicators of product success. Addressing our second question, we propose a
Successful Style Transfer Variational Autoencoder (SST-VAE), a VAE-based language model designed for effective
successful style transfer. Qualitative analysis indicates that the SST-VAE effectively enables successful style transfer
conditional on a given label. In addition, case studies suggest that the proposed approach could be useful in gaining
insights about product success, by highlighting key factors that may contribute to their success. On the other
hand, our approach confronts issues such as hallucinations and the need for factual accuracy. These challenges
underscore the necessity for continued research in the field of e-commerce natural language processing.
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1. Introduction

In the dynamic marketplace, vendors continuously
seek innovative ideas for new products and ways
to improve existing ones. This valuable knowledge
could be revealed through the analysis of textual
data, including product descriptions and consumer
reviews. Yet, the rapid expansion of textual data
volume poses a significant challenge in manually
analyzing them. Accordingly, natural language pro-
cessing (NLP) is utilized to extract meaningful in-
sights from textual data, which has resulted in ex-
tensive research in the field of e-commerce NLP.

In the domain of e-commerce NLP, a significant
body of work focuses on product descriptions, rec-
ognizing their crucial role in providing a competi-
tive customer experience (Wang et al., 2017; Chen
et al., 2019; Chan et al., 2019; Zhang et al., 2019;
Zheng et al., 2018). In this realm, a considerable
portion of the current research focuses on text gen-
eration for product descriptions. This focus has
given rise to unique challenges, including person-
alized generations (Chen et al., 2019) and fidelity-
oriented generations (Chan et al., 2019). However,
there has been little research aimed at extracting
valuable insights about product success.

Addressing this research gap, the primary aim
of this study is to extract insights regarding product
success from product descriptions. Following this
direction, two key questions emerged.

Initially, there is uncertainty regarding the extent
to which product descriptions contain insights into
a product’s success. Figure 1 presents a compari-
son between the description of a successful product
(which has a higher rating) and that of an unsuc-
cessful product (which has a lower rating). From
this figure, it remains unclear to what extent these
descriptions capture information pertinent to prod-
uct success, especially given that product success
is often influenced by various factors, including ex-
ternal trends and events. Therefore, it is worthwhile
to determine the degree to which these descriptions
encompass relevant information. This considera-
tion guides us to our first research question: “To
what extent can product descriptions accurately
indicate a product’s likelihood of success?”

The second question emerges from the difficulty
of manual dataset collection. Typically, extracting
product success factors from product descriptions
entails annotating these successful elements in
product descriptions. Nevertheless, as Figure 1
illustrates, identifying the key elements that con-
tribute to a product’s success from its descriptions
is quite challenging, which significantly complicates
the manual development of a dataset. In response
to these complexities, we consider that a style trans-
fer approach could mitigate these challenges (Jin
et al., 2022). It enables comparisons between orig-
inal texts and those transformed into a successful
style without the challenges of manual annotation.
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Figure 1: Two Product Examples with Similar Features but Varying Success: The Product On The Left
Has A Higher Customer Rating, While The Product On The Right Has A Lower Customer Rating.

These comparisons will be beneficial in uncovering
product success factors. This leads to our second
research question: “Can we transform text descrip-
tions from unsuccessful to successful ones, or vice
versa?”

In summary, we formulated the following re-
search questions

• RQ1: To what extent can product descriptions
accurately indicate a product’s likelihood of
success?

• RQ2: Can we transform text descriptions
from unsuccessful to successful ones, or vice
versa?

This paper addresses these research questions.
Firstly, we examine the potential of product descrip-
tions as predictors of product success in response
to the first research question. To this end, we in-
troduce a success prediction task from product de-
scriptions to assess the extent to which product
descriptions can predict success.

Subsequently, we introduce a novel task involv-
ing the style transfer of product descriptions for
the second research question. To address this
challenge, we propose a Successful Style Trans-
fer Variational Autoencoder (SST-VAE), a model
designed to generate product descriptions condi-
tional on the product’s success. We assess the
proposed model’s output in qualitative analysis and
case studies based on two perspectives: first, its
ability to highlight factors of product success; sec-
ond, its effectiveness in enhancing original descrip-
tions through successful text transformations. Our
results indicate that the proposed model success-
fully transforms the product descriptions from un-
successful to successful and vice versa. In addition,

our results suggest that the successful style trans-
fer method can be effective in extracting insights
about products by emphasizing the potential fac-
tors that could contribute to their success. On the
other hand, we also reveal several issues, such
as hallucinations, particularly when applied to en-
hance the product descriptions themselves, laying
out a path for future research opportunities in this
domain.

2. Related Work

2.1. Text Style Transfer

Text style transfer, an important task in natural lan-
guage generation, focuses on modifying attributes
like sentiment and politeness in text. It has regained
notable attention in natural language processing
due to the impressive results achieved with recent
deep neural models (Jin et al., 2022). The chal-
lenge in text style transfer lies in the ambiguity of
“style” in NLP and many works are tackling the prob-
lem. Some works deal with the sentiment of a text
as a style of the text. Hu et al. (2017) proposes
to control the sentiment of a text by using discrimi-
nators to reconstruct sentiment and content. Also,
John et al. (2019) tackles the problem of disentan-
gling the latent representations of style and content
by proposing a multi-task loss to achieve the style
transfer in terms of sentiment on non-parallel cor-
pora. Additionally, Vasilakes et al. (2022) advances
the field by enabling style transfer specifically in the
realms of negation and uncertainty. Despite the ex-
tensive research in NLP style transfer, no existing
study has explored text style transfer in the context
of a product’s success.
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2.2. NLP in E-commerce
The NLP research in the e-commerce domain has
shown considerable interest in product descriptions,
with numerous studies addressing challenges such
as text generation and attribute extraction (Wang
et al., 2017; Chen et al., 2019; Chan et al., 2019;
Zhang et al., 2019; Zheng et al., 2018). Especially,
text generation task draws attention as quality prod-
uct descriptions are important for providing a com-
petitive customer experience in e-commerce stores.
For instance, Wang et al. (2017) introduces a sta-
tistical model capable of producing accurate and
fluent descriptions of product attributes. Further ad-
vancing the field, Chen et al. (2019) delves into gen-
erating personalized product descriptions using a
knowledge base and neural networks. Additionally,
Zhang et al. (2019) explores a pointer-generator
neural network to generate product descriptions
where the output patterns are controlled. Chan
et al. (2019) emphasizes the fidelity of content in
their approach to product description generation.
Despite these advancements, most text generation
research in this area has primarily focused on au-
tomating the product description writing process.
There has been little emphasis on obtaining insights
from descriptions or enhancing them.

Recognizing the importance of extracting mean-
ingful insights from these text data, we propose
a novel approach, employing a style transfer ap-
proach to gain insights into what drives product
success.

3. RQ1: Can we predict products’
success from product description?Success prediction task: RQ1 

28

Product 
Description Classifer Success 

Or Not ?

Figure 2: An Illustration of the Success Prediction
Task.

3.1. Success Prediction Task
The initial research question we address is, "Can
we predict a product’s success from its descrip-
tions?" To tackle the question, we introduce a suc-
cess prediction task based on product descriptions,
as depicted in Figure 2. In this task, we train a nat-
ural language processing model to predict whether
a product will be successful or not given product
descriptions. The reasoning behind establishing
this task for RQ1 is that if the model can predict
success to a reasonable degree, it indicates the
presence of significant information within product

Experimental settings: RQ1
▷ Prediction problem

○ Defining success:
■ Success (Label 1): Average product rating 

above a certain threshold (e.g., 3 or 4 out of 5)
■ Non-success (Label 0): Average rating below 3

○ Data splitting strategy:
■ Random split 
■ Group shuffle split (to mitigate potential 

leakage)
○ Model:

■ BERT (Bidirectional Encoder Representations 
from Transformers) (Devlin et al,.2019)

○ Evaluation metrics:
■ Accuracy, Recall, Precision, F1

▷ Amazon Public Data*1

○ Large crawl of product 
revies from Amazon

○ Timespan: May 1996 –
Jul 2014 

○ Sample size# 269,469 

23*1 https://cseweb.ucsd.edu/~jmcauley/datasets.html#amazon_reviewsFigure 3: Histogram Displaying the Average Rat-
ings Following Data Preprocessing.

descriptions that correlates with the product’s suc-
cess. In our experiments, we utilize a pre-trained
BERT (Devlin et al., 2019) model to predict product
success.

3.2. Evaluation Settings
In our experiments, we utilize the Amazon Public
Dataset 1, which comprises a substantial collec-
tion of product data from Amazon. We focus our
experiments on a single category, as we consider
that the factors driving success vary significantly
across different categories. Specifically, our experi-
ments employ data from the Electronics category.
For data processing, we exclude products with less
than 5 ratings as well as those with duplicated de-
scriptions, amounting to a total of 269,469 products.
We define a product’s success based on its aver-
age rating. Specifically, a product is labeled as
successful if its average rating exceeds a certain
threshold (for our study, thresholds are set at 3 or 4
out of 5 stars), and as unsuccessful if the average
rating falls below 3. Figure 3 shows the distribution
of average product review ratings.

We implement two data-splitting strategies to mit-
igate potential data leakage. The first approach is
a random split, where data is divided randomly into
training and test sets. In the random splitting strat-
egy, we observe some instances where product
descriptions share identical beginnings as shown
in Table 1, and that the model often assigns the
same labels to them. This raises concerns about
data leakage, where the model’s predictions for the
test dataset might be influenced by the recurring
text in the training dataset. To address this, we
also adopt the group stratified data splitting strat-
egy. Here, products sharing the first x characters
(a predetermined threshold) in their descriptions

1https://cseweb.ucsd.edu/~jmcauley/
datasets.html#amazon_reviews

https://cseweb.ucsd.edu/~jmcauley/datasets.html##amazon_reviews
https://cseweb.ucsd.edu/~jmcauley/datasets.html##amazon_reviews
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Table 1: Examples of Two Product Descriptions with Identical Initial Sentences (Italicized) to Highlight
Shared Content.

Description
D1 Bring your digital camera back to life with a new battery. Make sure you never

miss another once-in-a-lifetime moment by having a new, battery specifically
designed for your Canon Rebel T2i T3i T4i T5i digital SLR camera. BM Premium
rechargeable batteries are engineered to meet or exceed OEM specifications
and feature the latest battery technology, including advanced circuitry, voltage
regulation, and thermal circuit protection. BM Premium batteries include a
one-year warranty.

D2 Bring your digital camera back to life with a new battery. Make sure you never
miss another once-in-a-lifetime moment by having a new, LPE-10 battery specif-
ically designed for your Canon Rebel digital SLR camera. LPE10 rechargeable
batteries are engineered to meet or exceed OEM specifications and feature the
latest battery technology, including advanced circuitry, voltage regulation, and
thermal circuit protection. This battery includes a one-year warranty.

Table 2: Results of the Success Prediction Task.
Splitting strategy Random Group shuffle with threshold
Success label Higher than 3 Higher than 4
Threshold - 50 100 300 500 100
Accuracy 0.71 0.69 0.69 0.70 0.70 0.88
F1 0.75 0.74 0.74 0.74 0.74 0.94
Precision 0.72 0.69 0.71 0.72 0.72 0.90
Recall 0.79 0.79 0.77 0.76 0.77 0.97

are grouped together. We then ensure that descrip-
tions from the same group are exclusively assigned
to either the training or the test dataset, but not
both.

As for evaluation metrics, we utilize accuracy,
recall, precision, and F1 score. In the training, we
finetune the BERT model for 3 epochs with learning
rate 0.001.

3.3. Result and Discussion
The results of the success prediction task, pre-
sented in Table 2, indicate that product descriptions
effectively predict a product’s success, achieving
around 70% accuracy in most scenarios. More-
over, this consistency in prediction accuracy per-
sists across various experimental settings and dif-
ferent data-splitting strategies, including variations
in the threshold value x.

Additionally, the model achieves greater perfor-
mance when defining success at a level higher than
4, compared to a threshold higher than 3. This out-
come indicates that there are meaningful distinc-
tions within product descriptions that contribute to
the successful differentiation between successful
and unsuccessful products.

On the other hand, the precise reasons for the
model’s effective prediction of product success are

not clear. We hypothesize two possible scenarios.
Firstly, there may be a distinct style of writing in
product descriptions that contributes to their suc-
cess. Secondly, it is possible that successful prod-
ucts possess appealing features, and the model
captures these features within the product descrip-
tions. Investigating these hypotheses will be re-
served for future research.

4. RQ2: Can we transfer the text
description from unsuccessful to

successful one or vice versa?
Model idea

19

Product 
Description Model

Successful 
Description

Unsuccessful 
Description

Figure 5: An illustration of the Successful Style
Transfer Task.
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Proposed model

Description for 
non-success product z’

Inverse success label

Embedding 
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l’

Encoder Decoder

Reconstruction

Classifier
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Style transfer
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Figure 6: The Overview of Proposed SST-VAE Model.

4.1. Successful Style Transfer Task
Having confirmed that product descriptions are in-
deed reliable predictors of product success, we
then move on to address the second research ques-
tion: "Can we transform text descriptions from un-
successful to successful ones, or vice versa?" To
validate this question, we introduce a successful
style transfer task, where an NLP model is trained
to generate either more successful or less success-
ful product descriptions as depicted in Figure 5.
The underlying motivation for this task is that by
shifting from successful to unsuccessful descrip-
tions or the reverse, we can gain insights into the
factors driving product success.

4.2. Method
For the successful style transfer task, we employ
VAEs as text autoencoders due to their provision
of smooth latent space, facilitating the transfer of
texts conditioned on a label (Kingma and Welling,
2014; John et al., 2019). The basic VAE objective
(i.e., the reconstruction loss with KL divergence)
can be written as follows.

Lβ = LE + βLR (1)

LE = − E
qϕ(z|x)

[log pθ(x|z)] (2)

LR = KL(qϕ(z|x)∥p(z)) (3)

where LE represents the reconstruction loss, while
LR denotes the KL divergence loss. The loss func-
tion Lβ is a weighted combination of the recon-
struction loss and KL divergence, with the β coef-
ficient determining the influence of KL divergence
on the overall loss. Typically, qϕ(z|x) is modeled as
a Gaussian distribution with model parameters ϕ,
and the re-parametrization trick is employed during
training (Kingma and Welling, 2014). Additionally,
log pθ(x|z) is a conditional probability of the data
x given latent variables z with model parameters

θ. For the prior distributions p(z), we employ the
standard Gaussian distribution N (0, I).

In this study, we employ Optimus, a large-scale
language VAE model as our baseline model (Li
et al., 2020). Optimus is a Transformer-based
VAE model that incorporates BERT (Devlin et al.,
2019) as its encoder and GPT-2 (Radford et al.,
2019) as its decoder, achieving higher performance
among VAE language models. In the Optimus
framework, the functionalities of BERT and GPT-2
are integrated as follows: within the BERT struc-
ture, the first token of each sentence is assigned
as a unique classification token, marked by [CLS].
The final layer’s hidden state, h[CLS] ∈ RH acts as
the sentence-level representation. This representa-
tion is subsequently converted into a latent space,
forming the latent variable z = WEh[CLS]. Here, z is
a P -dimensional vector in RP , and WE is the trans-
formation matrix in RP×H . The latent variable z is
then integrated into the GPT-2 model to facilitate
its decoding function.

To tackle the successful style transfer task, we
propose the Successful Style Transferred Varia-
tional Autoencoder (SST-VAE). An overview of the
model is depicted in Figure 6. The SST-VAE is
based on on Optimus framework. The loss func-
tions of SST-VAE are shown as follows.

LSST = LE + αLsuccess + βLinverse (4)

where LE represents the reconstruction loss,
Lsuccess denotes the success prediction loss,
Linverse refers to the inverse success prediction
loss, and α and β are the weights assigned to these
losses.

In SST-VAE, we freeze and retain the parameters
of the encoder and decoder from fine-tuned Opti-
mus, utilizing them in their existing states. For the
latent variables, we add a single-layer neural net-
work, enabling the latent variables to incorporate
information related to the success label as follows.

z′ = WAz (5)
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where WA is the transformation matrix in RP×P .

39

PCA

PCA

t-sne

t-sne

Figure 7: 2D Latent Embedding Plot: Top Row
Shows SST-VAE, Bottom Row Baseline Models
(Finetuned Optimus). Left Plots Utilize Principal
Components, Right Plots Employ t-SNE for Di-
mension Reduction. The Yellow Labels Denote
Successful Products, Blue Labels Indicate Non-
Successful Products.

The success prediction loss is derived as follows.

x̂ = Dec(x, z′) (6)

hx̂ = BERT (x̂) (7)
ŝ = fω(hx̂) (8)

Lsuccess = −s log(ŝ)− (1− s) log(1− ŝ) (9)
First, we acquire the reconstructed text x̂ from the
original text x and latent variables z′ using the
frozen decoder Dec. Then, we acquire the em-
beddings hx̂ of the reconstructed text with frozen
BERT. Subsequently, we use a single-layer neural
network fω to obtain the predicted success label
ŝ. Finally, we calculate the success prediction loss
with a cross-entropy loss with the success label
s ∈ {0, 1}.

The inverse success prediction loss is derived
as follows.

l′ = (1− 2s)l (10)
x′ = Dec(x, z′ + l′) (11)

s′ = fω(x
′) (12)

Linverse = −s log(s′)− (1− s) log(1− s′) (13)
where l is a learnable vector that represents the
direction of success within the latent space, and l′

is a vector that represents the opposite direction

of success from the original success label s. The
term (1− 2s) assigns a sign based on the success
label s ∈ {0, 1}. When s is 1, l′ becomes −l and
when s is 0, l′ becomes l, reversing the sign of the
embeddings. Then, we derive the style transferred
text x′ from the original text and the value of z′ after
adding l. This process is to shift the latent variables
in the direction opposite to the given success label,
thereby generating descriptions with the inverse
success label. Then, we utilize fω to predict the
inverse success label. Finally, we obtain the inverse
success prediction loss with a cross-entropy loss.

During inference, we can either add or sub-
tract label embeddings to produce text with either
more successful or less successful descriptions by
Dec(x, z′ ± l).

4.3. Evaluation Settings

For data processing, similar to the success pre-
diction task, we eliminate products with less than
5 ratings and those with duplicated descriptions.
Additionally, we eliminate product descriptions ex-
ceeding 64 tokens, in line with the preprocessing
procedures in Optimus (Li et al., 2020). For data
splitting, we utilize a stratified group shuffle method
with a threshold set at 100.

As our baseline model, we fine-tune Optimus with
a latent size of 768 and beta set to 1.0 2, using our
training corpus. Subsequently, the SST-VAE model
is trained with the frozen weights of the encoder
and decoder from the fine-tuned baseline model.

We assess our models’ effectiveness in two ap-
proaches. Initially, we compare the latent embed-
dings of our model with those of the baseline model
by projecting these embeddings into a 2D space
through dimensionality reduction techniques such
as principle component analysis and t-sne (van der
Maaten and Hinton, 2008). Our second method
involves qualitative evaluations through case stud-
ies. We generate style-transferred texts using both
SST-VAE and a baseline model, then analyze the
outcomes based on two viewpoints: assessing
whether the results highlight factors behind prod-
uct success and whether the transformed text en-
hances the original descriptions.

In our experiments, we chose hyperparameters
as follows: The number of training epochs was set
to 10. The loss weights were adjusted, with a ratio
of 1/100 assigned to the reconstruction loss and a
weight of 1 for the other two loss components. All
models were trained on an NVIDIA V100 GPU.

2https://github.com/ChunyuanLI/
Optimus/blob/master/doc/optimus_
finetune_language_models.md

https://github.com/ChunyuanLI/Optimus/blob/master/doc/optimus_finetune_language_models.md
https://github.com/ChunyuanLI/Optimus/blob/master/doc/optimus_finetune_language_models.md
https://github.com/ChunyuanLI/Optimus/blob/master/doc/optimus_finetune_language_models.md
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Model output: Style transfer

Original

34

This high-quality power cord 
is suitable as a replacement 
to replace the power cord of 

a monitor or desktop 
computer. The cable is 
made of high-quality 

materials.

This high-quality power cord 
is ideal to replace the power 
cord of a monitor or monitor 

stand. The cable can be 
used as a replacement to 

power cords of various 
brands.

This high-quality power 
cable is suitable as a 

replacement cord for a 
monitor monitor or to 

replace the power cord of a 
personal computer. The 

cable adopts a high-quality 
material.

SuccessfulUnsuccessful

Figure 8: Example Output from SST-VAE Demonstrating Successful Style Transfer Task.

Style Description
Original Built-in Quick Operation Acoustic Engine for Sync and Phone Call Con-

nectivity Advanced TX-Link for Listening to Music Auto-tuning LED-lit
LCD TV 3.5mm Auxiliary Input for iPod Touch screen White Color with
Built-in Dual Playback Jack PS 5 Input for Auxiliary Buit-in USB-C Audio
Input Standard Apple iPod Touch 5intrusion 8x.

Unsuccessful This high-quality power Opening-out Timer for Handsfree Android Auto
Built-in Bluetooth 5.0 Microphone Input 3 Built-in USB Male Compatible
with ALL Digital TV for Visual Pronotomic and Other Equinox RCA Light-
Up Function iPod Controls 4 Touch for Enhanced Control of Control
Skip-Forward/Forward Automatic Take-Down Timer .

Table 3: 1st Pattern: Describing Different Products.

4.4. Result and Discussion

The results of the embedding comparisons are pre-
sented in Figure 7. As Figure 7 demonstrates, the
SST-VAE model exhibits clearer distinctions in the
embedding space, suggesting that the latent em-
beddings from our proposed model provide more
informative insights regarding the success of the
product.

Figure 8 illustrates an example of the output gen-
erated by our model when it performs style transfer
tasks. For a successful output, our model adds
the successful label embeddings l to the latent vari-
ables z′. Conversely, an unsuccessful output is
generated when the model subtracts these label
embeddings. Figure 8 presents the example of a
power cord. When our model applies a successful
style transfer, the description evolves to indicate
the cord’s compatibility with various brands, thereby
suggesting its versatility. In contrast, an unsuccess-
ful style transfer alters the description to specify the
cord’s exclusive use with personal computers, im-
plying a more restricted utility.

Through qualitative analysis, we identified three
distinct patterns in the output. The first pattern ob-
served is a tendency to describe different products,
as exemplified in Table 3. In this example, while

the original text mentions Apple products like iPods,
the descriptions shift to discussing Android when
moved in the direction of unsuccessful styling. For
automated product description generation, this devi-
ation is not ideal, as the focus should remain on the
specific features of the target product. Conversely,
this tendency can be beneficial for understanding
which brands or features might be more or less suc-
cessful. This aspect is a unique point in extracting
insights from product descriptions, as opposed to
the automated generation where factual accuracy
is paramount (Chan et al., 2019).

The second pattern we observed is that the
model occasionally does not alter the output at
all, even when we adjust the descriptions towards
more successful or unsuccessful directions, as il-
lustrated in Table 4. As the example indicates,
this is problematic from both perspectives, as it
neither facilitates automation nor provides insights
into product success. We attribute this issue to the
dominance of reconstruction loss in the loss func-
tions. Upon examining the magnitude of the losses,
we found that the reconstruction loss significantly
outweighs others, such as success prediction and
inverse success prediction losses. This remains
true even when applying a weight of 0.01 to the
reconstruction loss. On the other hand, using even
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Style Description
Original You MUST RE-USE: your existing cabling and hardware. It is your

responsibility to verify the batteries being ordered match the batteries in
your unit prior to placing your order. Our products are not affiliated with
or authorized by APC.

Successful You MUST RE-USE: your existing cabling and hardware. It is your
responsibility to verify the batteries being ordered match the batteries in
your unit prior to placing your order. Our products are not affiliated with
or authorized by APC.

Unsuccessful You MUST RE-USE: your existing cabling and hardware. It is your
responsibility to verify the batteries being ordered match the batteries in
your unit prior to placing your order. Our products are not affiliated with
or authorized by APC.

Table 4: 2nd Pattern: Generating the Same Descriptions.

Style Description
Original Higher capacity will takes 3-4 hours to fully charge the battery.
Successful High capacity can replace the battery to charge large volumes of batteries

quickly.
Unsuccessful High-capacity battery will takes more time to fully charge.

Table 5: 3rd Pattern: Hallucinations.

smaller weights for the reconstruction loss resulted
in outputs that were grammatically incorrect and
not viable as sentences. Therefore, balancing the
generation of valid sentences with the capability to
modify texts towards more successful or unsuccess-
ful versions presents a key area for future research.

The third observed pattern is a tendency towards
hallucinations, as shown in Table 5. In the provided
example, the original text states that charging the
battery takes 3 or 4 hours. However, when we
transform the text into a more successful descrip-
tion, it incorrectly claims that the charge will finish
quickly. This pattern, akin to the first one, poses
challenges for automating product description writ-
ing. On one hand, the features emerging in the
successful direction could be leveraged for product
improvement.

5. Conclusion

In conclusion, this study contributes to the evolv-
ing field of e-commerce NLP by taking initial steps
in extracting insights about product success from
product descriptions.

Our research addressed two research questions:
“To what extent can product descriptions accurately
indicate a product’s likelihood of success?” and
“Can we transform text descriptions from unsuc-
cessful to successful ones, or vice versa?”

Our findings for the first research question re-
vealed that product descriptions were indeed good

predictors of the products’ success with an accu-
racy of around 70% in success prediction tasks,
showing that they contain meaningful information
about the product’s success. On one hand, the ex-
act mechanisms behind this successful prediction
remain an area for future exploration.

Regarding the second research question, we pro-
posed a Successful Style Transfer Variational Au-
toencoder (SST-VAE). Our findings indicated that
the proposed model successfully transforms the
product descriptions from unsuccessful to success-
ful and vice versa through qualitative analysis and
case studies. Also, we showed that the proposed
model is effective in extracting insights about prod-
ucts by highlighting the successful factors. On one
hand, qualitative analysis revealed challenges such
as hallucinations and the balance between factual
accuracy and style transformation in the generated
text. These findings pave the way for future re-
search focused on addressing these challenges to
progress the domain of e-commerce NLP.
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