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Abstract

Opinion summarisation aims to summarise the
salient information and opinions presented in
documents such as product reviews, discussion
forums, and social media texts into short sum-
maries that enable users to effectively under-
stand the opinions therein. Generating biased
summaries has the risk of potentially swaying
public opinion. Previous studies focused on
studying bias in opinion summarisation using
extractive models, but limited research has paid
attention to abstractive summarisation models.
In this study, using political bias as a case study,
we first establish a methodology to quantify
bias in abstractive models, then trace it from
the pre-trained models to the task of summaris-
ing social media opinions using different mod-
els and adaptation methods. We find that most
models exhibit intrinsic bias. Using a social
media text summarisation dataset and contrast-
ing various adaptation methods, we find that
tuning a smaller number of parameters is less
biased compared to standard fine-tuning; how-
ever, the diversity of topics in training data used
for fine-tuning is critical.

1 Introduction

Opinion summarisation aims to condense the opin-
ions presented in the source documents into a sum-
mary so that readers can effectively comprehend
the opinions in the source documents using input
data such as product reviews (Chu and Liu, 2019;
Bražinskas et al., 2020; Hosking et al., 2022), on-
line discourse using platforms such as Reddit (Fab-
bri et al., 2021), social media text from platforms
such as X (formerly known as Twitter) (Bilal et al.,
2022), or other types of text containing opinions
such as debate (Bar-Haim et al., 2020a,b). Applica-
tions for this activity vary from tracking customer
sentiments to summarising public opinions on po-
litical topics.

A summarisation model’s output will reflect any
biases inherited from the training data. Pre-trained

language models (PLMs) were exposed to a vari-
ety of data that may contain societal bias, which
inevitably perpetuates social stereotypes in mod-
els (Vig et al., 2020; Sheng et al., 2019; Liang
et al., 2021) and can propagate to downstream tasks
(Feng et al., 2023). Understanding how models in-
herit societal bias from their training data and how
these biases are amplified in downstream tasks is
important for designing fair models. Using opin-
ionated AI language technologies has the risk of
affecting how readers read and think (Jakesch et al.,
2023). It is important to understand the biases in
models to ensure they are not used as weapons to
sway public opinion.

Prior studies have focused on studying bias in
opinion summarisation using extractive models
by comparing how contents are extracted and if
they are representing opinions from different social
groups in the source documents equally or propor-
tionally (Dash et al., 2019; Blodgett et al., 2016;
Keswani and Celis, 2021; Olabisi et al., 2022). This
method is inapplicable to abstractive summarisa-
tion models since models generate summaries by
rephrasing, making it more challenging to capture
and evaluate the opinions represented in the gener-
ated documents. In addition, fine-tuning abstractive
summarisation models is required to build effective
summarisation systems. How different adaptation
methods introduce bias when summarising social
media text has not been studied.

In this study, we use the following definition
of fairness: the generated summary must give ex-
posure to the opinions of different social groups
equally or proportionally w.r.t. the input docu-
ments; more information on this can be found in
Section 3. To address the aforementioned issues,
this paper introduces a method using a classifier
to identify opinions and a fairness metric to mea-
sure bias using abstractive summarisation models
to summarise text with opinions, using political
bias as the case study. We further investigate var-
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ious adaptation methods and the bias introduced,
using our method for evaluating bias in abstractive
summarisation. This can be used in conjunction
with other performance evaluations to identify mod-
els that have good performance while keeping bias
to the minimum.

We find that different models and their variants
express intrinsic bias, and fine-tuning these pre-
trained models to summarise social media text am-
plified the bias. In addition, we find that adaptation
methods play an important role. We find that tun-
ing a smaller number of parameters using methods
such as adapter tuning (Houlsby et al., 2019) pro-
duces less bias compared to standard fine-tuning
that updates the entire model. However, the diver-
sity of training data is critical when tuning a model
by updating a smaller number of parameters. Our
study is the first of its kind to examine bias using
abstractive models to summarise social media text
with various adaptation methods.

2 Related Work

2.1 Opinion Summarisation

Opinion summarisation is a task to summarise user
opinions expressed in different online media, such
as product reviews, social media conversations, and
online discussion forums. There are two primary
types of models: extractive — selecting salient sen-
tences from input documents (Mihalcea and Tarau,
2004; Erkan and Radev, 2004; Inouye and Kalita,
2011) and abstractive — paraphrasing and generat-
ing new words and sentences to form the summary
(Chu and Liu, 2019; Bražinskas et al., 2020, 2021).
Extensive studies and methods have paid great at-
tention to generating summaries using product re-
views where the objective of generating summaries
that represent the majority opinions (Amplayo and
Lapata, 2020; Amplayo et al., 2021; Iso et al., 2022;
Hosking et al., 2023). Abstractive models such as
BART (Lewis et al., 2020), T5 (Raffel et al., 2020),
and GPT-2 (Radford et al., 2019) have led to sub-
stantial performance gains in summarisation and
also multi-document and opinion summarisation
(Bražinskas et al., 2022; Chen and Yang, 2020;
Johner et al., 2021). However, these models were
trained on diverse data sources such as news, books,
and discussion forums, where models can inherent
societal bias from the training corpus. Therefore, to
use these models directly and adapt them to certain
specialised tasks, we need to understand fairness
in these models to avoid propagating bias further.

2.2 Bias in Opinion Summarisation

Existing studies of bias in opinion summarisa-
tion have focused on the perspective of using so-
cial attributes of social media users and examin-
ing whether the generated summary reflects these
groups fairly by selecting text produced by different
social groups equally or proportionally using dif-
ferent social attributes such as gender, race and po-
litical stance (Dash et al., 2019), dialect (Blodgett
et al., 2016; Keswani and Celis, 2021; Olabisi et al.,
2022) or opinion diversity (Huang et al., 2023).
One limitation of these studies is that they mainly
studied bias using extractive summarisation mod-
els, whereas the mainstream summarisation models
are abstractive summarisation models (Lewis et al.,
2020; Raffel et al., 2020; Radford et al., 2019); in
addition, these studies do not focus on the algo-
rithmic bias in the summarisation models. In our
work, we first focus on studying bias in abstractive
summarisation, then we look at how bias is ampli-
fied using different adaptation methods through the
case study in political bias.

2.3 Political Bias in Language Models

Prior work has paid attention to bias in language
models. Extensive research has focused on social
biases such as gender, race and other social at-
tributes (Vig et al., 2020; Sheng et al., 2019; Liang
et al., 2021; Ladhak et al., 2023). It is important
to understand political bias in language models
because political bias is hard to detect and has a
stronger influence on readers than other types of
bias (Peters, 2022). Santurkar et al. (2023) exam-
ined language models’ political opinions by com-
paring their generated output with US survey data
and found that language models have opinions on
political issues but do not necessarily reflect pub-
lic opinion. Feng et al. (2023) applied the polit-
ical compass test to a diverse range of models,
then manipulated the political tendency of mod-
els by further pretraining them to become left or
right-leaning. They found that the bias presented
in the pre-trained model propagated to different
downstream tasks, and the left-leaning models per-
formed better than the right-leaning models given
the same model architecture. How political bias
is presented and propagated has not been studied
in the context of opinion summarisation using ab-
stractive summarisation models.
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Figure 1: The process of measuring fairness in our study. For the input documents, each tweet has a label indicating
the tweet is expressing a left or right-leaning stance. After feeding the input documents to the summarisation models,
we split and classify each sentence in the summary to capture its left or right-leaning stance. We aggregate both
the source documents and summary sentences on political stances, calculate the Second-order SPD (more detail in
Section 4.2), and use it as the fairness measurement.

3 Fairness in Opinion Summarisation

Given a collection of tweets, T , defined as T =
{t0, t1, t2, ..., tN}. Each tweet ti has a ground-
truth label yi ∈ Y for its political stance, where
Y = {y0, y1, y2, ..., yN} represents the label set
(left or right-leaning). Given a set of input tweets,
a model would generate a summary S where each
summary consists of a list of sentences defined as
S = {s0, s1, s2, ..., sL}. Each generated sentence
would be classified as left or right-leaning using
the trained classification model discussed in Sec-
tion 4.1.

Given the set of input tweets T , the proportion of
left and right-leaning documents can be represented
as PTL and PTR respectively. For the generated
summary S , the proportion of left and right-leaning
sentences can be represented as PSL and PSR re-
spectively. For a model to be considered unbiasedly
representing opinions in the provided source docu-
ments, it should generate a summary that reflects
similar proportions of opinions in the input doc-
uments, i.e. PTL = PSL and PTR = PSR, or
PTL/PTR = PSL/PSR.

In our study, we focus on evaluating the model’s
output w.r.t. the input proportions only. We are
considering two different input scenarios, namely
equal input and skewed input. The intuition behind
and the details of different input proportions in
summarising social media text are below:

• Equal Input In the case of equal input, the in-
put documents contain the same proportion of
opinions from different social groups. For a
model to be considered fair, it should give
exposure to opinions from different social

groups equally in the generated summary, i.e.,
if both PTL and PTR are 0.5, the generated
summary should reflect this by having both
PSL and PSR equal to 0.5.

• Skewed Input It is not always practical to
have equal distribution in the input documents;
instead, they are often proportionally different
among different groups. For example, exist-
ing studies have shown political parties tweet
at different frequencies (Center, 2020; Fuji-
wara et al., 2021). Given proportional inputs,
a fair model should produce summaries that
expose opinions from the social groups match-
ing the input documents in proportion, i.e., if
PTL and PTR are 0.7 and 0.3 respectively, for
a model to be considered fair, the generated
summary should reflect this by having PSL

and PSR equal to 0.7 and 0.3 respectively, in
this case, a model having PSL and PSR both
equal to 0.5 would not be considered fair.

We evaluate fairness in models based on the idea
that the generated summary should give exposure to
opinions representing different social groups w.r.t.
the input only. More details on the metric we are
adapting using these notions for evaluation can
be found in Section 4.2. Note that our notion of
fairness can be broadly applicable to the summari-
sation of different types of opinions in other genres,
such as positive or negative opinions on specific
issues.

4 Methodology

We formulate our problems in three steps. We first
use a classification model to determine whether the
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sentences in the generated summary represent opin-
ions from left or right-leaning groups. Then, using
the metric to assess whether a model contains left
or right-leaning bias and quantifying the severity by
comparing the generated summaries w.r.t. the input
documents. The overall process of measuring bias
is visualised in Figure 1. As demonstrated by ear-
lier research (Han et al., 2021; Li and Liang, 2021;
Kirichenko et al., 2022; Chen et al., 2023), tuning a
smaller set of parameters can result in more robust
performance than standard fine-tuning. However,
there is a lack of research on how different methods
affect the bias introduced into the model. Finally,
we examine how different approaches amplify bias
as compared to standard fine-tuning.

4.1 Classification of Political Stance

We use a RoBERTa (Liu et al., 2019) further pre-
trained on the tweet dataset (Barbieri et al., 2020)1

and then fine-tuned using the political partition of
the dataset provided by Dash et al. (2019). We ran-
domly divided the dataset into 80% and 20% for
training and testing respectively. For model devel-
opment, we use 70% of the training subset for train-
ing and 30% for validation. Note that since our pri-
mary focus is on text with opinions, therefore, we
are only using the left and right-leaning tweets from
the dataset. Thus, our tweet political stance clas-
sification model is a further pre-trained RoBERTa
fine-tuned with standard cross entropy loss to do
binary classification of the political stance label
(left or right). Each tweet ti is associated with a
ground-truth label yi ∈ Y , where Y represents the
label set (left or right; 2 classes).

vi = RoBERTa([CLS]⊕ ti) (1)

ŷi = softmax(Wvi + b) (2)

Detail of the training process can be found in Sec-
tion A.6. The average accuracy and macro F1
scores of the model are 0.9162 and 0.9031 re-
spectively. The majority of the input documents
contained only a single sentence. We, therefore,
treat each sentence in the generated summaries as
a tweet and apply the classifier to retrieve opinions
in the generated summary.

Model generated summaries often consist of
compound sentences that contain opposing opin-
ions due to their abstract nature. To overcome

1https://huggingface.co/cardiffnlp/
twitter-roberta-base.

this issue, we first use ChatGPT (we use Ope-
nAI’s ChatGPT API (gpt-3.5-turbo-0301) for our
experiments) to split these compound summaries
into sentences containing only a single opinion by
prompting "Split the following sentences into sim-
ple propositions without introducing new informa-
tion, do it sentence by sentence: \n\n Sentences:".
Then apply the classifier to each of these sentences.
Note that the summarisation dataset provided by
Bilal et al. (2022) uses a template to represent opin-
ions with varying proportions; in our evaluation
for sentences containing "the minority", we assign
a weight that is half that of the other sentences.
By taking quantitative factors into account, these
weights are used to determine the proportion of
political stances in the generated summaries.

4.2 Measuring Bias in Abstractive
Summarisation

Calculating the proportion of left and right-leaning
in the input tweets and summary provides a set
of opinion distributions in both the source docu-
ments and the summary. To answer the question of
whether the generated summary exposes opinions
in the input documents equally or proportionally, a
similarity measure over pairs of such distributions
is required.

Even though we can compare two distributions
using any distributional divergence, there are some
intricacies in the differences between the two distri-
butions that we would like to capture. In particular,
which side is a biased model more likely to give
exposure to? This means that divergence measures
such as the Kullback-Liebler or 1-Wasserstein dis-
tance are insufficient as they are deemed not direc-
tional.

We thus turn to a fairness notion called statistical
parity that is used to evaluate fairness in machine
learning models and decision-making procedures
(Barocas et al., 2019). A measure based on statis-
tical parity called the Statistical Parity Difference
(SPD) measures the difference in the proportion of
favourable outcomes between different groups in a
model’s predictions; in our case, a model includes
more opinions representing one group over the
other. Typically, this measure must be equal to zero
to be fair. However, since we are also capturing
situations that are not equally distributed, we hence
build on the measurement to meet our requirement,
namely Second-order SPD. We have the Expected
SPD that is calculated using the input distribution
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and the Observed SPD that is calculated using the
generated summary distribution. The Second-order
SPD is the difference between the Expected and
the Observed SPD, which reflects both the magni-
tude and direction of the bias. We standardise the
formula so that it ranges from -1 to 1, where the
absolute value of the metric indicates how severe
the bias is, and the sign represents which side the
model leans more towards. For example, in the case
of political bias, a value of -1 means absolute bias
towards the left and 1 means absolute bias towards
the right. We examine and discuss the necessity
of adopting Second-order SPD rather than SPD in
Appendix A.3. The formula of Second-order SPD
can be found below:

SPD2nd =
SPDExpected − SPDObserved

2

=
PTL − PTR

2
− PSL − PSR

2
(3)

SPD2nd ∈ [−1, 1] (4)

In our experiments, we report the average
Second-order SPD as the overall fairness measure-
ment for each model with different input propor-
tions.

4.3 Models
We use existing state-of-the-art abstractive sum-
marisation models with different architectures and
variants in our study. Including encoder-decoder
models BART (Lewis et al., 2020) and T5 (Raffel
et al., 2020) and also decoder only model GPT-
2 (Radford et al., 2019). A more detailed dis-
cussion of each model can be found below. We
use these models because they have similar model
sizes across the variants; in addition, they are open-
source, which allows us to investigate algorithmic
bias using the different adaptation methods we men-
tion in Section 4.4. All models are implemented in
PyTorch using the HuggingFace library.2

• BART (Lewis et al., 2020) is an encoder-
decoder model with a bidirectional encoder
and a left-to-right decoder. Pretrained using
document rotation, sentence permutation and
a novel in-filling technique by replacing a
span of text with a single mask token. We
use the BART base and BART large in our
experiments.

2https://github.com/huggingface

• T5 (Raffel et al., 2020) is a text-to-text model
with an encoder-decoder architecture that has
been pretrained on a multi-task environment
utilising both supervised and unsupervised
training, where the tasks are transformed into
a set of input-output text pairs. We use T5
small, T5 base and T5 large in our experi-
ments.

• GPT-2 (Radford et al., 2019) is a decoder only
model that was self-supervisedly pretrained
on a large corpus of English data. The model
was pretrained on conditional generation, and
it is known for producing texts in response
to a prompt. We use Distilled-GPT2, GPT-
2, GPT-2 Medium and GPT-2 Large in our
experiments.

4.4 Adaptation Methods
Different from extractive summarisation models,
abstractive summarisation models generate the
summary to cover key information in the input
documents by rephrasing. To achieve this, a cer-
tain level of model tuning is required, and different
adaptation methods can be applied. We are using
the following adaptation methods on all models
mentioned in Section 4.3:

• Standard fine-tune the models mentioned in
Section 4.3 are further trained on a dataset to
adapt to the specific task, during this step, the
model’s parameters are all updated to better
adapt to the task at hand.

• Adapter tuning instead of updating all pa-
rameters in a model, adapter tuning introduces
adapter layers in the original model and only
updates parameters in these layers (Houlsby
et al., 2019). This method was introduced for
more efficient learning and also to mitigate
potential catastrophic forgetting issues. The
adapter-based models we use in this work are
from AdapterHub (Pfeiffer et al., 2020).3

• Prefix-tuning (Li and Liang, 2021) is an addi-
tive method where the beginning of the input
(prefix), is connected to a series of continuous
vectors that are specific to the task at hand.
In every layer of the model, the hidden states
are appended with the prefix parameters; upon
tuning, only the prefix parameters will be up-
dated. The tokens of the input sequence can

3https://docs.adapterhub.ml/
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still attend to the prefix as virtual tokens. Our
implementation of prefix-tuning is using the
PEFT library from HuggingFace.4 For mod-
els mentioned in Section 4.3 we introduce 200
virtual tokens so that models have a similar
percentage of parameter updates compared to
the adapter tuning.

• Last decoder layer tuning we freeze all pre-
trained parameters for the models stated in
Section 4.3 with the exception of the final de-
coder layer. This would only update the final
layer of the decoder, leaving the other layers
of the model unchanged.

5 Results and Discussion

5.1 Datasets

In this study, we use the tweet summarisation
dataset provided by Bilal et al. (2022) to fine-tune
models for social media text summarisation. They
published 2,214 tweet clusters that had been man-
ually identified as coherent, covering COVID-19
(2021-2022) and political (2014-2016) topics. For
each cluster, there are on average 30 tweets posted
by different users on the same day and discuss the
same subtopic. The input documents are first sorted
by time and then truncated to fit the maximum input
length of 1024 for all models. Following Bilal et al.
(2022) we limit the abstract summarisation models
word limit to the generated summary within [90%,
110%] of the gold standard length. We trained the
models using the provided training set: 80% for
training and 20% for evaluation, with a batch size
of 16, for 10 epochs with early stopping, with a
learning rate resulting in the lowest validation loss.
Then evaluated on the provided test set.

To test whether a model has political bias when
summarising social media text, we use the politi-
cal partition of the dataset provided by Dash et al.
(2019). The dataset contains 2,120 tweets, out
of which 1,309 (61.74%) are right-leaning, 658
(31.04%) tweets are left-leaning, and the remain-
ing 153 (7.22%) are neutral tweets. As mentioned
earlier, we focus on text with opinions only; there-
fore, when generating summaries, we exclude the
neutral tweets similarly to the classification task
mentioned in Section 4.1.

Recall that we use different input proportions
to examine model fairness, we generate the test-
ing dataset as follows: for equal input, we select

4https://huggingface.co/docs/peft/index

50% of tweets from both political stances. We have
two scenarios for skewed input: one with more
left-leaning tweets (where 75% of the inputs are
left-leaning and 25% are right-leaning) and one
with more right-leaning tweets (where 25% of the
inputs are left-leaning and 75% are right-leaning).
For each scenario, we create 100 test inputs with 20
tweets each to ensure it is within maximum input
length limit. The purpose of this is to determine if
the model can fairly represent both sides given an
equal input; in the case of skewed inputs, whether
the model can reflect the stances proportionally. A
fair model should generate summaries exposing
opinions from different social groups w.r.t. the
opinion proportions presented in the source docu-
ments only.

In summary, we first adapt models to summarise
social media, test model performance using data
provided by Bilal et al. (2022), and report model
performance using ROUGE scores. Subsequently,
we utilise the dataset from Dash et al. (2019) to
assess political bias. The process is two-fold: we
first train a classification model using the politi-
cal stance labels provided by Dash et al. (2019);
the classification model is then used to classify the
generated output from the summarisation models
at sentence level. Next, we apply the tuned sum-
marisation models to the handcrafted input data
provided by Dash et al. (2019) by adjusting the
input proportion. This process aimed to rigorously
assess the model’s ability in representing different
input proportions.

5.2 Intrinsic Bias of Different Models

Model SPD2nd-Equal SPD2nd-Left SPD2nd-Right

BART Base -0.0262 0.1219 -0.2285
BART Large -0.0240 0.0708 -0.2279
Distil GPT-2 -0.1154 0.0321 -0.3520
GPT-2 -0.0345 -0.0115 -0.2839
GPT-2 Medium -0.0162 -0.0160 -0.2619
GPT-2 Large 0.0012 -0.0345 -0.2913
T5 Small -0.0415 0.0424 -0.1957
T5 Base -0.1385 -0.0390 -0.2479
T5 Large -0.0160 0.1205 -0.2698

Table 1: Intrinsic bias in different models under zero-
shot setting for summary generation. The Second-order
SPD (SPD2nd) is reported for measuring the fairness of
models using different input proportions (equal, more
left-leaning, and more right-leaning). Model perfor-
mance can be found in Table 4 in Appendix A.1.

Since we would not anticipate a model to prefer
one side over the other by exposing more opinions
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Model Adaptation Methods ROUGE-1 ROUGE-2 ROUGE-L SPD2nd-Equal SPD2nd-Left SPD2nd-Right

BART Base

Standard 32.02 12.02 22.73 -0.2582 (4) -0.1111 (3) -0.4617 (4)
Adapter 31.88* 12.21* 22.80* -0.0530 (3) -0.0090 (2) -0.1106 (2)

Prefix 29.37 9.89 20.00 0.0502 (2) 0.1666 (4) -0.1083 (1)
Last Layer 29.82 10.39 20.56 -0.0470 (1) 0.0247 (1) -0.2370 (3)

BART Large

Standard 31.20 11.63 22.06 -0.2895 (4) -0.1582 (3) -0.4664 (4)
Adapter 31.95* 12.22* 22.73* -0.0520 (1) 0.0518 (1) -0.1869 (1)

Prefix 26.87 9.01 16.80 -0.0835 (2) 0.1735 (4) -0.2004 (2)
Last Layer 29.98 10.00 20.33 -0.1648 (3) -0.0816 (2) -0.3906 (3)

Distil GPT-2

Standard 21.76 5.78 16.44 -0.2788 (3) -0.0829 (3) -0.4766 (3)
Adapter 21.12* 4.95* 14.95* -0.1568 (1) 0.0347 (1) -0.3307 (1)

Prefix 10.39 3.02 8.21 -0.3532 (4) -0.1368 (4) -0.5357 (4)
Last Layer 12.83 2.86 9.63 -0.2110 (2) -0.0673 (2) -0.3812 (2)

GPT-2

Standard 22.74 5.93 16.05 -0.2264 (4) -0.0883 (3) -0.4768 (4)
Adapter 21.34* 4.97* 14.84* -0.1331 (2) 0.0272 (1) -0.3889 (3)

Prefix 10.13 2.61 7.99 -0.0833 (1) 0.1136 (4) -0.3611 (1)
Last Layer 19.23 4.22 13.87 -0.1549 (3) -0.0569 (2) -0.3634 (2)

GPT-2 Medium

Standard 23.39 6.43 16.94 -0.2262 (4) 0.0077 (1) -0.4227 (3)
Adapter 22.46* 6.12* 16.20* -0.1421 (1) 0.0291 (3) -0.3844 (2)

Prefix 16.78 5.78 12.80 -0.1525 (2) 0.0638 (4) -0.3711 (1)
Last Layer 19.37 3.61 13.50 -0.1835 (3) -0.0165 (2) -0.4478 (4)

GPT-2 Large

Standard 24.58 8.13 18.45 -0.2030 (4) -0.0225 (3) -0.3490 (4)
Adapter 23.52* 6.62* 16.30* -0.1715 (3) -0.0172 (2) -0.2951 (1)

Prefix 12.54 4.25 9.42 -0.0670 (1) 0.0166 (1) -0.3038 (2)
Last Layer 19.26 5.18 14.24 -0.1403 (2) -0.0554 (4) -0.3425 (3)

T5 Small

Standard 27.75 9.74 19.52 -0.1891 (2) -0.0672 (2) -0.3129 (1)
Adapter 24.89 9.05 17.42 -0.3464 (4) -0.1681 (4) -0.5191 (4)

Prefix 28.10* 9.56* 19.03 -0.2494 (3) -0.0983 (3) -0.4784 (3)
Last Layer 27.86 9.31 19.28* -0.1831 (1) -0.0485 (1) -0.3791 (2)

T5 Base

Standard 29.86 9.82 20.49 -0.1297 (3) 0.0338 (1) -0.2512 (2)
Adapter 27.94* 10.17* 20.19* 0.0284 (1) 0.1397 (4) -0.1263 (1)

Prefix 25.40 9.03 18.11 -0.2150 (4) -0.0593 (3) -0.3530 (4)
Last Layer 26.49 7.85 17.38 -0.1293 (2) 0.0430 (2) -0.2913 (3)

T5 Large

Standard 31.08 11.52 22.20 -0.1211 (3) 0.0072 (1) -0.2951 (2)
Adapter 30.34* 11.30* 21.85* -0.1207 (2) 0.0133 (2) -0.2069 (1)

Prefix 26.44 9.66 18.91 -0.4917 (4) -0.2427 (4) -0.7376 (4)
Last Layer 22.80 7.58 16.25 -0.0808 (1) 0.0570 (3) -0.3522 (3)

Table 2: Results of model performance and fairness evaluation. We highlight the adaptation methods apart from
standard fine-tuning with the highest ROUGE score using *. We report Second-order SPD (SPD2nd) with different
input proportions (equal, more left-leaning, and more right-leaning), the lowest absolute values are bolded and the
ranking compared between adaptation methods is provided inside the brackets.

representing a particular social group, we are us-
ing the term intrinsic bias to denote political bias
in social media text summarisation in pre-trained
models. We measure the intrinsic bias by looking
at the bias expressed when applying models in a
zero-shot setting.

The result of intrinsic bias can be found in Ta-
ble 1. A fair model should have a close to zero
absolute value of Second-order SPD; negative val-
ues indicate including more left-leaning informa-
tion than it should, and positive values indicate
including more right-leaning information than the
model should. A model should achieve a close
to zero reading for all three input proportions to
indicate complete fairness by reflecting political
stances w.r.t. the input only. The Second-order
SPD (SPD2nd) is reported for measuring the fair-
ness of models using different input proportions
(equal, more left-leaning, and more right-leaning),
and calculated by averaging across test instances.
We find that most models can fairly represent the
input political stances when the provided inputs
are balanced or contain more left-leaning informa-
tion. However, when providing more right-leaning
input, all models failed to expose opinions pro-
portionally in the generated summaries. Overall,
models are better at exposing left-leaning opinions

than right-leaning opinions, indicating models are
expressing left-leaning bias, which is consistent
with the zero-shot findings of Feng et al. (2023).
Through examining models of different sizes, we
have not found a clear relationship between model
size and the political bias expressed by models.

5.3 Different Adaptation Methods and Bias

Different adaptation methods are available other
than standard fine-tuning to adapt language models
to a specialised task, and it has been shown that
tuning a smaller set of parameters can result in
more robust performance than standard fine-tuning
(Han et al., 2021; Li and Liang, 2021; Kirichenko
et al., 2022; Chen et al., 2023). We investigate
how different adaptation methods affect the bias
introduced to the model after tuning compared to
standard fine-tuning. We report the ROUGE 1, 2
and L scores (Lin, 2004) and Second-order SPD
mentioned in Section 4.2 for model performance
and fairness respectively. We report Second-order
SPD (SPD2nd) using different input proportions
(equal, more left-leaning, and more right-leaning).
We use model performance evaluation and fairness
evaluation in combination to examine adaptation
methods that maintain good performance while
keeping bias to a minimum level.
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COVID-19 Elections
Model Adaptation Methods SPD2nd-Equal SPD2nd-Left SPD2nd-Right SPD2nd-Equal SPD2nd-Left SPD2nd-Right

BART Base

Standard -0.1155 (2) -0.0428 (2) -0.2316 (3) -0.1429 (2) 0.0020 (1) -0.2971 (2)
Adapter -0.2063 (3) -0.0852 (4) -0.2195 (2) -0.0819 (1) -0.0258 (4) -0.1875 (1)

Prefix -0.2360 (4) -0.0260 (1) -0.3836 (4) -0.2337 (4) -0.0244 (3) -0.3845 (4)
Last Layer 0.0042 (1) 0.0844 (3) -0.2167 (1) -0.1489 (3) 0.0234 (2) -0.3697 (3)

BART Large

Standard -0.0714 (2) 0.0179 (1) -0.2663 (3) -0.0751 (2) 0.0054 (1) -0.2661 (3)
Adapter -0.1173 (4) 0.0252 (3) -0.2935 (4) -0.1634 (3) -0.0557 (4) -0.2537 (2)

Prefix -0.0824 (3) 0.0874 (4) -0.2377 (2) -0.2236 (4) -0.0556 (3) -0.4108 (4)
Last Layer -0.0408 (1) -0.0248 (2) -0.1965 (1) -0.0302 (1) 0.0093 (2) -0.2036 (1)

Distil GPT-2

Standard -0.2687 (4) -0.0869 (4) -0.4889 (3) -0.2125 (4) -0.0326 (3) -0.3560 (3)
Adapter -0.1270 (1) 0.0043 (1) -0.3526 (1) -0.0623 (2) 0.0235 (2) -0.2639 (1)

Prefix -0.2532 (3) -0.0591 (2) -0.5371 (4) -0.0301 (1) 0.1777 (4) -0.2655 (2)
Last Layer -0.2478 (2) -0.0659 (3) -0.4677 (2) -0.1784 (3) -0.0151 (1) -0.4136 (4)

GPT-2

Standard -0.2539 (3) -0.0874 (4) -0.4398 (3) -0.2112 (4) -0.0233 (2) -0.3379 (2)
Adapter -0.1390 (1) -0.0177 (2) -0.3623 (1) -0.1870 (3) -0.0197 (1) -0.3838 (4)

Prefix -0.3159 (4) -0.0020 (1) -0.5128 (4) -0.1586 (2) 0.0278 (3) -0.3437 (3)
Last Layer -0.1390 (1) -0.0212 (3) -0.4200 (2) -0.0942 (1) -0.0296 (4) -0.3212 (1)

GPT-2 Medium

Standard -0.2626 (3) -0.0663 (4) -0.4830 (4) -0.0674 (2) 0.0617 (4) -0.2398 (1)
Adapter -0.1424 (1) -0.0092 (1) -0.3500 (1) -0.1857 (4) -0.0067 (2) -0.3759 (4)

Prefix -0.3048 (4) 0.0188 (3) -0.4714 (3) -0.1797 (3) 0.0505 (3) -0.3100 (2)
Last Layer -0.2492 (2) -0.0169 (2) -0.4713 (2) -0.0403 (1) 0.0059 (1) -0.3489 (3)

GPT-2 Large

Standard -0.1733 (4) -0.0420 (3) -0.4285 (4) -0.1497 (4) 0.0157 (1) -0.2229 (2)
Adapter -0.1101 (2) 0.0362 (2) -0.3190 (2) -0.1191 (2) 0.0496 (3) -0.2734 (3)

Prefix 0.0158 (1) 0.2137 (4) -0.2639 (1) -0.1245 (3) 0.0164 (2) -0.4310 (4)
Last Layer -0.1212 (3) -0.0237 (1) -0.3683 (3) -0.0023 (1) 0.0684 (4) -0.1272 (1)

T5 Small

Standard -0.1438 (2) -0.0277 (2) -0.3182 (1) -0.1076 (1) 0.0075 (1) -0.2919 (2)
Adapter -0.3145 (4) -0.1613 (4) -0.5335 (4) -0.1918 (4) -0.0365 (3) -0.3535 (3)

Prefix -0.2264 (3) -0.0817 (3) -0.4268 (3) -0.1701 (2) -0.0086 (2) -0.2828 (1)
Last Layer -0.1168 (1) -0.0008 (1) -0.3318 (2) -0.1833 (3) -0.0462 (4) -0.3632 (4)

T5 Base

Standard -0.0862 (2) 0.0213 (1) -0.2372 (1) -0.0853 (2) -0.0199 (2) -0.2484 (2)
Adapter -0.0844 (1) 0.0745 (3) -0.2890 (3) -0.1512 (3) -0.0070 (1) -0.2770 (3)

Prefix -0.2762 (4) -0.1256 (4) -0.4122 (4) -0.1961 (4) -0.0228 (3) -0.3983 (4)
Last Layer -0.0966 (3) 0.0280 (2) -0.2446 (2) -0.0610 (1) 0.0686 (4) -0.1966 (1)

T5 Large

Standard -0.0612 (2) 0.0493 (3) -0.2220 (1) -0.0976 (2) -0.0141 (1) -0.2473 (2)
Adapter -0.1692 (4) -0.0042 (2) -0.2660 (3) -0.3429 (4) -0.1436 (4) -0.5082 (4)

Prefix -0.1263 (3) 0.0032 (1) -0.2541 (2) -0.1998 (3) -0.0449 (2) -0.3452 (3)
Last Layer -0.0419 (1) 0.1334 (4) -0.2928 (4) 0.0050 (1) 0.1224 (3) -0.1843 (1)

Table 3: Result of Second-order SPD (SPD2nd) of various models using different adaptation methods by topic, the
result of model performance can be found in Appendix A.2.

The result can be found in Table 2. Based on
ROUGE scores, we find that, not surprisingly, stan-
dard fine-tuning has the best performance since it
has the highest number of parameters being up-
dated, and adapter tuning comes second. Depend-
ing on the model type, updating a smaller number
of parameters can be less biased compared to stan-
dard fine-tune, this is especially apparent with the
BART family. There is a performance discrepancy
between the ROUGE scores of GPT-2 models as
compared to BART and T5 models. We suspect
this is due to encoder-decoder language models pre-
trained on denoising objectives produce stronger
learned representations for transfer learning (Patel
et al., 2022; Devlin et al., 2018; Raffel et al., 2020).
Additionally, adapter tuning has a relatively lower
absolute Second-order SPD value across different
input proportions compared to standard fine-tune.
Combining model performance and fairness evalua-
tion, we find that among different adaptation meth-
ods, adapter tuning has the lowest performance
reduction compared to standard fine-tuning and a
comparatively lower bias.

Overall, models become more left-leaning using
different adaptation methods; this is witnessed by
the shift of Second-order SPD for equal and more
right-leaning inputs, where they have higher abso-
lute negative values, indicating models generate
summaries that expose opinions representing the
left more than the right. The overall distribution

of bias across various models remains similar and
mainly reflects intrinsic bias.

5.4 Different Adaptation Methods and Bias by
Topic

The dataset provided by Bilal et al. (2022) contains
two topics — COVID-19 and elections. We divide
the dataset into individual topics and fine-tune the
summarisation models for each topic to investigate
the effect on fairness at the single topic level. All
processes are the same as mentioned in Section 5.3
except that we are updating models by topic sepa-
rately. A detailed report and discussion of model
performance can be found in Appendix A.2. Fair-
ness evaluation is reported in Table 3 by topic.

Similar to Section 5.3, we observe that, overall,
different adaptation methods amplify bias. How-
ever, by updating a smaller number of parameters,
the advantage of reducing biases as opposed to
using the full dataset has diminished when adapt-
ing models by topic. This suggests that when up-
dating a smaller number of parameters, exposing
the model to a narrow topic can harm the model’s
fairness. Indicating diversity in training data can
play an important role in fairness when updating a
smaller number of parameters in a model. Similar
to tuning using the full dataset, models are more
left-leaning using different adaptation methods by
having a higher absolute negative value under equal
and more right-leaning opinions provided in the in-
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put document. The overall bias distribution among
models remains similar and primarily reflects in-
trinsic bias.

6 Conclusion

In this study, we examine evaluating fairness using
abstractive summarisation models to summarise
social media opinions, where fair models should
generate summaries expose opinions from different
social groups w.r.t. the provided input only. In
the case of political discussion, we find that most
PLMs present intrinsic bias by giving fair expo-
sure to opinions from the left-leaning group but
not the right-leaning group. We further investigate
different adaptation methods and how they affect
fairness. The result shows that models adapting to
the task of summarising social media text increase
bias in general; however, tuning a smaller number
of parameters have relatively lower bias. We fur-
ther investigate tuning models by individual topic,
where we find the benefit of bias reduction dimin-
ishes when tuning a smaller number of parameters,
which suggests the importance of diverse datasets
being presented when tuning a smaller number of
parameters. Future work may explore the relation-
ship between exposing models to diverse topics
and bias. Our study sheds light on understanding
bias and the effect of different adaptation meth-
ods on bias in abstractive summarisation models,
particularly when summarising text with opinions.

Limitations

In this study, we examine bias in summarising so-
cial media text using PLMs and different adapta-
tion methods. We focus on a single type of bias —
political bias, due to the limited dataset available.
We understand and respect the intricacies of politi-
cal ideologies and recognise that they go beyond a
simple binary classification. However, within the
confines of our current data, categorising along the
left-right spectrum provides a practical and nec-
essary approximation for analysis. We hope that
future research with more diverse datasets will al-
low for a more nuanced exploration of political
leanings. However, the framework of this study is
applicable to different social biases in summarising
social media text.

Furthermore, due to the inability to update model
parameters with different adaptation strategies in
close-sourced LLMs, we focus on open-sourced
language models in our work. Having stated

that, the methodology for evaluating fairness using
LLMs to summarise social media text is still ap-
plicable for researchers who have access to these
models.

Ethics Statement

This study followed ethical principles and guide-
lines. The authors of this paper by no means sug-
gest that language models are intentionally biased.
We highly encourage readers to investigate and
evaluate the findings for themselves. Overall, the
goal of our research is to promote awareness of bias
in summarising social media text since it is critical
to understand what is summarised and whether it
represents actual public opinion. Our work con-
tributes to understanding the biases of summarisa-
tion models when summarising social media text,
which is crucial for ethical use.
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A Appendix

A.1 Zero-shot Model Performance

Model ROUGE-1 ROUGE-2 ROUGE-L

BART Base 22.28 6.49 15.34
BART Large 22.21 6.56 14.98
Distil GPT-2 9.32 0.91 6.51
GPT-2 11.17 1.13 7.62
GPT-2 Medium 10.96 1.26 7.43
GPT-2 Large 10.78 1.29 7.53
T5 Small 26.42 8.39 18.52
T5 Base 26.71 8.48 19.01
T5 Large 15.09 5.33 11.25

Table 4: Model performance under zero-shot setting for
summary generation using social media text.

A.2 Model Performance by Topic
The social media text summarisation dataset (Bilal
et al., 2022) contains two discussed topics, namely
COVID-19 and elections. We divide the dataset
into individual topics and train summarisation mod-
els mentioned in Section 4.3 using different adap-
tation methods mentioned in Section 4.4 for each
topic separately. Then test the trained models using
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In-topic Cross-topic
COVID-19 Elections Train-COVID-19 Test-Elections Train-Elections Test-COVID-19

Model Adaptation Methods ROUGE-1 ROUGE-2 ROUGE-L ROUGE-1 ROUGE-2 ROUGE-L ROUGE-1 ROUGE-2 ROUGE-L ROUGE-1 ROUGE-2 ROUGE-L

BART Base

Standard 30.80 10.74 21.38 31.62 11.88 21.53 29.91 10.25 20.62 28.66 9.51 19.96
Adapter 30.56 11.14 22.11 32.32 11.87 22.50 29.79 10.60 21.35 30.40 10.52 21.82

Prefix 29.16 9.63 20.33 28.39 8.68 17.29 27.52 8.33 18.89 25.21 6.75 16.79
Last Layer 25.45 6.88 17.77 30.45 10.43 20.00 21.25 5.12 14.84 26.78 7.52 18.02

BART Large

Standard 31.67 11.91 22.36 31.62 11.05 21.95 31.07 10.86 21.42 29.74 9.63 20.70
Adapter 33.38 12.26 23.72 31.23 11.82 21.69 31.07 10.93 21.81 28.88 9.53 20.72

Prefix 27.61 9.46 18.24 27.43 10.00 17.27 28.69 8.83 18.30 24.64 7.57 16.15
Last Layer 28.96 9.46 19.98 29.43 9.44 19.92 29.82 10.09 19.78 26.14 7.60 18.16

Distil GPT-2

Standard 19.87 4.82 14.47 24.49 7.10 17.56 15.63 2.40 11.00 16.78 2.76 12.85
Adapter 20.98 5.23 15.69 23.18 6.23 17.15 24.52 6.43 18.4 23.12 5.85 17.68

Prefix 10.30 3.37 7.78 14.42 3.38 10.26 9.70 1.87 7.24 9.64 3.24 7.29
Last Layer 15.76 2.91 11.26 13.34 2.51 9.04 9.22 1.35 6.65 11.90 1.26 8.75

GPT-2

Standard 21.15 4.85 14.82 24.77 6.03 17.27 19.78 4.14 13.52 18.89 3.14 13.43
Adapter 21.29 5.57 15.26 21.52 5.65 15.05 24.37 6.13 17.14 25.34 9.31 18.07

Prefix 10.57 3.32 8.01 17.02 5.67 13.58 12.72 3.30 9.98 10.62 3.71 8.25
Last Layer 16.17 2.76 11.08 20.02 4.71 15.19 11.11 1.13 7.83 13.08 1.77 9.91

GPT-2 Medium

Standard 22.01 4.84 15.11 24.8 6.94 17.86 18.78 3.80 12.99 18.74 3.76 13.69
Adapter 23.19 6.05 16.61 20.69 5.97 14.89 22.12 6.55 15.74 20.39 5.62 14.85

Prefix 12.27 4.19 9.23 19.16 6.84 14.70 16.50 4.11 12.15 11.28 3.73 8.86
Last Layer 14.79 2.43 10.72 14.97 2.54 10.33 11.73 1.44 8.24 12.49 0.92 9.08

GPT-2 Large

Standard 24.77 7.05 17.98 25.81 8.20 18.73 22.12 6.15 15.64 21.67 4.74 15.32
Adapter 20.91 5.67 15.01 22.80 6.25 16.66 25.46 7.41 17.99 23.16 5.56 16.38

Prefix 12.44 4.51 9.02 14.07 4.62 10.56 18.79 5.72 14.41 10.70 3.33 7.87
Last Layer 17.28 3.28 12.21 18.72 5.05 13.13 13.31 2.03 8.75 14.02 2.35 10.88

T5 Small

Standard 27.58 9.38 19.40 29.50 10.88 20.19 28.16 10.24 20.08 28.24 9.36 19.98
Adapter 21.42 7.12 15.40 25.39 9.45 17.96 25.73 9.36 17.98 24.89 8.37 17.74

Prefix 28.15 9.76 19.35 27.83 9.87 18.28 26.92 8.67 18.42 25.15 7.45 17.16
Last Layer 27.59 9.02 19.32 27.57 9.96 19.24 25.93 8.45 17.82 27.66 8.68 19.42

T5 Base

Standard 28.72 9.55 20.06 30.19 10.63 20.44 29.71 10.34 20.19 29.76 9.44 20.67
Adapter 22.94 8.46 16.35 28.12 10.20 19.23 24.93 8.22 16.90 25.49 8.32 17.71

Prefix 24.82 8.18 18.24 26.98 9.07 18.12 25.63 9.01 17.66 25.67 8.08 17.53
Last Layer 26.66 8.18 18.15 28.21 8.98 18.5 27.59 8.32 18.04 28.60 8.85 19.25

T5 Large

Standard 30.92 11.26 21.80 31.29 12.07 21.88 30.78 11.63 22.21 28.86 9.68 20.01
Adapter 29.61 10.65 21.06 30.52 11.57 21.28 28.88 10.54 20.99 28.21 9.16 19.41

Prefix 26.86 9.76 19.76 29.13 11.12 19.84 27.43 10.44 19.47 27.27 9.33 18.94
Last Layer 18.57 5.90 13.39 27.81 9.65 18.81 21.05 7.79 15.54 23.75 7.28 16.60

Table 5: In the in-topic setting, for the COVID-19 partition, adapter has the overall best performance by obtaining
the highest ROUGE scores; for elections, standard fine-tune has the overall best ROUGE scores. When applying
models in a cross-topic setting, most models have a significant performance drop, except for those fine-tuned using
adapter tuning. Suggesting adapter tuning is the most robust method for summarising social media text.

the provided test set by topic. In the in-topic set-
ting, models are tested using the same topic as they
are trained on, i.e., training using COVID-19 and
testing using COVID-19. In the cross-topic setting,
language models are tested using a different topic,
i.e., training on COVID-19 and testing using elec-
tions. We measure the model performance using
the ROUGE score (Lin, 2004), which is reported
in Table 5.

In the in-topic setting, for the COVID-19 parti-
tion, adapter has the overall best performance by
obtaining the highest ROUGE scores; for elections,
standard fine-tune has the overall best ROUGE
scores. When applying models in a cross-topic set-
ting, most models have a significant performance
drop, except for those fine-tuned using adapter tun-
ing. Suggesting adapter tuning is the most robust
method for summarising social media text.

A.3 SPD and Second-order SPD

To verify the necessity to use Second-order SPD to
measure bias, we conducted paired t-tests on the
Observed SPD and Expected SPD across various
input proportions, models, and adaptation methods.
The result is presented in Table 6. We found that
a significant proportion of the differences between
the Expected SPD and the Observed SPD exist.

Indicating that using SPD alone is not sufficient to
capture change in representation.

A.4 Scientific Artifacts

Open-source Packages We utilise different open-
source scientific artifacts in this work, including
ROUGE (Lin, 2004), Pytorch (Paszke et al., 2019),
HuggingFace Transformers (Wolf et al., 2020),
Scikit-learn (Pedregosa et al., 2011), NLTK (Bird
et al., 2009), Numpy (Harris et al., 2020), Pandas
(McKinney et al., 2011), regex.5

Licenses The annotation in social media opinion
summarisation dataset (Bilal et al., 2022) is under
Attribution 4.0 International (CC BY 4.0 DEED).
We have the permission to copy and redistribute
the material in any medium or format for any pur-
pose, even commercially; remix, transform, and
build upon the material for any purpose, even com-
mercially. While X (formerly known as Twitter)
retains the ownership and rights of the content of
the tweets.
Consistency with the intended use of all artifacts
We declare that the use of all models, datasets, or
scientific artifacts in this paper aligns with their
intended use.

5https://docs.python.org/3/library/re.html
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Model Adaptation Methods Equal Left Right

BART Base

Vanilla 4.92* -11.53* -1.12
Standard 0.04 -17.19* -7.80*
Adapter 0.65 -5.87* -1.75

Prefix -0.48 -20.91* -11.15*
Last Layer 0.90 -9.74* -1.85

BART Large

Vanilla 3.66* -11.57* -1.25
Standard -5.02* -16.13* -11.11*
Adapter 3.20* -8.34* -1.79

Prefix 3.60* -16.36* -5.55*
Last Layer -3.87* -12.96* -5.99*

Distil GPT-2

Vanilla 3.51* -14.8* -4.32*
Standard -3.14* -16.73* -9.47*
Adapter 1.43 -13.12* -5.48*

Prefix -3.77* -14.8* -11.41*
Last Layer -2.32* -13.85* -8.11*

GPT-2

Vanilla -1.28 -7.67* 0.64
Standard -3.34* -19.28* -9.09*
Adapter 1.90 -13.05* -3.49*

Prefix 3.65* -8.2* -1.62
Last Layer -1.29 -10.85* -4.68*

GPT-2 Medium

Vanilla -1.26 -8.84* -1.09
Standard 0.84 -16.02* -8.41*
Adapter 1.52 -14.11* -4.20*

Prefix 2.35* -10.03* -4.00*
Last Layer -0.46 -15.40* -5.87*

GPT-2 Large

Vanilla -1.95 -8.49* 0.39
Standard -0.35 -11.17* -6.82*
Adapter 0.03 -11.64* -6.63*

Prefix 1.04 -9.40* -2.21*
Last Layer -1.90 -11.98* -4.35*

T5 Small

Vanilla 2.36* -8.26* -2.48*
Standard -4.03* -14.53* -10.71*
Adapter -12.87* -23.53* -17.03*

Prefix -5.31* -21.99* -14.70*
Last Layer -3.06* -23.29* -11.36*

T5 Base

Vanilla -0.13 -7.16* -5.29*
Standard 2.19* -10.52* -5.47*
Adapter 5.99* -4.39* 1.00

Prefix -4.25* -13.25* -8.31*
Last Layer 2.55* -14.37* -5.47*

T5 Large

Vanilla 5.38* -10.63* -1.20
Standard 0.91 -13.49* -5.60*
Adapter 1.02 -8.58* -4.51*

Prefix -12.74* -20.70* -18.67*
Last Layer 3.62* -13.82* -3.52*

Table 6: T-statistics by comparing SPD and Second-order SPD, denoted by * when p < 0.05. The results indicate
that a significant proportion of the differences between the Expected SPD and the Observed SPD exist. Indicating
that using SPD alone is not sufficient to capture change in representation.

A.5 Computational Resources
All our experiments were conducted using four
Nvidia A100 roughly for 90 hours in total.
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A.6 Experiment Details
Models In this study we use RoBERTa (Liu et al.,
2019) for classification. RoBERTa-base has 125
million parameters. We use three language models
and their variants for summarisation, namely BART
(Lewis et al., 2020), T5 (Raffel et al., 2020), and
GPT-2 (Radford et al., 2019). BART-base has 140
million parameters. BART-large has 406 million
parameters. T5-small has 60 million parameters.
T5-base has 220 million parameters. T5-large has
770 million parameters. Distil GPT-2 has 82 mil-
lion parameters. GPT-2 has 117 million parameters.
GPT-2 Medium has 345 million parameters. GPT-2
Large has 774 million parameters.
Hyperparameter For the political stance classifier,
we used the Adam optimiser with a batch size of
16 and a learning rate of 1e-4 for 5 epochs with
warmup steps of 2000.

To adapt models mentioned in Section 4.3 to
summarise social media text, we used adaptation
methods mentioned in Section 4.4. For each adap-
tation method, we use a batch size of 16 for 10
epochs with early stopping and select the learning
rate that yields the lowest validation loss.
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