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Message from the Chairs

Welcome to the second meeting of the CAWL workshop, featuring eight original paper
presentations, an invited talk by Nizar Habash, and an invited lecture by Jalal Maleki.

This year’s workshop is sponsored by Google; we thank them for their support.

Since our first meeting in Toronto in July 2023, we have formed a special interest group: the
ACL Special Interest Group on Writing Systems and Written Language, or SIGWrit for short.
This SIG will be responsible for organizing future meetings of CAWL, and may pursue other
objectives as decided by the officers and members of the SIG.

The current pro tempore officers of SIGWrit are president Richard Sproat, vice president Emily
Prud’hommeaux, secretary-treasurer Kyle Gorman, and student member Noah Hermalin. As
per ACL policy, we will organize an election for new officers in fall 2024. More information about
the SIG, including its constitution, can be found at https://sigwrit.org/.
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Invited Talks and Lectures

Nizar Habash: On Writing Arabic

The Arabic language, broadly defined, encompasses a diverse collection of varieties that are
tied together historically and linguistically, but with a high degree of variations in terms of
phonology, morphology, lexicon, and naturally orthography. In this talk we present a condensed
summary of the challenges of writing Arabic and the evolution of different orthographic solutions
to address them. The accumulation and persistence of different conventions have led to many
co-existing orthographies today creating a complex space of challenges for computational
modeling. Among the examples we discuss are subtle differences in Standard Arabic spelling
across Arab countries, using scripts other than Arabic for writing Arabic dialects, and, most
recently, social media experimentation with reverting to ancient orthographic conventions to
fight AI censorship algorithms.

Jalal Maleki: Balancing Linguistic Integrity and Practicality: The Design Journey of Dabire, a
Romanized Writing System for Persian

Developing a new writing system, like the romanized Dabire for Persian, requires a nuanced
balance between adhering to orthographic principles and making pragmatic compromises. At
the core of Dabire’s design is the principle of linguistic soundness, with phonemicity as a
cornerstone, ensuring a direct, systematic encoding of sounds to simplify the learning process
and enhance teaching efficacy. The focus on phonemicity, crucial for the script’s ease of
use and learning, particularly benefits young learners and non-native speakers. However,
the design process also involves balancing phonemic and morphophonemic considerations,
acknowledging the complex interplay between adjacent morphemes on sound realization.
In practice, rigorous maintenance of both phonemicity and morphophonemic consistency is
impossible and concessions are sometimes necessary. Other properties of the Dabire writing
system that will be discussed are faithfulness, transparency, completeness and orthographic
depth. This talk will highlight the considerations and compromises in designing Dabire, revealing
the challenges and opportunities of developing a practical, efficient, and linguistically sound
writing system for Persian.
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