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Abstract

Supervised approaches to probing large lan-
guage models (LLMs) have been criticized of
using pre-defined theory-laden target labels.
As an alternative, parameter-free probing con-
structs structural representations bottom-up via
information derived from the LLM alone. This
has been suggested to capture a genuine “LLM-
internal grammar”. However, its relation to
familiar linguistic formalisms remains unclear.
I extend prior work on a parameter-free probing
technique called perturbed masking applied to
BERT, by comparing its results to the Univer-
sal Dependencies (UD) formalism for English.
The results highlight several major discrepan-
cies between BERT and UD, which lack corre-
lates in linguistic theory. This raises the ques-
tion of whether human grammar is the correct
analogy to interpret BERT in the first place.

1 Introduction

Probing large language models (LLMs) consists in
mapping their internal states to linguistic classes
or relations (Rogers et al., 2020; Belinkov, 2022).
Most methods use supervised learning for training
a probe to predict pre-determined labels (Hewitt
and Manning, 2019; Tenney et al., 2019; Kuznetsov
and Gurevych, 2020; Manning et al., 2020; Lasri
et al., 2022). However, critics have deemed this
insufficient for determining whether LLMs actually
represent linguistic structures (Kulmizev and Nivre,
2022; Buder-Grondahl, 2023). For representation
proper, the labels should not only be predictable
from the LLM; they should somehow capture its
internal architecture on a high level of abstraction.
A possible way forward is to use parameter-free
probing, which shuns separate probing classifiers
by extracting structural information directly from
the LLM (Clark et al., 2019; Marecek and Rosa,
2019; Wu et al., 2020). As a bottom-up approach,
this has been interpreted as uncovering the gram-
mar intrinsic to the LLM without relying on a priori
presumptions derived from linguistic theory.

In this paper, I focus on a parameter-free probe
called perturbed masking, originally presented and
applied to BERT by Wu et al. (2020). While it
has received criticism for underwhelming results
compared to gold-standard parses (Niu et al., 2022),
this overlooks its main goal of uncovering BERT’s
inherent syntax — which may well deviate from
linguistic theory (Wu et al., 2020, 4173). Such
deviations do not call for discarding it; instead,
they provide insight into how BERT’s architecture
can differ from common linguistic assumptions.

I compare dependency graphs derived from
BERT to the Universal Dependencies (UD) annota-
tion for English, and uncover major discrepancies
related to verbal argument structure, noun phrase
structure, modifiers, and prepositions. In particular,
BERT treats the root (in UD’s annotation) as a head
far more often than UD. This effect of being “at-
tracted by the root” is especially strong in recursive
embeddings, but also extends beyond these.

Moreover, BERT’s behavior tends to resist lin-
guistic explanation. For example, despite major
disagreements within linguistic theory, argument
structure is ubiquitously treated as clause-bound:
no feasible analysis assimilates embedded clause
arguments to main clause arguments. Yet, the
BERT-parse regularly does exactly this. Indeed, the
only cases where BERT’s deviations from UD have
a salient linguistic interpretation concern prepo-
sitions and some possessive constructions, where
dependent-head relations are flipped.

The results thus point to the same direction as
critiques of supervised probing: the assumption
that BERT represents grammar in line with familiar
linguistic formalisms lacks proper support. When
this is not built directly into the experiment design
(via pre-determined target labels), probing reveals
fundamental disparities between BERT and com-
monly accepted syntactic principles. We are thus
prompted to question whether human grammar is
an appropriate analogy for BERT after all.
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2 Methodology

I describe the parameter-free probing technique
investigated (Section 2.1), the dataset (Section 2.2),
and the experiment pipeline (Section 2.3).

2.1 Perturbed masking

Parameter-free probing aims to construct linguistic
information directly from the LLM without sepa-
rate training. Wu et al. (2020) present a prominent
techique called perturbed masking, with which they
aim to find “the ‘natural’ syntax inherent in BERT”
(p. 4173) by utilizing an independently motivated
relation of impact between tokens. I replicated their
original setup,! which uses the bert-base-uncased
model presented in Wolf et al. (2020).

As input, BERT takes a sequence of tokens
x = [x1, ..., T,]. It maps each token x; to a contex-
tual representation Hy(x);, where the influence of
each token x; € x arises via Transformer attention
(Vaswani et al., 2017) based on model parameters 6.
For perturbed masking, Wu et al. (2020) first mask
token z;, giving x\{z; }. They then also mask to-
ken z;, giving x\{z;, z;}. The impact of z; to the
representation of x; is now measured as follows,
where d is Euclidean distance:?

fxi,zj) = d(Ho(x\{z:})i, Hp(x\{xi, z;}):)

Impacts between all token pairs are collected
into an impact matrix, which is given as input to
an algorithm that constructs a directed dependency
graph using the Eisner algorithm (Eisner, 1996).
The intuitive idea is that heads have the highest
impact on their dependents in the matrix.

2.2 Data

Following Wu et al. (2020), I used the English Par-
allel Universal Dependencies (PUD) dataset (Ze-
man et al., 2017). Consisting of 1000 sentences
of which I discarded seven (see Appendix A), it
covers 21047 UD-annotated tokens.

2.3 Experiments

UD assigns each word a head and a dependency
relation type (deprel), as exemplified below:*

"https://github.com/LividWo/
Perturbed-Masking#dependency

2Wau et al. (2020) report superior performance to Euclidean
distance compared to the difference between probability dis-
tributions across targets.

3Wu et al. (2020) also experimented with phrase-structures,
but the present setup requires dependency graphs to obtain
deprel labels (Section 2.3). See Niu et al. (2022) on phrase-
structures generated via perturbed masking.

‘Al examples are taken from the PUD dataset (shortened).

( 1 ) advmod
[

then the commercial ends

The arrow is read as marking a head-dependent
relation (in this direction). The root is its own head,
and is typically the main verb. The BERT-parse of
the same sentence maps all tokens to the root ends:

Y —

then the commercial ends

Here, UD and BERT differ in which head they as-
sign to the determiner the. I denote this by marking
the UD-assigned head-dependent relation above
and the BERT-assigned relation below:

3)
then the commercial ends
\ (BERT) J

The challenge in interpreting BERT-parses is
that they only give head-dependent relations, not
deprels. We thus need external deprels as the theo-
retical basis of comparing BERT and UD. For this,
I use UD-annotations as follows:

Dep(z): deprel assigned to z by UD
Headyp(z): head assigned to by UD
Headpgrr(x): head assigned to = by BERT
Hy(x) = Dep(Headyp(x))

Hp(x) = Dep(Headprrr (7))

That is, I compare UD- and BERT-assigned
heads in terms of their UD-deprels. These values
for the determiner in the example above are:

Dep(the) = det

Headyp(the) = commercial
Headpgrr(the) = ends

Hy(the) = Dep(commercial) = nsubj
Hp(the) = Dep(ends) = root

Note that, since Dep is derived from UD, Hp
should not be read as directly describing how BERT
treats the head. Instead, it describes how UD would
treat the head assigned by BERT.

By classifying discrepancies between BERT and
UD, I assess their prevalence and nature in the PUD
data. I focus on four phenomena: argument struc-
ture, noun phrase (NP) structure, adjective/adverb
modifiers, and prepositional phrases (PPs). Source-
code for the experiments is openly available.

Shttps://github.com/tombgro/
parameter-free-probing
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3 Results

I replicated the original results of Wu et al. (2020)
with their best setup on the PUD data,® and inves-
tigated shifts between BERT and UD in terms of
Dep, Hy, and Hp. Section 3.1 presents general
findings, Sections 3.2-3.5 cover linguistic details,
and Appendix B provides the raw data.

3.1 General findings

Of all 21047 tokens, 58% were subject to a head-
dependent shift between UD and BERT. Nearly all
Dep-types were involved here, and a clear majority
(74%) had a shift ratio over 50%. Clearly the most
common H g was root; i.e. shifts typically involved
BERT assigning a head which was the root in the
UD-parse. This covered 35% of all shifts.

Wu et al. (2020, 4169) suggest that BERT mostly
learns local dependencies. To assess this, we calcu-
lated dependent-head distances from both parses,
and obtained contrasting results: the average is
higher in BERT (3.66) than in UD (3.52). Locality
thus does not explain the discrepancies. A likely ex-
planation for the increased average dependent-head
distance in BERT is its tendency to over-assign the
root as a head. As covered in upcoming sections,
this can lead to longer dependent-head distances
in cases like embedded clauses, where the original
UD-head is closer to its dependent than the root.

3.2 Argument structure

Table 1 collects shifts per Dep—Hp; pair for active
and passive clause subjects (nsubj, nsubj:pass) and
direct objects (obj).”

In arguments of the root, BERT and UD mostly
overlap with shift ratios of 15% — 29%. How-
ever, with embedded clauses (ccomp, xcomp, conj,
acl:relcl), BERT regularly continues to assign ar-
guments to the root, with far higher shift ratios
(64% — 94%) and root as the most common Hp.
An example is shown below, where BERT assigns
the main verb as the head of an embedded subject:

“4)

that ’s not what we need
\ (BERT) /

The BERT-parse thus seems to shun recursion,
preferring the root even for embedded arguments.

® This gives the Unlabeled Attachment Score (UAS) of
41.7, the Undirected UAS (UUAS) of 52.1, and the Neutral
Edge Direction (NED) score of 69.6.

"Tables 1-4 contain shifts with the minimum count of 20.
“Ratio” denotes the frequency of shifts for each Dep—H{; pair.

Dep Hy Ratio Count
root 0.24 198
aclirelcl  0.81 140
nsubj ccomp 0.92 101
advcl 0.79 80
conj 0.83 68
parataxis  0.64 46
root 0.29 38
nsubj:pass aclirelcl  0.94 32
advcl 0.91 21
advcl 0.66 86
xcomp 0.75 82
aclirelcl  0.78 58
obj conj 0.66 58
acl 0.73 52
root 0.15 47
ccomp 0.73 29

Table 1: Verbal argument structure: subjects and objects.

The same pattern also repeats for objects:

&) —{UD}—
projects include extending the district
BERT /

While the explanation of this behavior is not
fully clear, in general it shows that the root has
an especially high impact for determining the con-
textual embeddings of other words. One salient
possibility is that this arises because the root is usu-
ally a main clause verb, which has central influence
on both grammatical matters (such as inflection or
valency) and semantic matters (such as the possi-
ble semantic classes of arguments). Hence, when
BERT is pre-trained via masked-token prediction
(Devlin et al., 2019), attending to the main clause
verb is likely to give useful information pertaining
to many masked tokens. A general high impact for
the root would follow, in line with these findings.

3.3 Noun phrase structure

Table 2 lists NP-related shifts for three variants of
Dep: determiners (det), possessors (nmod:poss),
and numerals (nummod). Some of these shifts are
grammatically salient: for instance, UD treats the
possessor as headed by the possessed noun, but
BERT often takes it to be headed by the clitic ’s:

© ) \

Clinton ’s bank account

large
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Dep Hy Ratio Count

obl 0.52 261
obj 0.67 253
nsubj 0.54 208

det nqu 0.49 191
conj 0.57 44

nsubj:pass  0.54 43

nmod:poss  0.64 23

appos 0.68 21

obj 0.70 56

nmod:poss nmod 0.72 55
obl 0.58 54

nsubj 0.70 53

nummod obl 0.69 55
nmod 0.71 25

Table 2: Determiners, possessors, and numerals.

However, many cases are linguistically incoher-
ent. For example, BERT sometimes takes posses-
sors to modify a preposition rather than a noun:

@)

for his

As usual, BERT also regularly assigns the root
as the head, as for the determiner (a) shown here:

®)

there

review

was a time

In principle, the DP-analysis in formal linguis-
tics treats determiners as noun phrase heads (Ab-
ney, 1987), and might initially justify taking the
determiner to head the object (a time). However,
this would require the noun (time) to be headed
by the determiner, but instead it is headed by the
root as well. BERT thus does not implement the
DP-analysis; the determiner is simply attracted by
the root. The same occurs for numeral modifiers:

©)
300,000 people (..) were involved
\ (BERT) J

Since possessors, determiners, and numerals are
the sine qua non of NP-arguments/modifiers, these
results illustrate a drastic shift between BERT and
widely shared syntactic assumptions about NPs.

3.4 Adjective and adverb modifiers

Table 3 shows shifts related to adjectives (amod),
adverbs (advmod), and nominal modifiers (nmod).

Dep Hy Ratio Count
obj 0.62 151
obl 0.52 151
nmod 0.53 132
amod nsubj 0.53 118
conj 0.63 56
nsubj:pass  0.52 29
compound  0.57 21
root 0.18 o7
conj 0.62 53
advcl 0.72 51
acl:relcl 0.73 40
advmod amod 0.73 36
advmod 0.71 32
nummod  0.75 27
ccomp 0.68 27
obl 0.72 21
xcomp 0.72 21
obl 0.88 243
obj 0.89 202
nsubj 0.87 163
nmod nmo.d 0.84 127
conj 0.88 59
nsubj:pass  0.83 34
appos 0.85 23
root 0.38 20

Table 3: Adjectival, adverbial, and nominal modifiers.

The root is a prominent Hp in embedded clauses
as well as nested modifiers, indicating that BERT
does not reliably treat modifiers recursively. For
example, embedded wh-adverbs such as why are
often assigned as dependents of the main verb:

(10)

I don’t know why I chose her

However, the lack of recursion is insufficient to
explain all modifier-related shifts. In particular,
adjectives of even non-embedded noun phrases are
regularly treated as dependents of the root:

(11)

this will put new limits

This behavior resists interpretation in all promi-
nent syntactic frameworks on adjectives, which
ubiquitously treat them as modifiers of nouns or
NPs (c.f. Baker 2003; Dixon 2004; Hofherr and
Matushansky (ed.) 2010).

on(...)
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Dep Hy Ratio Count

obl 0.72 877

case nmod 0.73 783
nmod:poss  0.83 85

root 0.47 283
acl:relcl 0.97 117

advcl 0.95 92

conj 0.91 90

ool comp 095 89
acl 0.93 88

ccomp 0.96 50
parataxis  0.96 25

Table 4: Prepositional phrases.

3.5 Prepositional phrases

Table 4 collects shifts related to prepositions or
clitics (case) and their complements (ob/). BERT
regularly treats prepositions as dependents of the
token modified by the PP, while UD takes them to
be headed by the complement noun:

(12)

/ D)
plenty of other

BERT also regularly treats the complement as
the preposition’s dependent, in contrast to UD link-
ing it directly to the token modified by the PP:

(13)

\

military hardware

UD

/ \
browse at the morning market
\ BERT /

This is especially interesting since here UD
prefers the root as opposed to BERT, unlike in our
other findings. It thus looks like a genuine syntac-
tic difference. However, the pattern is no longer
reliable when the PP modifies a non-root, as shown
by the high shift ratios with embedded clauses as
Hy. The most prominent H g here was again root.

3.6 Summary

I draw four take-home messages:

1. The root is treated as a head far more by BERT
than by UD, even across phrase boundaries.
BERT’s overlap with UD drastically decreases
in embeddings, displaying a lack of recursion.
Headedness in PPs is systematically flipped
between UD and BERT.

Overall, BERT-parses commonly lack a
coherent linguistic interpretation.
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4 Discussion

The results are not easily explained by some trivial
non-linguistic property. Locality does not account
for BERT’s deviations from UD, since the aver-
age head-dependent distance is actually higher in
BERT-parses (Section 3.1). Another initial possi-
bility could be that BERT mimics naive right-chain
performance.® However, most examples in Sec-
tions 3.2-3.5 involve BERT assigning the head /eft-
ward (i.e. the dependent rightward). Sometimes
this even goes directly against right-chain-like an-
notation in UD, as in example (11) (Section 3.4).

It is also worth raising the controversial status
of the UD format itself (c.f. Rehbein et al. 2017,
Osborne and Gerdes 2019). The central issue here
concerns function words, which UD treats as depen-
dents of content words — going against alternative
formats such as Surface-syntactic Universal Depen-
dencies (SUD) (Gerdes et al., 2018) where these
relations are reversed. The corresponding distinc-
tion appears in our results as well, with respect to
prepositions and NPs (Section 3.5). BERT’s perfor-
mance might thus accord better alternative formats
to UD, such as SUD.

That said, most discrepancies discussed in Sec-
tion 3 are not specific only to UD. All mainstream
syntactic frameworks distinguish between argu-
ments/modifiers of main and embedded clauses
(Sections 3.2, 3.4), and treat possessors, determin-
ers, numerals, or adjectives as modifying nouns
rather than verbs (Sections 3.3, 3.4). With the pos-
sible exception of (root-modifying) PPs (Section
3.5), the shifts are not made linguistically coherent
by minor changes to the syntactic formalism.

5 Conclusions and future work

This study uncovered several discrepancies be-
tween BERT and UD. While some were syntac-
tically interpretable, BERT’s prevailing tendency
to treat the root as a head across phrase boundaries
lacks a clear linguistic analogy. This puts to ques-
tion the idea that BERT should be interpreted in line
with traditional grammatical formalisms. Instead,
it highlights the need to explain LLMs in their own
terms — avoiding reliance on a priori linguistic as-
sumptions not motivated by LLMs themselves.

$Wu et al. (2020) report a 35.0 UAS for the naive right-
chain baseline in comparison to the 41.7 UAS for BERT. A
related issue concerns the comparison between BERT-derived
phrase-structures and a naive right-branching baseline, the
similarity between which is covered by Niu et al. (2022).



Limitations

This short paper focused on one model architecture
(BERT), one parameter-free probing technique (per-
turbed masking), and one English dataset (PUD).
Extending the work to cover multiple variants of
each is an important future prospect. I would es-
pecially highlight the importance of inter-lingual
comparison, as well as more careful attention to
assumptions behind the linguistic formalism.
Methodologically, this study combined quanti-
tative and qualitative analysis, both of which have
limitations. Numerical information alone (in Tables
1-4) is insufficient for yielding thorough syntactic
details on dependent-head shifts. For obtaining
such further analyses, specific parse-pairs between
BERT and UD need to be assessed, which is how
the example cases were attained. But — as manual
work — this is bound to have a smaller coverage.
Without seeing any easy way out of this trade-off,
I emphasize the need for further work extending
both quantitative and qualitative coverage of re-
lated phenomena. I hope to have provided a fruitful
starting-point for this line of research.
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A Appendix: Discarded data

The algorithm for generating a dependency graph
— obtained from Wu et al. (2020) — assumes that
token IDs are unique and match positions in the
sentence. However, in some coordinated sentences,
the UD parse has the same ID appearing in two
consecutive tokens. The BERT-parse, in turn, treats
the repeated tokens as having separate IDs, which
creates a disparity. Table 5 shows an example:

Token Dep IDUD) ID (BERT)

Duréan nsubj 1 1
acts root 2 2
acts conj 2 3

as case 3 4
spokesman  obl 4 5
and cc 5 6
Angel conj 6 7
Pintado flat 7 8
as case 8 9
treasurer obl 9 10

Table 5: Mismatch between UD and BERT in token IDs.

Here, the verb (acts) is repeated since it serves
a double role as the root and a conjunct. UD as-
signs the same ID (2) to both instances, but BERT
uses an increasing counter of IDs. Hence, after the
repetition, the respective token IDs between UD
and BERT no longer match. Since dependent-head
pairs are encoded in terms of IDs, this results in
artificial disparities between the parses.

Because the number of such sentences in the
PUD data was marginal (7), I discarded them in the
experiments to avoid this problem. However, the
original UAS, UUAS, and NED scores — obtained
via replicating Wu et al. (2020) — are calculated
from the full PUD data containing these sentences
(see Footnote 6).

B Appendix: complete results

Table 6 displays each Dep that was subject to a
dependent-head shift between BERT and UD. Ta-
bles 7-8 show the same per Hy and Hp, respec-
tively. Table 9 lists all shifts that appeared at least
20 times in the format Dep—Hy—Hp. This com-
prises the data discussed in the main paper, from
which Tables 1-4 are derived.

Dep Ratio Count
case 0.7251 1799
punct 0.5135 1252
det 0.5433 1105
nmod 0.8500 912
obl 0.7082 869
amod 0.5402 719
nsubj 0.4683 650
compound 0.6675 538
conj 0.8176 511
mark 0.7964 442
obj 0.5011 438
cc 0.7615 431
advmod 0.5035 426
nmod:poss 0.6703 244
advcl 0.7158 209
aux 0.4474 183
acl:relcl 0.8483 179
xcomp 0.5815 157
nummod 0.6071 153
nsubj:pass 0.5720 135
acl 0.6895 131
appos 0.8310 118
flat 0.4978 114
cop 0.3270 103
ccomp 0.7259 98
aux:pass 0.2915 79
parataxis 0.5979 58
fixed 0.5243 54
root 0.0363 36
compound:prt  0.4714 33
nmod:tmod  0.6667 26
csubj 0.5926 16
expl 0.2459 15
obl:npmod  0.7000 14
obl:tmod 0.6111 11
nmod:npmod  0.5263 10
det:predet 0.8889 8
cc:preconj 0.5455 6
csubj:pass 1.0000 3
dislocated 1.0000 2
reparandum  1.0000 1
discourse 1.0000 1
iobj 0.1000 1

Table 6: All dependency-head shifts ordered by Dep
(“Ratio”: ratio of shifts from all tokens with the Dep).
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Hp Ratio Count

root 0.4763 4244
case 0.9684 1135
amod 0.9386 764
Hy Ratio  Count compoqnd 0.9107 602
obl 0.6802 2048 nsubj 0.5525 542
oo 1004 bl 0o
nmod 0.6788 1655 det 0.9978 453
conj 0.7654 1292
obj 0.7283 946 punct L0000 404
nsubj 0.6651 872 obj 0.5306 399
advel 0.7791 663 advmod 0.9425 377
aclrelel  0.8109 579 cf)‘;j 8‘2?83 ;’;2
xcomp 0.8168 495 mark 0:9636 159
ccomp 0.8327 458
nummod 0.9341 156
acl 0.7762 281 advcl 04519 155
appos 0.7301 238 cop 10000 122

parataxis 0.7409 223
nsubj:pass  0.6494 176
amod 0.7368 140

nsubj:pass 0.5622 122
nmod:poss 0.7707 121

aux 1.0000 119
nmod:poss  0.7707 121
xcomp 0.5174 119
compound  0.6289 100 acl 0.5622 104
advmod 0.7810 82 '
. flat 0.9533 102
csubj 0.7703 57
aux:pass 1.0000 92
nummod 0.8036 45
aclirelc .
fat 0.8276 04 Lirelcl 0.3571 75
arataxis .
cc 0.8750 14 ' 04621 67

ccomp 0.3907 59
appos 0.3931 Y
fixed 1.0000 55
compound:prt  1.0000 33

obl:npmod  0.6667 14
obl:tmod 0.5833 14
csubj:pass  0.8667 13

mark 0.6000 ) nmod:tmod  0.5455 24
nmod:tmod  0.2857 8
expl 1.0000 14
case 0.1591 7
. obl:npmod  0.6316 12
dislocated 1.0000 6
det:predet 1.0000 9
nmod:npmod 0.8571 6
. nmod:npmod  0.9000 9
iobj 0.8333 5 .
csubj 0.3462 9
dep 1.0000 2 .
ccipreconj 1.0000 4
det 0.6667 2
) . 1.0000 1 obl:tmod 0.2308 3
ce-precony § reparandum  0.6667 2
Table 7: All dependency-head shifts ordered by Hys dislocated 1.0000 1
(“Ratio”: ratio of shifts from all tokens with the Hy,). discourse 1.0000 1
vocative 1.0000 1
csubj:pass 0.3333 1

Table 8: All dependency-head shifts ordered by Hp
(“Ratio”: ratio of shifts from all tokens with the Hpg).
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Dep-Hy-Hpg shift (count)

case-obl-root (521)
det-obj-root (141)
punct-root-obl (117)
det-nmod-case (100)
mark-xcomp-root (87)
nmod-obj-root (83)
case-nmod-nmod (73)
amod-obj-root (64)
case-nmod:poss-root (56)
case-obl-acl (52)
punct-root-punct (45)
compound-obl-root (44)
obl-acl-root (43)
obl-conj-root (41)
punct-root-nmod (38)
obl-root-compound (38)
nummod-obl-root (36)
obj-xcomp-root (35)
case-obl-advcl (33)
nmod-obj-case (32)
nmod-nmod-case (31)
punct-appos-root (30)
case-nmod-det (29)
cc-conj-obl (27)
det-nmod-root (26)

det-nmod-compound (25)

nsubj-conj-root (25)
obl-root-nmod (24)

nmod:poss-nmod-case (23)

det-obj-amod (22)
cc-conj-nmod (22)

cc-conj-root (191)
case-nmod-obl (122)
det-obl-case (101)
obl-root-case (97)
mark-advcl-root (84)
case-nmod-nsubj (79)
nsubj-ccomp-root (66)
amod-obl-root (61)
punct-root-advmod (53)
amod-nsubj-root (49)
mark-ccomp-root (44)
obl-xcomp-root (43)
punct-conj-cc (41)
obl-root-amod (40)
obl-advcl-root (38)
obj-advcl-root (36)
nsubj-root-amod (35)
nmod-obl-case (34)
punct-conj-root (32)
amod-nmod-case (31)
nmod:poss-obl-case (31)
conj-nmod-root (30)
nmod-obj-amod (28)
case-nmod-conj (26)
nmod-obl-compound (26)
compound-obj-root (25)
det-nsubj:pass-root (24)
amod-obl-det (23)
punct-conj-obl (22)
nsubj-root-case (22)
conj-nmod-cc (22)
flat-nsubj-root (21)

case-nmod-root (231)
det-nsubj-root (134)
nmod-obl-root (107)
case-nmod-obj (99)
nmod-nsubj-root (85)
punct-root-nsubj (79)

det-obl-amod (66)
det-obl-root (62)
nmod-nmod-root (54)
nsubj-acl:relcl-root (52)
compound-nsubj-root (45)
compound-nmod-root (43)
obl-acl:relcl-root (43)
amod-obj-det (40)
amod-nmod-root (38)
nsubj-advcl-root (37)
punct-root-parataxis (35)
punct-conj-conj (35)
case-obl-conj (33)
det-nmod-amod (31)
nsubj-root-compound (31)
case-obl-acl:relcl (30)
det-nsubj-amod (28)
punct-conj-nmod (26)
det-obj-advcl (26)
nmod-conj-root (25)
obj-acl-root (25)
conj-nsubj-root (24)
nmod:poss-nsubj-root (23)
obl-acl:relcl-case (22)
advmod-advcl-root (22)
obl-root-nummod (21)

nmod-nsubj-case (21)

obj-acl:relcl-root (21)

case-obl-xcomp (20)
compound-nmod-case (20)

punct-root-det (20)

acl-obj-root (21)
compound-obl-det (20)

nmod-obl-amod (20)
obl-ccomp-root (20)

Table 9: Dep—Hy—H g shifts and their counts (minimum count: 20).
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