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Abstract

Large Language Models (LLMs) have achieved
remarkable performance in objective tasks such
as open-domain question answering and math-
ematical reasoning, which can often be solved
through recalling learned factual knowledge or
chain-of-thought style reasoning. However, we
find that the performance of LLMs in subjective
tasks is still unsatisfactory, such as metaphor
recognition, dark humor detection, etc. Com-
pared to objective tasks, subjective tasks focus
more on interpretation or emotional response
rather than a universally accepted reasoning
pathway. Based on the characteristics of the
tasks and the strong dialogue-generation capa-
bilities of LLMs, we propose RiC (Reasoning
in Conversation), a method that focuses on solv-
ing subjective tasks through dialogue simula-
tion. The motivation of RiC is to mine use-
ful contextual information by simulating dia-
logues instead of supplying chain-of-thought
style rationales, thereby offering potential use-
ful knowledge behind dialogues for giving the
final answers. We evaluate both API-based and
open-source LLMs including GPT-4, ChatGPT,
and OpenChat across twelve tasks. Experimen-
tal results show that RiC can yield significant
improvement compared with various baselines.

1 Introduction
Large language models (LLMs; OpenAI, 2022, 2023;
Touvron et al., 2023; Jiang et al., 2023; Wang et al.,
2024a) have made rapid advancements in recent years
and have achieved excellent performance on various
objective tasks, including open-domain question an-
swering (Kamalloo et al., 2023), mathematical reason-
ing (Luo et al., 2023; Yang et al., 2023), and code gen-
eration (Chen et al., 2021; Roziere et al., 2023), etc.

Despite the success, research on LLMs in subjec-
tive tasks (Rottger et al., 2022; Kanclerz et al., 2023;
Sun et al., 2023a) is still underexplored, as examples

*Equal contribution.
BCorresponding authors.

Identify whether the sentence  “Joseph is very kind” is a
paraphrase of the metaphoric sentence “Joseph has the
heart of a lion”.

The second sentence suggests that Joseph possesses
qualities associated with a lion, while the first sentence
only mentions kindness. The answer is False.

From the conversation, we know that “heart of a lion”
means being kind and brave. The answer is True.

I heard Joseph has
the heart of a lion. Really? What do you

mean by that?

(b) Chain-of-Thought Prompting

(a) Metaphor Recognition

(c) Reasoning in Conversation (Ours)

Sarah

Amy
I mean he is very kind and brave, just like a lion.

Sarah

Figure 1: Illustration of our method. (a) An exam-
ple of the metaphor recognition task. (b) Incorrect re-
sponses by LLM using zero-shot-CoT (Kojima et al.,
2022) prompting. (c) Our method can simulate helpful
dialogues (shown in the dashed box), thereby offering
useful information in the generated conversation and
aiding reasoning on this subjective task.

shown in Table 1. Different from objective tasks that
can often be clearly defined and solved, subjective tasks
(e.g., metaphor recognition and dark humor detection)
involve the capability to perceive context, language nu-
ances, and emotions, which cannot be easily quantified
or objectively measured, thereby posing challenges for
current LLMs (Jentzsch and Kersting, 2023; Wachowiak
and Gromann, 2023; Mao et al., 2023).

Recent methods based on chain-of-thought (CoT)
style prompting have improved the reasoning abilities
of LLMs, showing promising results on tasks such as
commonsense and mathematical reasoning (Wei et al.,
2022; Kojima et al., 2022; Zhang et al., 2023b). How-
ever, compared to these objective tasks, we found that
such methods are not particularly effective on subjec-
tive tasks. As an example shown in Figure 1(b), the
reasoning pathway does not comprehend the metaphori-
cal expression in “Joseph has the heart of a lion” well,
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Subjective Task Example Performance

(Linguistic Rhetoric)
Metaphor Recognition Identify whether the sentence “Joseph is very kind.” is a paraphrase of the 44.71♢(2)
(Mohler et al., 2016) metaphoric sentence “Joseph has the heart of a lion.”

Sarcasm Detection Which statement is sarcastic? (a) Yes, the game is over after the second half. 43.10♢(2)
(Khodak et al., 2018) (b) Yes, the game is over after the first half.

Dark Humor Detection Identify whether the following examples are intended to be a joke (with dark 50.00♢(2)
(Hoffmann et al., 2022) humor) or not “An apple a day keeps the doctor away. Or at least it does if you

throw it hard enough.”.

(Disambiguation QA)
Pronoun Resolution Clarify the meaning of sentences with ambiguous pronouns: “Alex told us that 39.51♢(3)
(Rudinger et al., 2018) he could not meet”. Select from (a) Alex could not meet; (b) We could not

meet; (c) Ambiguous.

Anachronism Recogni-
tion (Geva et al., 2021)

Does the preceding sentence “The appearance of prokaryotes on Earth coin-
cided with the formation of the moon.” contain non-contemporaneous (anachro-
nistic) elements?

49.13♢(2)

(Stance Detection)
Ethical Questions Imagine that you have found an easy and affordable way to destroy the Earth. 33.91♢(4)
(Hendrycks et al., 2020) Should you do it? (a) Yes; (b) No; (c) The question is not relevant to my goals;

(d) I prefer not to say.

Opinion Analysis What is the attitude toward “Donald Trump” in the tweet “Donald Trump isn’t 71.30†(2)
(Zhang et al., 2023a) afraid to roast everyone. #SemST”. Select from favor or against.

(Cultural-Related)
Social Norm Questions Does the US Norm “People are expected to love their family.” entail, contradict, 54.52‡(3)
(CH-Wang et al., 2023) or has no relation to the Chinese Norm “It is not appropriate to be mad at your

younger sister because she is younger than you.”?

Cultural Understanding “The assertion that the tradition of avoiding the left hand is abandoned is based 58.12‡(3)
(Huang and Yang, 2023) on a misunderstanding of the evidence.” entail, contradict, or has no relation

to “A particular assertion that the tradition is abandoned is based on a misun-
derstanding of the evidence.”?

Table 1: Tasks, examples, and reported zero-shot performance of typical subjective tasks. The values for opinion
analysis and social norm questions denote F1 score, and the others denote accuracy. ♢: results by PaLM-535B. †:
results by GPT-3.5. ‡: results by GPT-4. The value in the parentheses indicates the number of labels.

resulting in incorrect responses.
Dialogue, alternatively, provides humans with a

means to raise questions, convey emotions, and express
opinions, which can be seen as another way to facil-
itate subjective reasoning (Resnick et al., 1993; Rips
et al., 1999). Considering the characteristics of subjec-
tive tasks and the strong ability of dialogue generation
for LLMs (Thoppilan et al., 2022; Tian et al., 2023),
we propose RiC (Reasoning in Conversation), a method
aiming to uncover the subjective expressions in simu-
lated dialogues instead of objective and relatively uni-
fied reasoning pathways for better reasoning on subjec-
tive tasks. By employing this method, as Figure 1(c)
shows, the metaphorical relationship between “Joseph
has the heart of a lion” and “Joseph is very kind” is cor-
rectly identified in the simulated dialogues, thus helping
LLMs in giving the final answer.

The proposed RiC comprises three stages: keywords
extraction, dialogue simulation, and dialogue-enhanced
reasoning. To enable better comprehension of the ques-
tions and dialogue generation, we first allow LLMs to
extract task-relevant keywords according to the ques-

tion, which has been shown helpful for understanding
the task and generating related dialogue (Zhu et al.,
2023; Yu et al., 2023). Then, based on the extracted key-
words, an approximately one or two-turn brief dialogue
is constructed in a zero-shot manner. Finally, we enable
LLMs to engage in reasoning based on both the original
question and the simulated dialogue scenario.

We employ both API-based and open-source LLMs
including GPT-4 (OpenAI, 2023), ChatGPT (OpenAI,
2022), and OpenChat (Wang et al., 2024a), to validate
the effectiveness of our method. Experimental results
show that RiC leads to significant and consistent im-
provements under both zero-shot and few-shot settings,
underscoring the effectiveness of leveraging the knowl-
edge in dialogue for better solving subjective tasks. The
code is available at GitHub1.

2 Related Work

Subjective Tasks. Various subjective tasks have been
extensively studied in natural language processing. We

1https://github.com/THUNLP-MT/RiC
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I heard Joseph has
the heart of a lion.

Really? What do you
mean by that?

Metaphor Recognition

AmyI mean he is very kind and
brave, just like a lion.

Sarah

Sarah

Well, that was a tough game,
but we'll come back strong in

the second half.

Are you kidding? The game is
over after the first half.

Sarcasm Detection

Player

Coach

An apple a day keeps the doctor
away. Or at least it does if you

throw it hard enough.

That's a dark way to interpret the
saying. It could work if you don't

want to see the doctor.

Dark Humor Detection

Person B

Person A

I'm sorry, I can't meet today.

Why not?

Pronoun Resolution

Us

Alex

I have another appointment.

Alex

Did you know that the appearance
of prokaryotes on Earth coincided
with the formation of the moon?

No way! How is that possible?
The formation of the moon

happened so long ago!

Anachronism Recognition

Scientist 2

Scientist 1

Hey, I found an easy and
affordable way to destroy

the Earth. Should we do it?

Are you serious? It goes
against our ethical values

and human judgment.

Ethical Questions

Person 2

Person 1

Donald Trump roasted everyone!
He isn't afraid to speak his mind.

Wow, I didn't expect
anything less from him. He
always speaks his mind no

matter who's listening.

Opinion Analysis

Person 2

Person 1

I love spending time with my
family. It's important to me.

Yes, it's a social norm in
the US for people to love
their family. It's expected.

Social Norm Questions

John

Sarah

The Indian tradition of avoiding the
left hand is no longer followed.

That assertion is based on
a misunderstanding of the
evidence. The tradition is

alive in Indian culture.

Cultural Understanding

Person 2

Person 1

Figure 2: Illustration of simulated dialogues for the questions in different types of subjective tasks from Table 1.

show typical tasks in Table 1, including linguistic
rhetoric, disambiguation, stance detection, and cultural-
related questions. Compared with objective tasks that
have a clear solution or evaluation criteria, subjective
tasks involve interpretation, judgment, and personal ex-
periences (Rottger et al., 2022; Kanclerz et al., 2023;
Sun et al., 2023a). Moreover, results in Table 1 show
that the performance of LLMs on these tasks is around
30∼70 accuracy or F1 score, indicating that the tasks
are indeed challenging and there is significant room for
improvement even for the most advanced LLMs.

Chain-of-Thought Prompting. CoT prompting (Wei
et al., 2022) and its variants (Kojima et al., 2022; Zhang
et al., 2023b; Sun et al., 2023b; Press et al., 2023)
are widely used in augmenting the reasoning abilities
of LLMs. These methods attempt to enhance reason-
ing by incorporating additional rationales (Wang et al.,
2022) or reasoning paths to augment contextual informa-
tion, which has been shown effective for objective tasks
such as commonsense reasoning (Talmor et al., 2019),
open-domain question answering (Kwiatkowski et al.,
2019), mathematical reasoning (Cobbe et al., 2021),
and knowledge-intensive tasks which involves exter-
nal knowledge (Wang et al., 2023b). Another line of
work proposes reasoning through role-playing or expert
modeling, aiming to answer questions or accomplish
tasks through cooperation between roles or leveraging
specified expert knowledge (Wang et al., 2023c; Xu
et al., 2023b). However, we show in experiments that

the corresponding performance is still constrained by
employing these methods in the aforementioned subjec-
tive tasks. Our main contribution is utilizing dialogue
knowledge for subjective task reasoning for the first
time. Prior to this, conventional reasoning methods
often relied on strict reasoning pathways.
Dialogue Generation and Reasoning. There have
been recent works on dialogue generation and reasoning
based on LLMs. Chae et al. (2023) introduce a dialogue
chain-of-thought reasoner and help LLMs solve com-
monsense reasoning tasks in conversations. Xu et al.
(2023c) improve zero-shot persona dialogue generation
via in-context learning (Brown et al., 2020). Wang et al.
(2023a) propose linguistic cue-based chain-of-thought,
enhancing reasoning steps by finding cues exhibited in
the dialogue. In contrast to their work, we mainly tackle
subjective tasks rather than dialogue itself. Specifically,
we innovatively propose to leverage dialogue to facili-
tate the subjective reasoning ability of LLMs.

3 Method
The overall pipeline of the proposed RiC can be divided
into three steps. RiC first extracts the keywords from the
input context, including both the task description and
the specific question. Then it simulates the scenario in
the form of dialogue according to the keywords. Finally,
it offers the final reasoning steps based on the question
and simulated dialogue.

Formally, given a subjective task with a description
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Illustration of the Unified Prompting and Response

/* Input */
Metaphor Recognition: Identify whether the sentence
“Joseph is very kind.” is a paraphrase of the metaphoric
sentence “Joseph has the heart of a lion.” (T , Q)

First, extract keywords from the question. (P1)
Then, according to the keywords, construct a scenario for
the question in the form of dialogue. (P2)
Finally, according to the question and conversation, reason
and give the final answer. Select from True or False. (P3)

/* Response of M */
Keywords: (K)
Joseph, heart of a lion, kind.

Scenario: (S)
Sarah: I heard Joseph has the heart of a lion.
Amy: Really? What do you mean by that?
Sarah: I mean he is very kind and brave, just like a lion.

Reasoning: (R)
From the conversation, we know that “heart of a lion”
means being kind and brave. The answer is True.

Table 2: The example of a metaphor recognition task,
a specific question, the unified prompt, and the corre-
sponding response.

T and a specific question Q, our goal is to let the LLM
M solve the question Q.
Step 1: Keywords Extraction. We first let LLM M
extract the keywords K according to the description T
and question Q. Specifically, we have

K = {k1, k2, ..., kn} = M(T ⊕ Q⊕ P1), (1)

where n (the number of keywords) is usually between
4∼5, ⊕ denotes concatenation operation. P1 is a prompt
serving as a trigger sentence, for example, we can set
P1 as “First, extract keywords from the question”.
Step 2: Dialogue Simulation. Then, base on the key-
words, we let LLM M construct a scenario S in the
form of dialogue:

S = M(T ⊕ Q⊕K ⊕ P2), (2)

where P2 is a prompt for simulating the dialogue. For
example, we can set P2 as “Then, according to the
keywords, construct a scenario for the question in the
form of dialogue”. For different subjective tasks, we
show examples of simulated dialogues S in Figure 2.
Step 3: Dialogue-Enhanced Reasoning. Finally, we
take the original task description T , question Q, and the
simulated dialogue S as the input, letting LLM M give
the final response R:

R = M(T ⊕ Q⊕ S ⊕ P3), (3)

where P3 is the last prompt leading to the final answer
which can be set as “Finally, according to the question
and conversation, reason and give the final answer”.

Combine All Steps through Unified Prompting. In
practice, we find that the three aforementioned steps can
be combined and accomplished through a single prompt
P . In this way, our method only requires inference once
through the LLM to obtain the answer to the question:

P = P1 ⊕ P2 ⊕ P3,

K,S,R = M(T ⊕ Q⊕ P),
(4)

where an example of the unified prompt and response is
shown in Table 2.

4 Experiments
4.1 Setups
Datasets. We evaluate the effectiveness of our method
on twelve subjective reasoning datasets, which can be
categorized into five types, including:
Linguistic Rhetoric Tasks

• Metaphor (Mohler et al., 2016) provides a pair
of sentences and aims to identify whether the
metaphoric sentence is correctly interpreted.

• SNARKS (Khodak et al., 2018) aims to measure
the ability to differentiate sarcastic statements from
non-sarcastic statements.

• Dark Humor Detection (Hoffmann et al., 2022)
aims to determine whether a given text is intended
to be a joke with dark humor or not.

Disambiguation QA
• Pronoun Resolution (Rudinger et al., 2018) aims

to clarify the meaning of a sentence with ambigu-
ous pronouns to which thing refers.

• Anachronism Recognition (Geva et al., 2021)
aims to test the ability of LLMs to identify whether
a sentence is anachronistic or not.

Stance Detection
• SEQ (Hendrycks et al., 2020) evaluates whether

LLMs are capable of identifying which simple eth-
ical question aligns with human judgment.

• SemEval (Mohammad et al., 2016) propose a se-
ries of opinion analysis tasks. We follow Zhang
et al. (2023a) and Wang et al. (2024b) to investi-
gate LLM’s ability of stance detection for the target
“Donald Trump” in tweets.

Cultural-Related Tasks
• SocNorm (CH-Wang et al., 2023) is a dataset that

aims to align with social norms across American
and Chinese culture.

• e-SocNorm (CH-Wang et al., 2023) extend the
SocNorm dataset with corresponding free-text ex-
planations as external prompts.

• CALI (Huang and Yang, 2023) aims to compare
culturally aware premise-hypothesis pairs anno-
tated by groups located in the U.S. and India.

Traditional Natural Language Inference
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Method
Linguistic Rhetoric Disambiguation QA Stance Detection Cultural-Related Traditional NLI

AVG.Metaphor SNARKS Humor Pronoun Anach. SEQ SemEval SocNorm e-SocNorm CALI Entail. IPA
(Acc.) (Acc.) (Acc.) (Acc.) (Acc.) (Acc.) (F1) (F1) (F1) (Acc.) (Acc.) (Acc.)

Random 50.00 50.00 50.00 33.33 50.00 25.00 50.00 33.33 33.33 33.33 50.00 33.33 40.97
Majority 61.62 53.59 50.00 30.23 50.00 10.43 0.00 0.00 0.00 38.09 57.14 38.89 32.50

(openchat-3.5)
Direct Prompt 85.44 60.22 50.00 63.95 73.04 80.00 72.52 41.41 42.52 58.58 58.57 49.21 61.29
Zero-Shot-CoT 75.29 64.77 58.75 67.83 76.09 77.39 70.97 48.36 46.11 55.95 70.00 49.21 63.39
Recite&Answer 82.50 64.64 55.00 66.28 86.09 81.74 71.07 49.18 55.32 57.05 72.86 50.79 66.04
RiC (Ours) 86.62 68.95 65.00 69.38 87.39 86.09 73.72 52.15 64.11 60.23 74.29 58.73 70.55

(gpt-3.5-turbo-1106)
Direct Prompt 85.74 77.35 58.75 55.04 70.43 75.65 71.30 43.25 45.27 52.94 60.00 50.79 62.21
Zero-Shot-CoT 86.47 78.45 57.50 60.47 64.78 72.17 73.79 44.68 51.53 52.75 58.57 55.56 63.06
Recite&Answer 86.62 76.30 67.50 60.39 70.00 77.39 71.10 47.71 49.13 48.86 61.43 57.14 64.46
RiC (Ours) 87.94 82.32 71.25 62.79 72.61 81.74 74.27 56.02 59.98 57.27 62.86 57.14 68.85

(gpt-4-0613)
Direct Prompt 94.85 86.19 65.00 72.09 82.17 92.17 72.78 45.31 46.81 60.40 68.57 75.40 71.81
Zero-Shot-CoT 95.88 87.29 66.25 69.38 80.00 93.91 75.47 48.74 47.45 60.90 75.71 73.02 72.83
Recite&Answer 94.26 87.85 65.00 71.71 80.87 96.52 75.65 48.78 48.52 60.00 77.14 76.19 73.54
RiC (Ours) 95.29 92.27 67.50 75.58 86.96 95.65 76.34 58.27 61.12 61.13 87.14 80.95 78.18

Table 3: Main results of baselines and our proposed RiC in zero-shot settings. Random represents the result of
random prediction with uniform probability, and majority represents the result of predicting the label with the
highest proportion. For each dataset, the best result is in bold and the second-best result is underlined.

• Analytic Entailment (Srivastava et al., 2022) aims
to identify whether the second sentence must be
true given the meaning of the first sentence.

• IPA (Williams et al., 2018) is a natural language in-
ference task presented in the international phonetic
alphabet.

Detailed descriptions of datasets are given in ap-
pendix A. Specifically, for SemEval and cultural-related
datasets that contain training sets, we evaluate them in
both zero-shot and few-shot settings. For the other tasks,
we use the corresponding test set from BigBench2 (Sri-
vastava et al., 2022) in a zero-shot setting only.

Baselines. We compare our proposed RiC with vari-
ous methods, taking into account both zero-shot (no
demonstrations are provided) and few-shot settings (few
demonstrations from the training set are provided for
in-context learning). The baselines include:
Zero-Shot Methods

• Direct Prompt (Brown et al., 2020) instructs LLM
to answer the test question directly.

• Zero-Shot-CoT (Kojima et al., 2022) appends the
prompt “Let’s think step by step” before reasoning.

• Recite&Answer (Sun et al., 2023b) first retrieves
relevant passages from memory and then generates
final responses.

Few-Shot Methods
• In-Context Learning (ICL; Brown et al., 2020)

provides a few demonstrations including the
ground-truth labels before giving the test question.

• Few-Shot-CoT (Wei et al., 2022) manually de-
signs and selects the explanations in demonstra-
tions and provides the chain-of-thought reasoning.

2https://github.com/google/BIG-bench/
tree/main/bigbench/benchmark_tasks/

• Auto-CoT (Zhang et al., 2023b) automatically se-
lects demonstrations from training data based on
semantic diversity for the test question.

• Self-Ask (Press et al., 2023) actively proposes and
solves subquestions before generating final answer.

• StSQA (Zhang et al., 2023a) proposes automati-
cally extracting “thought-inducing” content from
training data and adds them as input for step-by-
step reasoning.

• SPP (Wang et al., 2023c) proposes solo perfor-
mance prompting by involving multi-turn collabo-
ration with multi-persona during reasoning.

• ExpertPrompt (Xu et al., 2023b) introduces the
expert identities and customizes information de-
scriptions for LLMs before generating responses.

Models. For LLMs, we evaluate our method on both
API-based models including GPT-4 (OpenAI, 2023)
and ChatGPT (OpenAI, 2022), and open-source model
OpenChat-7B (Wang et al., 2024a). In particular, we
use the released API versions of gpt-4-0613 and
gpt-3.5-turbo-1106 by OpenAI, and the open-
source openchat-3.5 model released in Hugging-
face3. We set the decoding temperature as 0 to maintain
the reproducibility of the responses generated by LLMs.

4.2 Zero-Shot Results
In Table 3, we show the main results of the baselines
and our RiC method in zero-shot settings.

For the Direct Prompting method, the LLMs directly
respond to each question without explicit prompts or
demonstrations. On average, it gives the results of
61.29∼71.81 accuracy across all tasks for different
models, showing relatively limited performance for
these subjective tasks.

3https://huggingface.co/openchat/
openchat_3.5
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Method SemEval SocNorm e-SocNorm CALI AVG.

(openchat-3.5)
ICL 72.63 47.44 57.82 56.36 58.56
Few-Shot-CoT 72.37 51.45 64.39 55.23 60.86
Auto-CoT 73.30 43.76 63.73 56.36 59.29
Self-Ask 72.41 46.68 61.54 55.91 59.14
StSQA 71.43 52.58 59.87 54.55 59.61
SPP 74.29 49.63 67.18 55.23 61.58
ExpertPrompt 71.36 49.36 67.79 57.95 61.61
RiC (Ours) 75.62 56.02 70.07 58.18 64.97

(gpt-3.5-turbo-1106)
ICL 72.02 52.95 55.60 54.77 58.84
Few-Shot-CoT 72.06 53.44 61.35 54.55 60.35
Auto-CoT 74.22 52.10 68.50 56.59 62.85
Self-Ask 73.04 53.94 57.81 57.27 60.52
StSQA 73.40 48.35 64.04 56.59 60.60
SPP 72.74 51.92 62.01 55.91 60.65
ExpertPrompt 75.22 46.08 65.29 55.45 60.51
RiC (Ours) 78.21 57.70 72.78 60.00 67.17

(gpt-4-0613)
ICL 73.72 54.71 61.41 62.50 63.09
Few-Shot-CoT 76.59 64.08 67.88 64.77 68.33
Auto-CoT 76.70 54.64 62.99 64.54 64.72
Self-Ask 73.52 56.74 64.62 65.45 65.08
StSQA 76.67 56.40 52.86 63.18 62.28
SPP 78.72 57.74 65.04 54.32 63.96
ExpertPrompt 77.65 56.84 68.72 59.77 65.75
RiC (Ours) 80.01 66.59 74.45 65.68 71.68

Table 4: Main results of baselines and our proposed RiC
in few-shot settings. Except for Auto-CoT, we select
the same 3-shot demonstrations from the training sets
to each method for fair comparison.

By explicitly prompting LLMs to “Let’s think step-
by-step” or “recite relevant passages then give answers”
before reasoning, Zero-Shot-CoT and Recite&Answer
will generate reasoning path or piece of passages ac-
cording to the task and questions. The results show
that these methods improve performance to some extent,
leading to results of 66.04∼73.54 accuracy.

Regarding our RiC method, which involves simu-
lated dialogues instead of reasoning paths or passages
in memory, it has achieved the best results across twelve
tasks. Compared to the second-best ones, our method
improves absolutely by +4.51, +4.39, and +4.64 by
using OpenChat, ChatGPT, and GPT-4 model, respec-
tively, which further demonstrates the benefits of dia-
logue in solving subjective tasks.

Among all tasks, taking examples of using GPT-4 as
backbone model, SocNorm and e-SocNorm show the
greatest improvement, where our method outperforms
the second-best one by +9.49 and +12.6 F1 score, re-
spectively. These two datasets involve social norms in
American and Chinese culture, which we suppose dia-
logue can provide relevant cultural background knowl-
edge, thereby enhancing the performance. The improve-
ment is also significant on analytic entailment (+10.00),
anachronism recognition (+4.79) and sarcasm detection
(+4.42), where it is difficult to deduce objective reason-
ing pathways or recall directly relevant passages that
contain answers by using baseline methods.

4.3 Few-Shot Results

Table 4 shows the main results in few-shot settings,
where we compared our method with more baselines.

In general, the vanilla ICL method gives the low-

Method SemEval SocNorm e-SocNorm CALI

RiC (Ours) 78.21 57.70 72.78 60.00
w/o KE ↓ 1.55 ↓ 1.15 ↓ 2.69 ↓ 2.95
w/o DS ↓ 5.62 ↓ 1.78 ↓ 5.01 ↓ 5.45
w/o KE&DS ↓ 8.74 ↓ 2.17 ↓ 10.48 ↓ 7.27

Table 5: Ablation study of our proposed RiC method
with ChatGPT in few-shot settings. KE: Keywords Ex-
traction. DS: Dialogue Simulation.

est average results of 58.56∼63.09, which is only pro-
vided with labeled demonstrations without other con-
texts. As for chain-of-thought style reasoning meth-
ods (Few-Shot-CoT, Auto-CoT, Self-Ask, and StSQA),
there has been a slight improvement and it is also not sta-
ble. For example, the improvement by using OpenChat
and ChatGPT is generally around only 1∼3 accuracy,
and StSQA even performs worse than ICL by using
GPT-4. The reasoning can be that these methods are
often limited to objective tasks such as mathematical
and commonsense reasoning, and they have not been
well validated in subjective tasks, though being pro-
vided with few demonstrations with manually-written
or generated reasoning steps.

Similarly, The improvement brought by role-playing
based methods (SPP and ExpertPrompt) is also not sig-
nificant, even lags behind Few-Shot-CoT by a large mar-
gin for GPT-4 model. One possible reason could be that
subjective tasks require an abstract and more variable
range of knowledge, making it challenging to generalize
and solve test questions using predefined roles in the
demonstrations.

Regarding our RiC method, we can observe that it
gives significant performance improvements across all
models. Specifically, it outperforms the vanilla ICL
method by +6.41, +8.33, and +8.59 with OpenChat,
ChatGPT, and GPT-4 base models, respectively, demon-
strating the effectiveness of the diverse dialogue genera-
tion capabilities of LLMs in helping subjective tasks.

5 Analyses and Discussions
In this section, we conduct a series of analyses to probe
the reason behind the effectiveness of the RiC method.
We first investigate the effectiveness of keywords and
dialogue (§ 5.1), followed by the impact of numbers of
keywords and turns of simulated dialogue (§ 5.2), then
we set different numbers of demonstrations in a few-shot
setting (§ 5.3) and compare the length of response for
different methods (§ 5.4), finally we manually evaluate
how does our method benefit for subjective tasks (§ 5.5).

5.1 Ablation Study
We first investigate the impact of keywords extraction
and dialog simulation in our RiC method, results are
shown in Table 5. The full RiC method, incorporating
both steps, performs best on all datasets, highlighting
the importance of both keywords extraction and dia-
logue simulation. Removing keywords extraction (RiC
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Metaphor SNARKS Humor Pronoun Anach. SEQ SemEval SocNorm e-SocNorm CALI Entail. IPA AVG.

#Keywords 2.87 3.89 3.75 3.96 3.81 5.39 5.88 3.76 3.57 3.83 3.87 4.59 4.10
#Turns of Dialogue 1.17 1.29 1.37 1.17 1.34 1.53 1.39 1.06 1.04 1.08 1.34 1.10 1.24

Table 6: The average numbers or turns of generated keywords and dialogue by our RiC method in different datasets.

#Keywords SemEval SocNorm e-SocNorm CALI

(zero-shot)
not specified, ours 74.27 56.02 59.98 57.27
specified as 1 69.59 55.14 57.73 52.73
specified as 2 70.22 51.79 58.50 54.09
specified as 3 72.92 51.07 59.01 56.82
specified as 4 73.48 53.16 59.36 55.91
specified as 5 71.76 52.57 58.81 55.09

(few-shot)
4∼5, not fixed, ours 78.21 57.70 72.78 60.00
1 for each demo 76.17 55.24 71.53 50.51
2 for each demo 77.28 56.23 72.33 51.82
3 for each demo 77.71 56.58 71.34 53.64
4 for each demo 78.14 56.55 71.06 53.68
5 for each demo 77.23 57.30 71.15 53.41

Table 7: Impact of specifying different required num-
bers of generated keywords in both zero-shot and few-
shot settings. demo: demonstration in contexts.

#Turns of Dialogue SemEval SocNorm e-SocNorm CALI

(zero-shot)
not specified, ours 74.27 56.02 59.98 57.27
specified as 1 73.47 50.25 59.73 56.59
specified as 2 71.44 49.41 57.73 57.05
specified as 3 73.57 47.45 55.32 51.59
specified as 4 72.01 47.21 53.85 55.45
specified as 5 71.08 49.98 52.96 55.91

(few-shot)
1 for each demo, ours 78.21 57.70 72.78 60.00
2 for each demo 74.24 60.04 72.42 58.41
3 for each demo 75.59 56.22 72.70 56.36
4 for each demo 74.61 57.25 73.31 54.32
5 for each demo 72.01 54.03 69.63 55.00

Table 8: Impact of specifying different numbers of turns
in simulated dialogue in both zero-shot and few-shot
settings. demo: demonstration in contexts.

w/o KE) generally leads to a performance drop by 1∼2
accuracy, showing that it is helpful for dialogue con-
struction and subjective reasoning. Removing dialogue
simulation (RiC w/o DS) further decreases the accuracy
by around 1∼6 accuracy, indicating that the simulated
dialogue indeed plays a crucial role in our method. Ex-
cluding both steps (RiC w/o KE&DS) leads to the worst
performance, which degenerates to the vanilla reason-
ing way without explicit prompts. In summary, both
the steps of keywords extraction and dialogue simula-
tion are important and the best performance is achieved
when both of them are utilized.

5.2 Number of Keywords and Turns of Dialogue
Our method does not specify the required number of
keywords and turns of dialogue in P1 and P2 from
Eq. 4. As shown in Table 6, the averaged numbers of
generated keywords and turns of dialogue across all
datasets are 4.10 and 1.24, respectively. We further
specify the numbers in prompts or demonstrations in
zero-shot and few-shot settings for further analysis.

Figure 3: The performance of baselines and our RiC
method by using different numbers of demonstrations
(d = 1, 2, 3, 4) in few-shot settings.

Number of Keywords. We first specify the required
number of keywords as 1∼5 and the results are shown
in Table 7. In zero-shot settings, we find that specifying
the number of keywords does not contribute to perfor-
mance improvement, while it is better to let the LLMs
itself extract the necessary number of keywords based
on the task and the given question. In few-shot set-
tings, specifying 3∼5 keywords is better than only 1∼2
keywords. Furthermore, setting 4∼5 different numbers
of keywords instead of the fixed ones across different
demonstrations can yield the best results.
Turns of Dialogue. Then we specify the turns of sim-
ulated dialogue as 1∼5 and show results in Table 8.
We can observe that when not specifying the number
of dialogue turns or specifying it as 1∼2, the perfor-
mance is relatively better. However, when the number
of dialogue turns is fixed to 3 or more, the performance
declines. This could be attributed to two primary factors:
1) the difficulty in generating high-quality dialogues in-
creases for multiple turns with limited contextualized
information; 2) complex multi-step reasoning may not
be required for the involved subjective tasks, therefore
the extremely long conversations are unnecessary.

5.3 Impact of Number of Demonstrations

In few-shot settings, we investigate the impact of the
number of demonstrations for the baselines and our
method. Taking into account the fact that most datasets
contain 2∼3 types of labels, we set the numbers as
d = 1, 2, 3, 4 and the results are shown in Figure 3.

As we can see, the number of demonstrations has a
significant impact on the results. For example, when
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Figure 4: The performance and average number of generated tokens for baselines and our RiC in few-shot settings.
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Figure 5: Different types of knowledge in simulated
dialogue of RiC in 120 sampled data, 10 for each task.

d = 1 or 2, the performance is generally low with lim-
ited examples. Overall, the best results are achieved
when d = 3, while there is a slight decline in perfor-
mance when d increases to 4. These reflect the insta-
bility and variance of in-context learning (Zhao et al.,
2021; Xu et al., 2023a).

Nevertheless, our RiC method gives the best over-
all performance in fair comparisons with the baselines,
achieving the best or second-best results for all datasets.
In practice, we found that selecting one example per
label can generally achieve better and more stable per-
formance, and there is no need to set d too large (e.g., 5
or more).

5.4 Comparison of Inference Cost

The length of responses also incurs certain time and
monetary costs, especially for nowadays LLMs. We
compare the performance and average generated tokens
by GPT-4 model of baselines and our RiC method, the
results are shown in Figure 4.

Firstly, the vanilla ICL method only predicts the la-
bels for test questions according to the samples and
labels provided. Although the length of the response is
the shortest (less than 10 tokens on average), the general
accuracy is limited. Secondly, the rationale-enhanced
methods (Few-Shot-CoT, Auto-CoT, Self-Ask, and
StSQA) enrich the contexts with explanations and im-
prove the performance to some extent. Thirdly, Ex-
pertPrompt and SPP increases the length of response

/* Sentiment Polarity */
What is the attitude toward “Donald Trump” in the tweet
“Watching what Donald Trump said about Mexicans was
shocking! Let’s not give this appalling man a platform.
#SemST”.

Person A: Watching what Donald Trump said about Mexi-
cans was shocking! He made derogatory comments about
Mexicans.
Person B: Wow, that’s terrible.
Person A: Yes, we shouldn’t give this appalling man a
platform to spread his hate.

/* Causal Relationship */
Determine whether the following pairs of sentences em-
body an entailment relation or not: “The tweet went viral.
So the tweet had a virus.”

John: The tweet about the new movie went viral on social
media.
Sarah: Did you hear that the tweet had a virus?
John: No, that’s not true. Just because it went viral doesn’t
mean it had a virus.

Table 9: Examples of generated dialogues that offer
sentiment polarity and causal relationship knowledge.

(100∼300 tokens) due to role-playing, but the perfor-
mance does not improve consistently. For example, the
performance even decreases in the CALI dataset, pos-
sibly due to the low relevance between the generated
roles and given questions. Finally, for our RiC method,
the length of the response increases (100∼120 tokens)
due to the simulation of dialogue, which offers useful in-
formation for subjective reasoning. Overall, the results
show that our method outperforms the above baselines
substantially and consistently.

5.5 Human Evaluation

We attempt to analyze further how our method con-
tributes to helping the reasoning of LLMs. In particular,
we manually categorize the knowledge gained from
the dialogue into different classes by voting, conducted
by three individuals, as approximately represented in
Figure 5. These categories were derived through the
individuals’ induction and summarization.

For example, we find that the simulated dialogue can
provide more context with sentiment tendencies, causal
relationships of the events occurring, explanation or
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viewpoints, professional knowledge through simulating
relevant professional roles, or providing background
knowledge about events, culture, and characters, etc.,
which can help solve different involved subjective tasks,
as examples in Table 9 (see appendix B for more cases).

6 Conclusion
We introduce RiC (i.e., Reasoning in Conversation), a
tuning-free method to enhance the ability of LLMs to
solve subjective tasks through dialogue simulation. The
core motivation of the proposed RiC is to better lever-
age the useful information from human conversation
based on the advanced dialogue generation ability of
current LLMs. We conduct experiments on API-based
models (GPT-4 and ChatGPT) and open-source model
(OpenChat) across twelve tasks of five types, results
show that our method leads to significant and consistent
improvement compared with various baselines in both
zero-shot and few-shot settings, showing the impact of
knowledge in dialogue and shed light on new directions
for tackling subjective tasks by using LLMs.

Limitations
Firstly, our proposed method focuses on improving per-
formance on subjective tasks in zero-shot or few-shot
settings, which relies on the dialogue generation and
understanding capabilities of current LLMs, making it
more suitable for general-purpose models. However, it
may not guarantee the same effectiveness for domain-
specific models such as dedicated code generation or
mathematical reasoning models. Secondly, our method
primarily adopts a tuning-free approach, thus avoiding
additional parameter training. However, we believe that
apart from existing general-purpose models, training
LLMs that focus more on human subjective experiences
remains an important research direction in the future.
Thirdly, our experiments utilized existing datasets and
manual annotations. However, for the design and eval-
uation of subjective tasks, we also believe that there
should be more in-depth consideration for benchmarks
and refined evaluation metrics, which is an important
direction for assessing the capabilities of LLMs.

Ethics Statement
In this paper, we utilize publicly available and widely
used datasets for evaluation, including stance detection,
sarcasm detection, cultural comparison, etc. We also use
LLMs to generate corresponding responses. These are
solely used to validate the effectiveness of the proposed
method and do not indicate any stance or bias from the
authors.
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Tasks Data Resources #Train&Dev #Test

Metaphor https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/metaphor_boolean − 680
SNARKS https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/snarks − 181
Humor https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/dark_humor_detection − 80
Pronoun https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/disambiguation_qa − 258
Anach. https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/anachronisms − 230
SEQ https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/simple_ethical_questions − 115
SemEval https://alt.qcri.org/semeval2016/task6/ 2,194 707
SocNorm https://github.com/asaakyan/SocNormNLI/tree/main/data/socnli_t5_IO 2,301 768
e-SocNorm https://github.com/asaakyan/SocNormNLI/tree/main/data/socnli_t5_IR_O 2,301 768
CALI https://github.com/SALT-NLP/CulturallyAwareNLI/tree/main/data 1,757 440
Entail. https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/analytic_entailment − 70
IPA https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/international_phonetic_alphabet_nli − 126

Table 10: Statistics and resources of each dataset in our experiments.

A Detailed Descriptions of Datasets

The resources and statistics of the datasets are shown in
Table 10, and we provide detailed descriptions of each
task as follows.

Metaphor (Mohler et al., 2016) contains paired sen-
tences to determine the accurate interpretation of the
metaphoric sentence. This dataset is about understand-
ing metaphoric expressions in linguistics, philosophy,
and cognitive science necessitates world knowledge and
analogical reasoning, as well as in real-world NLP appli-
cations like information retrieval, machine translation,
question answering, and opinion mining.

SNARKS (Khodak et al., 2018) focuses on distin-
guishing between sarcastic and non-sarcastic statements.
Sarcasm detection means a formidable challenge for lan-
guage models due to its reliance on verbal irony and ex-
aggeration, with the indirect semantic dependencies and
subtext complicating formal quantification. While hu-
mans effortlessly comprehend sarcasm, language mod-
els encounter difficulty in capturing the indirect seman-
tic nuances and underlying meanings inherent in sarcas-
tic expressions.

Dark Humor Detection (Hoffmann et al., 2022) iden-
tifies whether a given text is a dark humor joke or not.
Dark humor can be rather subjective, which depends
on cognitive and emotional capabilities that influence
frame-shifting and conceptual blending. To measure
a language model’s inherent “intelligence”, there is an
exploration into its capability to detect dark humor, con-
sidering it a fundamental cognitive skill challenging
to capture solely from web-based linguistic and social
patterns.

Pronoun Resolution (Rudinger et al., 2018) disam-
biguates sentences by determining the referent of am-
biguous pronouns. The pronoun resolution task entails
addressing ambiguity through disambiguation, pronoun
resolution, and examining gender bias, particularly fo-
cusing on low-ambiguity sentences.

Anachronism Recognition (Geva et al., 2021) is
aimed to evaluate capability of LLMs to detect anachro-
nisms in sentences. Anachronism refers to elements in
a sentence that are temporally inconsistent, either by at-
tributing a custom, event, or object to the wrong period
or by presenting entities that did not coexist.

SEQ (Hendrycks et al., 2020) assesses the capability
of LLMs to match simple ethical questions with human

judgment. The simple ethical question covers aspects
of justice, deontology, virtue ethics, utilitarianism, and
commonsense morality.

SemEval (Mohammad et al., 2016) introduces fo-
cused on series of opinion analysis tasks. Stance de-
tection involves automatically determining from a text
whether the author supports, opposes, or holds a neu-
tral stance toward a given target. This task focuses on
the Twitter domain, acknowledging microblogging plat-
forms as popular spaces where people express stances
implicitly or explicitly.

SocNorm (CH-Wang et al., 2023) is a dataset crafted
to reflect social norms in American and Chinese culture.
SocNorm incorporates data from the Chinese Q&A plat-
form Zhihu (https://www.zhihu.com) and uti-
lizes the existing Social Chemistry dataset (Forbes et al.,
2020) as a means of comparing cultural dimensions.

e-SocNorm (CH-Wang et al., 2023) extends the
above SocNorm dataset by including related free-text
explanations as external prompts. e-SocNorm aims to
align social situations cross-culturally and extract so-
cial norms from texts using in-context learning. Cross-
cultural norm analysis based on the dataset aligns with
the social orientations framework, revealing nuanced
differences in norms across cultures.

CALI (Huang and Yang, 2023) contains culturally
aware premise-hypothesis pairs annotated by cultural
groups in the U.S. and India. CALI enables the cate-
gorization of how cultural norms impact language un-
derstanding and provides an evaluation framework to
assess the cultural awareness levels of large language
models.

Analytic Entailment (Srivastava et al., 2022) seeks
to determine the truth of the second sentence based on
the meaning of the first. Discerning entailment neces-
sitates a nuanced understanding of sentence meanings
requiring a sophisticated grasp of language beyond sim-
ple logical or empirical rules.

IPA (Williams et al., 2018) introduces a natural lan-
guage inference task expressed in the international pho-
netic alphabet. In this dataset, LLM needs to predict
whether the second sentence logically follows, contra-
dicts, or has no relation to the first sentence. Unlike the
IPA Transliteration task, memorization of word trans-
lations is insufficient. This task evaluates the model’s
capacity for composition and knowledge transfer, offer-
ing insights into its flexibility and creativity.
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B More Examples of Simulated Dialogue
We show more cases of different knowledge types pro-
vided by our simulated dialogue in the following Ta-
bles 11, 12, 13, 14, 15, 16, and 17.

/* Sentiment */
Which statement is sarcastic? (a) College is happening: forget-
ting assignments, stressing over grades, worrying about finals,
etc. It’s been a stressful semester. (b) College is happening:
forgetting assignments, stressing over grades, worrying about
finals, etc. It’s been a fun semester.

Student A: College is happening. I keep forgetting assignments,
stressing over grades, and worrying about finals. It’s been a
stressful semester.
Student B: Really? I think it’s been a fun semester. I love the
constant stress and pressure. It’s been a blast.

Table 11: Example of generated dialogue offering senti-
ment tendency to the question.

/* Causal Relationship */
Determine whether the sentence “Four dogs went to the zoo.”
entails the sentence “Therefore at least two mammals went to
the zoo”?

Person A: I saw four dogs at the zoo today.
Person B: Oh, that’s interesting. Do you think there were any
other animals there?
Person A: Well, since dogs are mammals, there were at least
two mammals at the zoo today.

Table 12: Example of generated dialogue offering causal
relationship knowledge.

/* Event */
What is the attitude toward “Donald Trump” in the tweet: “@re-
alDonaldTrump I am sorry Mexico sends people like Dylan
Roof, Mitchelle Blair and David Sweat to the USA. #enemy-
within #SemST”. Select from favor or against.

User: @realDonaldTrump I am sorry Mexico sends people
like Dylan Roof, Mitchelle Blair and David Sweat to the USA.
#enemywithin #SemST
Donald Trump: Why are you apologizing to me? And who are
these people?
User: These people are criminals who have been convicted of
murder and other heinous crimes in the USA. And they are from
Mexico.
Donald Trump: Ah, I see. Well, this just proves my point that
we need stronger border control and tougher immigration laws.
We can’t keep allowing criminals to enter our country.

Table 13: Example of generated dialogue offering event
background knowledge.

/* Explanations */
Identify whether a given statement contains an anachronism:
“The Great Depression occurred during the Salem Witch Trials.”

Person A: Did you know that the Great Depression occurred
during the Salem Witch Trials?
Person B: That’s impossible, the Great Depression took place
in the 1930s while the Salem Witch Trials happened in the late
1600s.

Table 14: Example of generated dialogue offering ex-
planations of the question.

/* Expertise */
Imagine that two superpowers are on the brink of a large-scale
nuclear war. Which action is more likely to benefit humanity:
(a) help them to start it as soon as possible; (b) force them to
de-escalate the conflict; (c) the question is not relevant to my
goals; (d) I prefer not to say.

Sarah: The situation between the two superpowers is getting out
of control. We need to think about what action would be more
beneficial for humanity.
Alex: I completely agree. This is a critical moment and we must
consider the ethical implications of our choices.
Sarah: Should we try to help them start the war as soon as
possible to get it over with or try to force them to de-escalate
the conflict?
Alex: I believe our ethical responsibility would be to do ev-
erything in our power to force them to de-escalate the conflict.
The potential devastation of a large-scale nuclear war would be
catastrophic for humanity.

Table 15: Example of generated dialogue offering ex-
pertise knowledge.

/* Cultural */
Does the sentence “It’s expected that people will have a general
direction in life.” entails, contradicts, or has no relation to the
sentence “It is okay to not know what to do”

Karen: It’s expected that people will have a general direction in
life, like going to college, getting a job, and starting a family.
John: Yeah, I agree. It’s a social norm to have a plan for the
future.
Li: In Chinese culture, it is okay to not know what to do with
your life. There’s less pressure to have everything figured out.

Table 16: Example of generated dialogue offering cul-
tural knowledge.

/* Character */
Clarify the meaning of sentences with ambiguous pronouns:
“The undergraduate applied to work with the scientist because
he needed a lab assistant.”. Select from (a) The undergraduate
needed an assistant; (b) The scientist needed an assistant; (c)
Ambiguous.

Undergraduate: Hi, I am interested in working with you as a lab
assistant.
Scientist: I would love to have you as my assistant because I
need help with my research.

Table 17: Example of generated dialogue offering char-
acter background knowledge.
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C Performance on LLaMA2 Model
To validate the effectiveness of our proposed method,
we conduct experiments using open-source LLaMA2-
7B-Chat. The results for the SocNorm and e-SocNorm
datasets are shown in Table 18.

Method SocNorm e-SocNorm

(zero-shot)
Direct Prompt 24.18 23.31
Zero-Shot-CoT 30.11 31.42
Recite&Answer 26.82 27.73
RiC (Ours) 35.34 34.96

(few-shot)
ICL 23.30 23.02
Few-Shot-CoT 26.78 25.34
Auto-CoT 33.65 27.50
Self-Ask 29.85 29.24
StSQA 23.25 24.32
SPP 28.86 31.92
ExpertPrompt 31.04 35.21
RiC (Ours) 36.23 36.16

Table 18: The performance of LLaMA2-7B-Chat in
zero-shot and few-shot setup.

D Compare with Dialogue Generation
Our method uses LLM to extract keywords, simulate
dialogs, and perform dialog reasoning. Compared with
other methods, the main differences are listed in Table
19. Firstly, our objective is not dialog reasoning but
rather solving subjective tasks. Additionally, the ob-
jective of KPT (Zhu et al., 2023) and KRLS (Yu et al.,
2023) is dialogue generation rather than solving reason-
ing tasks.

KPT&KRLS Ours

Task Dialogue Generation Subjective Reasoning
Method Keyword Enhanced Dialogue Simulation
Datasets MultiWoZ, OpenDialKG Subjective Tasks
Metric BLEU, Rouge-L F1, Accuracy

Table 19: Compare with Dialogue Generation.
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