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Preface

We are glad to pen the first few words for the proceedings of SIGDIAL 2023, the 24rd Annual Meeting of
the Special Interest Group on Discourse and Dialogue. The SIGDIAL conference is a premier publication
venue for research in discourse and dialogue. This year the conference is organized together with
the conference on International Natural Language Generation (INLG). The format is hybrid with most
participants and presenters in-person. Zoom was used for remote presentations and Discord was used as
a communication platform for both remote and local participants.

The joint SIGDIAL-INLG 2023 took place on September 11-15, 2023 in Prague, Czech Republic
at OREA Hotel Pyramida. The joint conference was collocated with five full-day and one half-day
workshops and one satellite event on September 11-12:

• Taming Large Language Models: Controllability in the era of Interactive Assistants

• Workshop on Multimodal, Multilingual Natural Language Generation and Multilingual WebNLG
Challenge

• The 1st Workshop on Counter Speech for Online Abuse

• The Eleventh Dialog System Technology Challenge

• PracticalD2T: 1st Workshop on Practical LLM-assisted Data-to-Text Generation

• Connecting multiple disciplines to AI techniques in interaction-centric autism research and
diagnosis (half-day workshop)

• The 2023 Young Researchers’ Roundtable on Spoken Dialog Systems (YRRSDS 2023) was held
as a satellite event

We thank the organizers of the workshops. We are grateful for their coordination with the main
conference.

SIGDIAL received 136 submissions this year, comprising 87 long papers, 42 short papers, and 7 demo
descriptions. We have aimed to develop a broad, varied program spanning the many positively-rated
papers identified by the review process. We therefore accepted 61 papers in total: 41 long papers (47%),
16 short papers (38%), and 4 demo descriptions, for an overall acceptance rate of 45.5%. In addition, we
considered 7 articles from Dialogue and Discourse journal and selected 3 for poster presentations.

SIGDIAL-INLG 2023 jointly featured 4 keynotes (one of them presented remotely), a panel discussion,
and a joint virtual poster/demo session. The SIGDIAL 2023 program featured 5 oral sessions with 24
talks. The presented topics included Analysis of discourse and dialogue, LLM for dialogue, Dialogue
modeling and evaluation, Language understanding and multimodality, and Topics in open-domain
dialogue (arguments, opinions, empathy).

7 of the talks were presented virtually and were evenly distributed among the oral sessions. The format
of the talks was a 15 minute presentation with 5 minutes for Q&A. The conference had two in-person
poster-demo sessions featuring a total of 27 poster and 2 demo presentations. A virtual joint SIGDIAL-
INLG poster/demo session was held on Discord during the conference and featured 8 posters and 2
demos from SIGDIAL submissions.

In organizing this hybrid in-person/ remote conference, we have tried to maintain as much of the spirit
of a fully in-person conference as possible, allowing opportunities for questions and discussion both
from in-person and remote audiences. Online participants were able to ask questions using the Discord
platform which also featured a channel for online discussions.
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We had 131 reviewers and 13 Senior Program Committee (SPC) members, who were each responsible for
9-11 papers, leading the discussion process and also contributing with meta-reviews. Each submission
was assigned to an SPC member and received at least three reviews. Decisions carefully considered
the original reviews, meta-reviews, and discussions among reviewers facilitated by the SPCs. We are
immensely grateful to the members of the Program Committee and Senior Program Committee for their
efforts in providing excellent, thoughtful reviews of the large number of submissions. Their contributions
have been essential to selecting the accepted papers and providing a high-quality technical program for
the conference.

A conference of this scale requires the energy, guidance, and contributions of many parties, and we would
like to take this opportunity to thank and acknowledge them all. We thank our four keynote speakers,
Emmanuel Dupoux (Ecole des Hautes Etudes en Sciences Sociales), Ryan Lowe (OpenAI), Barbara Di
Eugenio (University of Illinois Chicago), and Elena Simperl (King’s College London) for their inspiring
talks on "Textless NLP: towards language processing from raw audio", "Aligning ChatGPT: past, present,
and future", "Engaging the Patient in Healthcare: Summarization and Interaction", and "Knowledge
graph use cases in natural language generation", respectively.

Ryan Lowe’s talk was followed by a panel discussion on ‘Social Impact of LLMs’. We thank the panel
chair David Traum and the Panelists: Malihe Alikhani, Maria Keet, Ryan Lowe, and Ehud Reiter for
engaging discussion on this important topic.

SIGDIAL 2023 was made possible by the dedication and hard work of our community, and we are
indebted to many. The hybrid nature (in-person and remote), the collocation with the INLG and
seven workshops put additional burden on the organization process. The conference would not have
been possible without the advice and support of the SIGDIAL board, particularly Gabriel Skantze and
Milica Gasic as well as Emiel van Miltenburg and Dave Howcroft who helped coordination between the
collocated events.

The tireless work by the local organizing team led by Ondřej Dušek who was involved in countless
discussions prior and during the conference coordinating SIGDIAL, INLG, and collocated workshops.
We thank the local team who ensured that the conference ran very smoothly, and was enjoyed greatly by
all participants. Without that team, there would not have been a conference.

Special thanks go to Zdenek Kasner and Ondrej Platek for their tireless efforts in managing the website
with timely updates, and to the team handling various online aspects of participation: Ondrej Platek,
Patricia Schmidtova, Dave Howcroft. We would like to thank Patricia Schmidtova, Mateusz Lango and
Simone Balloccu for further help with conference preparation. We are grateful to Souro Mukherjee, Kirill
Semenov, Nalin Kumar, and Peter Polák, as well as Zdenek Kasner, Ondrej Platek, Patricia Schmidtova,
Simone Balloccu, and Mateusz Lango again, for support with the registration, A/V and all other local
organizing tasks. Many thanks also go to Jan Hajič for his support, and especially to Anna Kotěšovcová
for making all the local arrangements possible. We would also like to thank the sponsorship chair
Ramesh Manuvinakurike, who brought to the conference an impressive panel of conference sponsors.
We gratefully acknowledge the support of our sponsors: LivePerson (Platinum), LuxAI (Platinum),
Apple (Gold), Furhat Robotics (Silver), AX Semantics (Bronze), and Bloomberg (Bronze). In addition,
we thank Malihe Alikhani, the publication chair, and Casey Kennington, the mentoring chair for their
dedicated service.

Finally, it was our great pleasure to welcome you physically and remotely to the conference. We hope
that we have provided an enriching and productive experience at the joint SIGDIAL-INLG 2023.

Svetlana Stoyanchev, Shafiq Joty, Program Co-Chairs
David Schlangen, General Chair
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Vojtěch Hudeček and Ondrej Dusek . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216

Multi-party Goal Tracking with LLMs: Comparing Pre-training, Fine-tuning, and Prompt Engineering
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Keynote Abstracts

Keynote 1: Engaging the Patient in Healthcare: Summarization and Interaction
Barbara Di Eugenio
University of Illinois, Chicago

Abstract: Effective and compassionate communication with patients is becoming central to healthcare.
I will discuss the results of and lessons learned from three ongoing projects in this space. The first,
MyPHA, aims to provide patients with a clear and understandable summary of their hospital stay, which
is informed by doctors’ and nurses’ perspectives, and by the strengths and concerns of the patients
themselves. The second, SMART-SMS, models health coaching interactions via text exchanges that
encourage patients to adopt specific and realistic physical activity goals. The third, HFChat, envisions an
always-on-call conversational assistant for heart failure patients, that they can ask for information about
lifestyle issues such as food and exercise. All our work is characterized by: large interdisciplinary groups
of investigators who bring different perspectives to the research; grounding computational models in
ecologically valid data, which is small by its own nature; the need for culturally valid interventions, since
our UI Health system predominantly serves underprivileged, minority populations; and the challenges
that arise when dealing with the healthcare enterprise.

Bio: Barbara Di Eugenio is a Professor and Director of Graduate Studies in the Computer Science depart-
ment at the University of Illinois Chicago. There she leads the NLP laboratory (http://nlp.cs.uic.edu/).
She obtained her PhD in Computer Science from the University of Pennsylvania (1993). Her research
has always focused on the pragmatics and computational modeling of discourse and dialogue, grounded
in authentic data collection on the one hand, and in user studies on the other. The applications of her
work run the gamut from educational technology to human-robot interaction, from data visualization to
health care. Dr. Di Eugenio is an NSF CAREER awardee (2002); a UIC University Scholar (2018-
2020); and a Zenith Award recipient from AWIS, the Association for Women in Science (2022). She has
been the editor-in-chief for the Journal of Discourse and Dialogue since 2019. She is very proud to have
graduated 15 PhD and 32 Master’s students.
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Keynote 2: Textless NLP: towards language processing from raw audio
Emmanuel Dupoux
Ecole des Hautes Etudes en Sciences Sociales (EHESS)

Abstract: The oral (or gestural) modality is the most natural channel for human language interactions.
Yet, language technology (Natural Language Processing, NLP) is primarily based on the written modal-
ity, and requires massive amounts of textual resources for the training of useful language models. As
a result, even fundamentally speech-first applications like speech-to-speech translation or spoken assis-
tants like Alexa, or Siri, are constructed in a Frankenstein way, with text as an intermediate representation
between the signal and language models. Besides this being inefficient, This has two unfortunate conse-
quences: first, only a small fraction of the world’s languages that have massive textual repositories can
be addressed by current technology. Second, even for text-rich languages, the oral form mismatches the
written form at a variety of levels, including vocabulary and expressions. The oral medium also con-
tains typically unwritten linguistic features like rhythm and intonation (prosody) and rich paralinguistic
information (non verbal vocalizations like laughter, cries, clicks, etc, nuances carried through changes
in voice qualities) which are therefore inaccessible to language models. But is this a necessity? Could
we build language applications directly from the audio stream without using any text? In this talk, we
review recent breakthroughs in representation learning and self-supervised techniques which have made
it possible to learn latent linguistic units directly from audio which unlock the learning of generative
language models without the use of any text. We show that these models can capture heretofore un-
addressed nuances of the oral language including in a dialogue context, opening up the possibility of
speech-to-speech textless NLP applications. We outline existing technical challenges to achieve this
goal, including challenges to build expressive oral language datasets at scale.

Bio: E. Dupoux is professor at the Ecole des Hautes Etudes en Sciences Sociales (EHESS) and Re-
search Scientist at Meta AI Labs. He directs the Cognitive Machine Learning team at the Ecole Normale
Supérieure (ENS) in Paris and INRIA. His education includes a PhD in Cognitive Science (EHESS), a
MA in Computer Science (Orsay University) and a BA in Applied Mathematics (Pierre & Marie Curie
University). His research mixes developmental science, cognitive neuroscience, and machine learning,
with a focus on the reverse engineering of infant language and cognitive development using unsuper-
vised or weakly supervised learning. He is the recipient of an Advanced ERC grant, co-organizer of the
Zero Ressource Speech Challenge series (2015–2021), the Intuitive Physics Benchmark (2019) and led
in 2017 a Jelinek Summer Workshop at CMU on multimodal speech learning. He is a CIFAR LMB and
a ELLIS Fellow. He has authored 150 articles in peer reviewed outlets in cognitive science and language
technology.
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Keynote 3: Knowledge graph use cases in natural language generation
Elena Simperl
King’s College London

Abstract: Natural language generation (NLG) makes knowledge graphs (KGs) more accessible. I will
present two applications of NLG in this space: in the first one, verbalisations of KG triples feed into
downstream KG applications, allowing users with diverse levels of digital literacy to share their knowl-
edge, and contribute to the KG. In the second one, having text representations of KG triples helps us
verify the content of a KG against external sources towards more trustworthy KGs. I will present human-
in-the-loop solutions to these applications that leverage a range of machine learning techniques to scale
to the large, multilingual knowledge graphs modern applications use.

Bio: Elena Simperl is a Professor of Computer Science and Deputy Head of Department for Enterprise
and Engagement in the Department of Informatics at King’s College London. She is also the Director
of Research for the Open Data Institute (ODI) and a Fellow of the British Computer Society and the
Royal Society of Arts. Elena features in the top 100 most influential scholars in knowledge engineering
of the last decade. She obtained her doctoral degree in Computer Science from the Free University of
Berlin, and her diploma in Computer Science from the Technical University of Munich. Prior to joining
King’s in 2020, she was a Turing Fellow, and held positions in Germany, Austria and at the University
of Southampton. Her research is at intersection between AI and social computing, helping designers
understand how to build smart sociotechnical systems that combine data and algorithms with human and
social capabilities. Elena led 14 European and national research projects, including recently QROWD,
ODINE, Data Pitch, Data Stories, and ACTION. She is currently the scientific and technical director
of MediaFutures, a Horizon 2020 programme that is using arts-inspired methods to design participatory
AI systems that tackle misinformation and disinformation online. Elena’s interest in leading initiatives
within the scientific community has also taken form through chairing several conferences in her field,
including the European and International Semantic Web Conference series, the European Data Forum,
and the European Semantic Technologies conference. She is the president of the Semantic Web Science
Association.
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Keynote 4: Aligning ChatGPT: past, present, and future
Ryan Lowe
OpenAI

Abstract: In this talk I will present different perspectives on the alignment of chatbots like ChatGPT.
I’ll review reinforcement learning from human feedback (RLHF), the core training technique behind
InstructGPT and ChatGPT, including a brief history of how it was developed. I’ll discuss some of the
pitfalls of RLHF, and what is being done today to address them. I’ll then speculate on some of the
alignment challenges I expect we’ll face with this new generation of powerful personal assistants, how
they could reshape society, and some things we’ll need to do to make sure these changes are good for
humans.

Bio: Ryan is a researcher at OpenAI on the Alignment team. His most recent work involved proving out
RLHF on language models, starting with summarization, then moving to InstructGPT and most recently
ChatGPT and GPT-4. Previously, he worked on multi-agent RL, emergent communication, and dialogue
systems at McGill University.
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Sources of Noise in Dialogue and How to Deal with Them

Derek Chen
Columbia University, NY
dc3761@columbia.edu

Zhou Yu
Columbia University, NY
zy2461@columbia.edu

Abstract
Training dialogue systems often entails dealing
with noisy training examples and unexpected
user inputs. Despite their prevalence, there
currently lacks an accurate survey of dialogue
noise, nor is there a clear sense of the impact
of each noise type on task performance. This
paper addresses this gap by first constructing
a taxonomy of noise encountered by dialogue
systems. In addition, we run a series of exper-
iments to show how different models behave
when subjected to varying levels of noise and
types of noise. Our results reveal that mod-
els are quite robust to label errors commonly
tackled by existing denoising algorithms, but
that performance suffers from dialogue-specific
noise. Driven by these observations, we design
a data cleaning algorithm specialized for con-
versational settings and apply it as a proof-of-
concept for targeted dialogue denoising.

1 Introduction

Quality labeled data is a necessity for properly
training deep neural networks. More data often
leads to better performance, and dialogue tasks are
no exception (Qian and Yu, 2019). However, in the
quest for more data, practitioners increasingly rely
on crowdsourcing or forms of weak supervision to
meet scaling requirements. Even when acting in
good faith, crowdworkers are not trained experts
which understandably leads to mistakes. This ul-
timately results in noisy training inputs for our
conversational agents. Moreover, when dialogue
systems are deployed into the real world, they must
also deal with noisy user inputs. For example, a
user might make an ambiguous request or men-
tion an unknown entity. All these sources of noise
eventually take their toll on model performance.

Before building noise-robust dialogue systems
or denoising dialogue datasets, it would be help-
ful to know what types of noise exist in the first
place. Then our efforts can be spent more wisely
tackling the sources of noise that actually make a

I’m looking for a Chinese restaurant 
on the south side of town.

Book me a table for 7 on Thursday at 17:30 
and send me a reference number. Thank you.

There are 2 expensive and 1 cheap restaurant matching 
your criteria. Which price range do you prefer?

(food=chinese, area=south)

Would you like to book cheap or expensive?

I don't care what price range it is in. I will need
a reference number please for the reservation.

Yes please. Let's try the other one you 
mentioned.

(food=chinese, area=south)
<people=7, time=17:30, day=thursday>

(food=chinese, area=south, people=7, time=19:30, 
day=thursday) <pricerange=dontcare>

(food=chinese, area=south, people=7, time=17:30, 
day=thursday, pricerange=dontcare)

Correct!

Under label

Partial and 
Under label

Correct!

Let's decide on the lucky star. However,
that appears to already be booked. Do

you want to try one of the others instead?

Figure 1: An example of label errors within MultiWoz
2.0 which contains partially filled and missing labels.
We categorize this as two types of instance-level noise.

difference. Prior works have looked into counter-
acting noisy user interactions (Peng et al., 2021;
Liu et al., 2021), but did not study the impact of
noisy training data. Moreover, they lack analysis
on how noise influences performance across dif-
ferent model types or conversational styles. Other
works claim that dialogue agents can be easily bi-
ased by offensive language found in noisy training
data (Ung et al., 2022; Dinan et al., 2020). Given
such a danger, we wonder “How much toxic data
actually exists in annotated dialogue data?”

To investigate these concerns, we survey a wide
range of popular dialogue datasets and outline the
different types of naturally occurring noise. Build-
ing on this exercise, we also study the patterns of
annotation errors to determine the prevalence of
each noise type and identify the most likely causes
of noise. Next, we run transformer models through
the gamut to find out how well they handle the dif-
ferent types of noise documented in the previous
step. In total, we test 3 model types on 7 categories

1



Num. Collection Open Goal Synchronous KB/
Dataset Abbr. Dialogs Methodology Domain Oriented Chat Document
Action-Based Conversations Dataset ABCD 10,042 Expert Live Chat X X X
DailyDialog DD 13,118 Post-conv Annotation X
Empathetic Dialogues ED 24,850 Live Chat X X
Google Simulated Conversations GSIM 3,008 Machine to Machine X
Key-Value Retrieval for In-Car KVRET 3,031 Wizard of Oz X X
Machine Interaction Dialog Act Schema MIDAS 468 Live Chat X X
MultiWoz 2.3 MWOZ 10,419 Wizard of Oz X
Schema Guided Dialogue SGD 42,706 Post-conv Annotation X
TicketTalk (TaskMaster 3) TT 23,789 Dialogue Self-Play X
Wizard of Wikipedia WOW 22,311 Wizard of Oz X X X

Table 1: Breakdown of ten dialogue datasets used in constructing the noise taxonomy. The datasets were chosen to
span a wide variety of annotation schemes, task specifications and conversation lengths. KB/Document refers to a
dataset containing an external knowledge base or document to ground the conversation. (See Appendix A)

of noise across 10 diverse datasets spanning 5 di-
alogue tasks. We discover that most models are
quite robust to the label errors commonly targeted
by denoising algorithms (Natarajan et al., 2013;
Reed et al., 2015), but perform poorly when sub-
jected to dialogue-specific noise. Finally, to verify
we have indeed identified meaningful noise types,
we apply our findings to denoise a dataset contain-
ing real dialogue noise. As a result, we are able
to raise joint goal accuracy on MultiWOZ 2.0 by
42.5% in relative improvement.

In total, our contributions are as follows: (a)
Construct a realistic taxonomy of dialogue noise to
guide future data collection efforts. (b) Measure the
impact of noise on multiple tasks and neural models
to aid the development of denoising algorithms. (c)
Establish a strong baseline for dealing with noise
by resolving dialogue specific concerns, and verify
its effectiveness in practice.

2 Dialogue Datasets

A data-driven taxonomy of dialogue noise was de-
signed by manually reviewing thousands of con-
versations across ten diverse datasets and their
accompanying annotations. The datasets were
chosen from non-overlapping domains to exhaus-
tively represent all commonly considered dia-
logue tasks. At a high level, they are divided
into six task-oriented dialogue datasets and four
open domain chit-chat datasets. The task-oriented
datasets are comprised of MultiWoz 2.0 (MWOZ)
(Budzianowski et al., 2018), TicketTalk (TT)
(Byrne et al., 2019), Schema Guided Dialogue
(SGD) (Rastogi et al., 2020), Action Based Con-
versations Dataset (ABCD) (Chen et al., 2021),
Google Simulated Conversations (GSIM) (Shah
et al., 2018), and Key-Value Retrieval for In-car As-

sistant (KVRET) (Eric et al., 2017). The open do-
main datasets include DailyDialog (DD) (Li et al.,
2017), Wizard of Wikipedia (WOW) (Dinan et al.,
2019b), Empathetic Dialogues (ED) (Rashkin et al.,
2019), and Machine Interaction Dialog Act Schema
(MIDAS) (Yu and Yu, 2021). The datasets also
span a variety of data collection methodologies,
such as M2M or Wizard-of-Oz, which has a close
connection to the types of noise produced. We also
consider whether the interlocutors engage in real-
time vs. non-synchronous chat. Details of each
dataset can be found in Table 1 and Appendix A.

The taxonomy creation process starts by uni-
formly sampling 1% of conversations from each
corpus, rounding up as needed to include at least
100 dialogues per dataset. Five expert annotators
then conducted two rounds of review per conver-
sation to tally noise counts, with a third round
to break ties if needed. The group also cross-
referenced each other to merge duplicate categories
and resolve disagreements. Notably, the final tax-
onomy purposely excludes sources of noise that
occur less than 0.1% of the time. This active cura-
tion supports future denoising research by focusing
attention on the most prominent sources of noise.

3 Sources of Noise

Through careful review of the data, we discover
that dialogue systems encounter issues either from
noisy training inputs during model development or
from noisy user inputs during model inference.

3.1 Training Noise

Noisy training data impacts model learning, before
any user interaction with the system. The sources
of noise are derived from labeling errors, ontology
inconsistencies or undesirable discourse attributes.
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Figure 2: Diagram of the main sources of noise that affect training, based on review of the data. Our taxonomy also
includes inference noise which occurs when users interact with the dialogue agent (See Fig 3).

3.1.1 Labeling Errors
For a given dataset of (X,Y ) pairs, any occasion
when the target label y is labeled incorrectly can
be considered a labeling error.

Class Level When noise occurs due to confu-
sion between two classes, this is considered a class-
level labeling error. This can be further sub-divided
into Uniform Label Swapping or Structured Label
Swapping. In the former, symmetric noise implies
all classes have equal likelihood to be confused
with any other class, whereas in the latter certain
classes are more likely to confused with other re-
lated classes. For example, “anger” as a label is
more likely to be confused with “frustration” than
“joy” when performing emotion detection.

Instance Level Noise comes from the example
itself due to the complexity of interpreting natu-
ral language, which is especially common within
dialogues (Zhang et al., 2021). For example, an-
notators may carry over the dialogue act from the
previous turn, even though it is no longer relevant,
resulting in Over Labeling. Conversely, Under La-
beling is when a label is missed. Partial Labels
occur when some labels are correct, while others
are not. This is common in dialogue due to the
prevalence of multi-label examples, such as an ut-
terance with two slot-values to fill. (See Figure 1)

Annotation Level Noise arises due to the labeler
or data collection process. (Snow et al., 2004).

Applying heuristics on a gazetteer to label named
entities in NER produces Distant Supervision noise.
Human annotators are also a source of noise either
purposely from Adversarial Actors or inadvertently
from annotators acting in good faith still leading to
Formatting Mistakes. (See Table 2)

3.1.2 Ontology Inconsistency
Another source of noise comes from inconsistent
formatting when constructing the ontology. The
only entities which actually contained issues are
(a) Dates: tomorrow, Jan 3rd, 1/3/2022, January 3
(b) Times: 14:15, 2:15 PM, quarter past 2, 215pm
(c) Locations: NYC, New York, ny, the big apple
(d) Numbers: three, ‘wife daughter & I’, 3, ‘Me
and my two buddies’. In contrast, inconsistent
names (ie. Fred Miyato, Mr. Miyato, fred miyato,
my father) only occurred occasionally. Lack of
standardization in the ontology was so pronounced
in certain datasets that classifying labels becomes
untenable, leaving generation or copying as the
only viable method of predicting slot-values.

3.1.3 Discourse Attributes
Dialogue agents developed for response genera-
tion often mimic the behavior found in the training
examples, so one hopes they contain positive dis-
course attributes while avoiding negative ones. We
identify six such attributes by following qualitative
metrics commonly used for dialogue evaluation
and through our own review of the conversations.
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Dialogue Labels
SGD − [ Ontology Inconsistency > Date, Time ] GetCarsAvailable(pickup_city=Chicago,

User: I need a rental car in Chicago on the 3rd of this month. pickup_date=3rd of this month)

System: When and for how long will you need the car?
User: I’d like it from 12:30 in the afternoon till next Wednesday. GetCarsAvailable(pickup_time=12:30 in

. . . the afternoon, dropoff_date=Wednesday)

System: So you’d like to reserve a standard car from March 3rd at 12:30 pm
until March 6th from the O’Hare International Airport location? ReserveCar(dropoff_date=March 6th,

User: Yes that’ll work pickup_time=12:30 pm)

MIDAS − [ Discourse Attribute > Incoherent ]
User: one guy
Agent: what do you think about christopher nolan’s acting Revised dialog act:
User: you can’t get a boy statement→ nonsense

TT − [ Labeling Error > Annotator Level > Formatting ]
User: We would like to see the Rhythm Section. That sounds good. (name.movie=‘the Rhythm Section’)

Assistant: How many tickets will you need today?
User: We will need 4 tickets. (num.tickets=4)

Assistant: Where would you like to see the movie? (location=‘San Antonio’, name.theater

User: We would like to see it in San Antonio at Cinemark McCreless Market. =‘inemark McCreless Market.’)

Table 2: Selected qualitative examples of dialogue noise. Best viewed in color. Many more examples in Appendix I.

(1) Fluent utterances flow well, obey proper
grammar, and are syntactically valid. (2) Coherent
dialogues are semantically valid, and make sense
such that they are interpretable and understandable
by a general audience. (3) Consistent models do
not contradict what was stated earlier in the con-
versation, or haphazardly change their stance on a
subject. (4) Sensible models follow common sense
principles and understand basic natural laws (ie.
gravity). (5) Polite dialogue models avoid toxic
language or offensive speech. They should not ex-
hibit overt bias towards certain groups or minorities.
(6) Natural dialogues reflect how people generally
talk in real life. In addition, the speakers should
not break the fourth wall by directly or indirectly
referring to the data collection process.

3.2 Inference Noise

Inference noise refers to issues that occur in test
time, during user interaction with the system after
deployment to production. This aligns nicely with
the concept of out-of-scope errors (Chen and Yu,
2021), which are made up of two categories: out-
of-distribution cases and dialogue breakdowns.

3.2.1 Out-of-Distribution (OOD)
Causes of OOD (Peng et al., 2021) include:

Novel queries The user asks the model to do
something it was not trained to do. Example: the
customer asks about frequent flyer miles, but the
agent is only capable of making or modifying flight
reservations. The model fails for these requests
since it was never taught to handle such queries.

Unseen entities Facing new entities or values
not seen during training. Although difficult, we
could still expect a model to understand a portion
of such queries by generalizing from the context.
For example, “I would like a flight from Miami to
Puffville”. Even though the model has never heard
of ‘Puffville’, it can infer from context that this is
the desired value for the destination slot.

Domain shift The dialogue system must make
predictions in a new domain (taxi vs. flight). Com-
monly tackled in zero-shot settings, we can expect
models to occasionally generalize because there
may be shared slots across domains (ie. departure
time is shared by both taxi and flights queries).

3.2.2 Dialogue Breakdown
In contrast to OOD issues, dialogue breakdowns
are situations a model should be able to handle
since the scenario is within the bounds (i.e. in-
domain) of what the model was trained to under-
stand (Higashinaka et al., 2016). However, due to
noise from ambiguous or unclear user input, com-
munication breaks down and the conversation is
unable to continue. (Higashinaka et al., 2015).

Ambiguous Meaning Query or statement that
the model should be able to handle, but caused
confusion, possibly because the model failed to
take the dialogue context into consideration. For
example, a co-reference issue may cause difficulty
in interpreting the user intent. “Yea, let’s go with
that one” is unclear when viewed in isolation. To
resolve this type of noise a model should look at
the broader conversational context.
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Figure 3: Diagram of the sources of noise that affect dialogue systems during inference.

Paraphrasing The text is rephrased to become:
(a) Simplification: request may be simplified or
shortened that makes it unclear what the user
wants. (b) Non Sequitur: response is plausibly
in-distribution, but does not reasonably answer the
question. (c) Verbosity: request is so verbose that
the underlying request is lost. (See Appendix D)

Text Perturbations Notable instances include (a)
ASR Errors that fail to “wreck a nice beach” (rec-
ognize speech) (b) Typos and other syntax errors
on the user input. This is distinct from formatting
mistakes by annotators, which are errors on the tar-
get output. (c) Speech Disfluencies such as repeats,
corrections, or adding ‘umm’ to start a utterance
(Liu et al., 2021; Peng et al., 2021).

4 Noise Patterns

Beyond categorization, manually reviewing 10K+
utterances also provides unique insights.

How often does noise appear? The percentage
of dialogues with at least one instance of noise
comes out to an average of 11.2%, a median of
10.6%, with a standard deviation of 3.7%. However,
given the approximate nature of sampling, the extra
digits may not be significant. Instead, we assert the
rate of noise in curated dialogue datasets is usually
over 5%, rarely above 20% and typically around
10%. Since these rates are relatively low, denoising
techniques aiming to combat extremely high levels
of noise may be impractical.

What noise types are most common? While
most existing denoising algorithms are designed to
resolve class confusion (Sukhbaatar et al., 2015;
Patrini et al., 2017; Goldberger and Ben-Reuven,
2017), our analysis reveals that instance-level noise
is actually much more common, showing up in
nearly 10% of cases compared to just 5% for class-
level errors. Class-level noise assumes a latent
noise transition matrix stochastically switches la-
bels from one class to another. However, the preva-
lence of instance-level noise implies that the more
likely explanation is that some examples are sim-
ply more confusing then others due to the gen-
uinely ambiguous nature of dialogue (Pavlick and
Kwiatkowski, 2019; Nie et al., 2020)

From an algorithmic perspective, the upshot is
that developing denoising methods to target individ-
ual examples rather than class errors are likely to
be most effective. Furthermore, we discovered that
noise is clustered rather than evenly distributed, so
filtering out or relabeling these particularly noisy
instances should have an out-sized impact.

Why is X source of noise missing? The expected
influence of some sources of noise are greatly exag-
gerated. Building out the taxonomy not only shows
the most likely sources of noise, but equally notable
is uncovering the least likely noise types. Con-
cretely, the threat of adversarial actors is largely
overblown (Dinan et al., 2019a), as spam-like ac-
tivity appears less than 2% of the time. Offen-
sive speech is the subject of numerous dialogue
studies (Khatri et al., 2018; Xu et al., 2021; Sun
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et al., 2022), but is practically non-existent in real-
ity (<0.5% of cases). While hate speech may be a
problem when training on raw web text (Schmidt
and Wiegand, 2017), our empirical review reveals
that toxic language is exceedingly rare in curated
datasets. Instead, unnatural utterances generated
by crowdworkers role-playing as real users occurs
much more often. (Full breakdown in Appendix E)

Other types of noise occur so infrequently that
they are missing from the taxonomy completely!
Noteworthy options include inconsistent names or
titles within the ontology (See Appendix C), as well
as improper reference texts for dialogue generation
tasks. While these noise types are possible, they did
not occur in practice. We intentionally exclude all
such candidates from the taxonomy since the aim
is not to be comprehensive, but rather to highlight
where researchers should spend their efforts.

Where does noise come from? Our survey
found that each data collection method had a
propensity to produce certain kinds of noise. This
suggests noise arises as a result of how examples
are annotated, rather than other factors such as con-
versation length (number of utterances) or dialogue
style (open-domain vs. task-oriented). For exam-
ple, positive discourse attributes are most common
with Post-conversation Annotation and Live Chat,
which involve two human speakers engaging in
real dialogue. Wizard-of-Oz datasets are less time-
consuming to produce, but contain more label noise.
In contrast, dialogues from Machine-to-Machine or
Dialog Self-play (ie. starting with the labels to gen-
erate the dialogue) contain fewer label errors, but
also sound less natural. Separately, annotator and
ontology issues can be mitigated with well-written
agent guidelines and proactive crowdworker screen-
ing. Thus, practitioners should consider these noise
trade-offs when collecting dialogue data.

5 Experiments and Results

This section explores to what degree various mod-
els and dialogue tasks are impacted by each of the
seven different categories of noise outlined in Sec-
tion 3. To study this, a model is trained on a clean
version of the dataset and on a corrupted version
with either natural or injected noise. The level of
corruption for all trials is held constant at 10% to
allow for comparison across noise types. Datasets
for each noise type are selected to maximize the
overall variety, while always keeping one instance
of MultiWOZ 2.3 to aid comparison. Intuitively,

sources of noise that induce a larger gap in mod-
els trained on cleaned versus corrupted data are
more significant, and consequently deserve more
attention as targets to denoise.

5.1 Task Setup
All trials are conducted with GPT2-medium as a
base model (Brown et al., 2020). The chosen tasks
are: (1) Conversation Level Classification (CLC)
– Choose from a finite list of labels for each con-
versation. (2) Turn Level Classification (TLC) –
Make a prediction for each turn that contains a la-
bel. (3) Dialogue State Tracking (DST) – Predict
the overall dialogue state, which may contain multi-
ple slot-values or no new slot-values at all. Individ-
ual values come from an enumerable or open-ended
ontology. (4) Response Generation (RG) – Produce
the agent response given the dialogue context so
far. (5) Information Retrieval (IR) – Find and rank
the appropriate information from an external data
source, such as a knowledge base (KB) or separate
document. Metrics were chosen to adhere to the
evaluation procedure introduced with the original
dataset or from related follow-up work.

5.2 Noise Injection
For each noise category, we start by independently
sampling 10% of the data, adding the correspond-
ing noise and training a model to convergence. For
example, consider instance-level label errors ap-
plied to MultiWOZ. This dataset contains 113,556
total utterances so 11,356 of them are selected for
corruption. Next, one of the three sub-categories
of instance noise are chosen uniformly at random.
Over-labeling occurs when a label that has recently
appeared in previous turns is no longer valid. To
match this behavior, we keep a running tally of
recent slot-labels and occasionally insert an extra
one from this pool into the current training exam-
ple. Partial-labeling is achieved by replacing a
slot-label with a randomly selected one from the
recent pool, and under-labeling is achieved by sim-
ply dropping a slot-label from the example. Finally,
a model is trained with the noisy data applying the
same hyper-parameters as the ones used for train-
ing the standard, original model. This process is
repeated for each other noise type, with details for
each source of noise found in Appendix F.

5.3 Main Results
Denoising methods targeting class-level noise may
have minimal impact since it turns out such label er-
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Noise Source MultiWoz Dataset 2 Dataset 3 Dataset 4 Average

Label Noise by Class 84.1 (0.13%) 75.8 (0.37%)DD 58.1 (1.15%)ED 78.8 (1.92%)MIDAS 0.89%
Label by Instance 59.1 (4.88%) 82.4 (3.03%)SGD 72.9 (0.96%)TT 98.9 (0.12%)GSIM 2.25%

Label by Annotator 58.2 (18.1%) 73.6 (3.36%)DD 90.2 (1.43%)TT 44.7 (15.9%)WOW 9.68%
Discourse Attributes 62.9 (9.31%) 36.8 (8.42%)WOW 25.6 (5.08%)ABCD 39.2 (10.7%)KV RET 8.38%

Ontology Inconsistency 61.9 (3.41%) 98.7 (0.40%)GSIM 58.7 (26.8%)ED 84.9 (0.94%)SGD 7.89%
Out-of-Distribution 48.1 (28.9%) 83.2 (2.04%)SGD 83.3 (10.5%)ABCD 74.6 (23.6%)SGD 16.3%

Dialogue Breakdown 61.8 (11.3%) 49.8 (4.02%)WOW 4.07 (4.44%)ED 72.1 (2.08%)TT 5.45%

Table 3: Performance across various datasets when injected with 10% noise. Scores in parentheses are the percent
degradation when compared to the clean version of the data. Datasets 2-4 contain a superscript representing the
dataset name as described in Table 1. Please see Appendix 5 for the exact task and dataset mapping for each item.

RoBERTa GPT2 BART

Original 45.7 61.9 62.3
Noised 39.4 59.1 61.4

(a) Performance on MultiWOZ for each model

CLC TLC DST RG IR

Median 3.4% 0.9% 4.0% 10.3% 8.4%
Average 6.5% 4.6% 8.4% 10.5% 8.1%

(b) Change in performance for each task due to noise.

Table 4: Breakdown by dialogue task and model type

rors are not all that damaging with just 0.89% drop
in performance. On the other hand, annotator noise
is quite powerful causing a 9.7% disturbance and
should be mitigated whenever possible. Luckily,
our manual review showed that spamming behavior
occurs infrequently in reality simply by following
some best practices1. Negative discourse attributes
can also cause major harm leading to a 8.4% gap.

Moving onto inference noise, ontology issues
are not only quite common, but also have meaning-
ful impact on performance, causing a 7.9% drop.
Dataset creators can ameliorate this by deciding on
an ontology upfront, rather than creating one after
the fact. Dialogue breakdowns also cause notice-
able degradation, but the impact of OOD is most
prominent among all noise types. Neural networks
are powerful enough to learn from any training
signal, even complete random noise (Zhang et al.,
2017). However, OOD cases are by definition areas
the network has not seen, leading to poor perfor-
mance. Data augmentation and other robustness
methods may serve as a strong tool to cover the
unknown space by maximizing the diversity of the
examples (Ng et al., 2020; Chen and Yin, 2022).

1For example, gold checks insert questions with known
labels; timers ensure adequate time is spent on each task.

5.3.1 Task Breakdown
In order to study tasks across noise types, we look
at the percentage change between models, rather
than absolute difference. Furthermore, to minimize
the influence of outliers, we emphasize the median
of change, rather than the average. The results in
Table 4b show that RG and IR observe the largest
drops when noise is added. Somewhat surprisingly,
CLC has larger performance shift than TLC despite
being an easier task. We hypothesize this is because
CLC examples only occur once for each conversa-
tion, whereas TLC examples occur at every turn,
leading to an order of magnitude less data. Train-
ing with the existence of noisy data depends on
both the rate of noisy data as well as on a minimum
number of clean examples.

5.3.2 Model Robustness
Prior work has suggested that models behave differ-
ently when faced with distinct types of noise (Be-
linkov and Bisk, 2018). In addition to GPT2-
medium (345M parameters), we also consider a
masked language model in RoBERTa-Large (355M
parameters) (Liu et al., 2019) and a sequence-to-
sequence model with BART-large (406M parame-
ters) (Lewis et al., 2020). These are selected due
to having a comparable number of training parame-
ters. Based on the results in Table 4a, RoBERTa is
the weakest performer of the group. We hypothe-
size this is because many dialogue tasks are gener-
ation based, whereas BERT-based models typically
perform well on classification. Conversely, BART
deals quite well with noise, suggesting encoder-
decoder models as reasonable starting points for
future dialogue projects.

5.4 Amount of Noise

We simulate increasing levels of noise by adding
instance-level label errors and incoherent discourse
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Figure 4: Impact of injecting different amounts of label
and discourse noise to MultiWOZ dataset. MultiWOZ
2.3 is defined to be 0% noise. MultiWOZ 2.0 and 2.1
have estimated noise levels based on the ratio of labels
that are changed compared to MultiWOZ 2.3 data.

attributes to the MultiWOZ 2.3 dataset (Han et al.,
2021), which we define to be noise-free. We ad-
ditionally plot the performance of models trained
on MultiWOZ 2.0 (Budzianowski et al., 2018) and
2.1 (Eric et al., 2020), where all models are evalu-
ated on the MultiWOZ 2.4 test set (Ye et al., 2021).
Looking at Fig 4, we first note that scores on natu-
rally noisy data from MWOZ 2.0 and MWOZ 2.1
fall close to the plotted trajectory, lending credence
to the overall trend. Furthermore, we notice that as
we vary the amount of noise, model performance
decreases logarithmically, but surprisingly does not
have a tipping point at which it fails to converge.

6 Dialogue Denoising

Informed by our understanding of the sources of di-
alogue noise, we now design a preliminary denois-
ing algorithm for learning in the presence of noisy
labels. We select MultiWOZ to serve as our testbed
not only because it is one of the most popular dia-
logue datasets, but also because it is representative
of how noise affects most datasets in general (see
Figure 6). While our method produces promising
results, our aim is not to declare the noise issue
solved, but rather to establish a baseline others can
further improve. (More details in Appendix G.)

6.1 Algorithm

Based on analysis in Section 3, MultiWOZ 2.0 is
most plagued by three types of errors: ontology
inconsistencies, instance label errors and out-of-
distribution issues. We now devise three solutions
to resolve each source of noise accordingly.

(1) To clean up the ontology, we drop values that
do not conform to the correct format, and remove

the associated examples from training. For exam-
ple, if time_of_day slot expects the HH:MM
format, then we remove all values referencing day
formats (e.g. Friday). (2) To deal with label er-
rors, we filter out individual instances where the
predicted label from a pre-trained GPT2-medium
model disagrees with the annotator label (Cuendet
et al., 2007; Jiang et al., 2018; Chen et al., 2019).
We calibrate the model with temperature scaling to
prevent it from being over-confident in its predic-
tions (Guo et al., 2017). (3) To counteract issues
caused by OOD, we augment our training data by
pseudo-labeling the examples stripped out in the
first two steps. When the model used for filtering
is also used for pseudo-labeling, biases may prop-
agate across each iteration. As a result, inspired
by co-teaching (Han et al., 2018), we instead use
a different BART-base model for pseudo-labeling
to force divergence of model parameters and avoid
errors from accumulating.

6.2 Denoising Results

We once again evaluate with MultiWOZ 2.4 since
this is the cleanest version of test data. As seen
in Figure 4, we are able to outperform MultiWOZ
2.0 (39.8) by 16.9% absolute accuracy and 42.5%
relative accuracy. Ontology Clean (43.2), Filter
Disagree (53.7) and Co-teaching (46.7) all show
marked improvement over the original baseline, but
Combined (58.6) does the best overall, reaching
a score that even surpasses MultiWOZ 2.1 (56.5).
These initial efforts show our ability to successfully
identify and counteract sources of noise within Mul-
tiWOZ, which we encourage others to build upon.

7 Related Works

Our work is related to efforts to categorize noise
within speech and dialog. Clark (1996) proposed a
theory of miscommunication consisting of channel,
signal, intention and conversation where each of
the four levels serves as a potential vector for noise.
Others have also studied noise in spoken dialogue
systems, where they found that the main culprit
stems from errors in speech transcription (Paek,
2003; Bohus, 2007). Rather than a high-level
framework of general communication, our hier-
archical taxonomy focuses on understanding the
multiple layers of noise found in written text.

More recent works on dialogue noise discuss
robustness to noisy user inputs, whereas we ex-
pand this view to also analyze noisy training in-
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puts. Peng et al. (2021) introduce RADDLE as a
platform which covers OOD due to paraphrasing,
verbosity, simplification, and unseen entities, as
well as general typos and speech errors. Liu et al.
(2021) create a robustness benchmark which con-
siders paraphrasing through word perturbations as
well as speech disfluencies. Lastly, Krone et al.
(2021) considers noise from abbreviations, casing,
misspellings, paraphrasing, and synonyms.

7.1 Survey of Denoising Methods
Most prior works exploring learning with noisy la-
bels were originally developed for the computer
vision domain (Smyth et al., 1994; Mnih and Hin-
ton, 2012; Sukhbaatar et al., 2015). Some meth-
ods model the noise within a dataset in order to
remove it, often through the use of a noise transi-
tion matrix (Dawid and Skene, 1979; Goldberger
and Ben-Reuven, 2017). Others have designed
noise-insensitive training schemes by modifying
the loss function (van Rooyen et al., 2015; Ghosh
et al., 2017; Patrini et al., 2017), while a final set
of options manipulate noisy examples by either
reweighting or relabeling them. (Reed et al., 2015;
Jiang et al., 2018; Li et al., 2020). While denoising
work certainly exists for NLP (Snow et al., 2008;
Raykar et al., 2009; Wang et al., 2019), none of
them specifically touch upon the dialogue scenario.

7.2 Denoising by Source of Noise
To support the effort of designing improved algo-
rithms for combating dialogue-specific noise, we
highlight potential methods that can be adapted to
deal with the noise categories identified by our tax-
onomy in Section 3. To start, a common technique
for dealing with class-level errors is to learn a noise
adaptation layer to recognize label noise (Gold-
berger and Ben-Reuven, 2017). For instance-level
noise, besides filtering by disagreement, core-set se-
lection (Mirzasoleiman et al., 2020) or the Shapley
algorithm (Liang et al., 2021) can be used to iden-
tify important datapoints and thereby remove the
noisy ones. Modeling the likelihood of annotator-
level error in order to reverse its impact is also
worth considering (Welinder et al., 2010; Hovy
et al., 2013; Guan et al., 2018). Next, a model
trained on NLI data can be used to screen out incon-
sistent discourse examples (Welleck et al., 2019).
A model trained on Prosocial Dialogue data can
learn to reduce toxicity (Kim et al., 2022). In terms
of discourse fluency, one can train a student model
to reweight its logits during inference based on a

large language model (Brown et al., 2020) to im-
prove the fluency of the student. Another method is
to create an ontology upfront which defines the al-
lowed entities before data collection and enforcing
this by having checks upon label submission. Out-
of-Domain issues can be handled with the use of
more examples to increase the coverage and diver-
sity of the solution space to limit OOD errors. This
can be tackled by performing data augmentation on
the in-domain (Feng et al., 2021) or out-of-domain
examples (Chen and Yu, 2021). Lastly, dialogue
breakdown can be mitigated by screening for anno-
tators through minimum acceptance rates, language
filters, and pre-qualifications quizzes (ie. quals).

8 Conclusion

This paper categorizes the different sources of noise
found in dialogue data and studies how models re-
act to them. We find that dialogue noise is divided
into issues that occur during training and during
inference. We also find that conversations pose
unique challenges not found in other NLP corpora,
such as discourse naturalness and dialogue break-
downs. Our study further reveals that the most
common sources of noise are actually based on
the ambiguity of individual instances, rather than
systematic noise across classes or adversarial anno-
tators actively harming data collection efforts.

Despite being surprisingly resilient, dialogue
models nonetheless experience a notable drop in
performance when exposed to high levels of noise.
To combat this, we design a proof-of-concept de-
noising algorithm to serve as a strong foundation
for others to compare against. We apply this algo-
rithm successfully to the MultiWOZ 2.0 dataset,
raising the accuracy by 42.5% over the original
baseline. We hope our survey informs the collec-
tion of cleaner dialogue datasets and the develop-
ment of advanced denoising algorithms targeting
the true sources of dialogue noise.

9 Limitations

The main limitation of the taxonomy is only con-
sidering natural language text within dialogue. It
could be useful to conduct a detailed breakdown of
speech noise or multi-modal noise that occurs in
conversations grounded by images. Our survey also
does not include all theoretically possible sources
of noise and instead is limited to actual sources of
noise saw occuring in the data. We argue this type
of taxonomy serves a more practical purpose.
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A Dataset Descriptions

In no particular order, the datasets we study are:

1. DailyDialog (DD) - a collection of conver-
sations from the web about everyday events,
curated for teaching English. (Li et al., 2017)

2. Wizard of Wikipedia (WoW) - a wizard reads
an article on Wikipedia and then talks about it
with their partner (Dinan et al., 2019b)

3. Google Simulated Dialogue (GSIM) - a large
scale Machine-to-Machine (M2M) dataset
build through paraphrasing, covers movie and
restaurant domains. (Shah et al., 2018)

4. Action Based Conversations Dataset (ABCD)
- customer service conversations that mimic
agents in real-life where actions are taken to
resolve customer issues based on instructions
in agent guidelines (Chen et al., 2021)

5. MultiWoz 2.0 (MWoz) - a multi-domain di-
alogue dataset. Note that we use the origi-
nal version for initial analysis because it con-
tains true noise, before any additional clean-
ing. (Budzianowski et al., 2018)

6. TicketTalk (TT) - As part of the third install-
ment of TaskMaster, this dataset also uses the
M2M style, but focuses on the single vertical
of movie ticket booking. (Byrne et al., 2019)

7. Empathetic Dialogues (ED) - a set of dia-
logues that aim to teach models to be empa-
thetic by being more attuned to what a user is
feeling. (Rashkin et al., 2019)

8. Machine Interaction Dialog Act Schema (MI-
DAS) - created for the Amazon Alexa chal-
lenge with Gunrock. Transcribed conversa-
tions are with actual Alexa users, and not
crowdworkers. (Yu and Yu, 2021)

9. Schema Guided Dialogue (SGD) - the most
comprehensive DST dataset to date, with a
heavy focus on slot-filling for API calls. Con-
tains natural OOD splits. (Rastogi et al., 2020)

10. Key-Value Retrieval for In-Car Assistant
(KVRET) - Task oriented dataset with a
knowledge base for querying items. Covers
navigation, weather and scheduling domains.
(Eric et al., 2017)

B Label Error Details

Class Level Examples are labeled incorrectly due
to confusion with another class.

• Uniform Label Swapping: symmetric noise
where all classes have equal likelihood to be
confused with any other class. The assump-
tion is that noise is injected through a ran-
domly initialized noise transition matrix.

• Structured Label Swapping: asymmetric noise
where certain classes are more likely to con-
fused with other related classes. For example,
a cheetah is more likely to be confused with
leopard than a refrigerator when performing
image recognition. Alternatively, dogs and
wolves are likely to be confused for each other
much more often than with horses since those
animals are similar to each other.

Instance Level Noise comes from the example
itself due to the complexity of interpreting natural
language. This is the realization that even when
annotators act in good-faith, mistakes are still made
since the instances themselves are difficult to label.
Errors must be determined on a case-by-case basis.

• Over Labeling: annotator added a label, but
should be removed since it is unnecessary. Ex-
ample: carrying over a slot-value from the pre-
vious turn to the current dialogue state when
it is not warranted.

• Under Labeling: annotator missed the label,
when most people would include it. Example:
failing to notice a newly mentioned criteria in
the dialogue state. This also includes cases
where a better label could have been used,
but the option is missing from the ontology
and consequently prevents the example from
being properly labeled.

• Partial Labeling: part of the label is correct,
but other parts are not. For multi-intent utter-
ances, the annotator may have captured one
intent, but not the other. For slot-filling tasks,
the annotator may have selected the appropri-
ate value, but assigned it to the wrong slot.

Annotation Level Noise arises due to the labeler
or data collection process. (Snow et al., 2004)

• Distant Supervision: the noise results from
the fact that the label is not from a human,
but rather weakly labeled from distant super-
vision (Sun et al., 2017). For example, using a
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gazetteer for labeling named entities in NER.
As another example, you use the SQL results
to train a semantic parser, rather than an anno-
tated SQL query.

• Adversarial Actors: meant to mimic spam-
mers, this is characterized by repeating pat-
terns or irrational behavior. For example, the
annotator selects “greeting” dialogue act as
the label for every single utterance regardless
of the underlying text. (Raykar et al., 2009;
Hovy et al., 2013; Khetan et al., 2018) Other
examples include bad actors in social media
who provoke chatbots into producing unsafe
content or labelers who mark every review as
possessing positive sentiment without actually
reading the passage.

• Formatting Mistakes: Caused by non-experts
making human mistakes, which are indepen-
dent of the dialogue context. For example,
typos or off-by-one errors, such as when the
labeler failed to highlight the entire phrase
during span selection. (See Table 2)

C Ontology Inconsistency Details

Another source of noise comes from inconsistent
formatting when constructing the ontology. More
specifically, the creators of the dataset did not set a
canonical format for each type of slot being tracked.
While we can imagine many other slot-types caus-
ing issues, the types of errors which actually oc-
curred in practice include:

• Dates: tomorrow, Jan 3rd, 1/3/2022, Monday,
January 3, mon

• Times: 14:15, 2:15 PM, quarter past 2, 215pm

• Locations: NYC, New York, ny, the big apple

• Numbers: three, ‘wife daughter & I’, 3, ‘Me
and my two buddies’.

Other ontology issues which we thought might oc-
cur more often, turn out to happen very rarely. For
example, naming inconsistency such as [Fred Miy-
ato, Mr. Miyato, fred miyato, my father] did not
really occur. Titles of people or places [Macdon-
alds, MickeyD’s, McDonald’s, mcdonalds] also
were not present. To minimize the amount of noise
from ontology inconsistency, a recommendation is
to declare the allowable slot-values upfront before
data collection begins.

D Paraphrasing Examples

Paraphrasing can take on three general forms:

1. Simplification – the request may be simpli-
fied so much that it becomes unclear what the
user wants. For a restaurant scenario:

Agent: What part of town
would you like to eat?
User: W
(as a shorthand for West side)

2. Non Sequitur – response is plausibly in-
distribution, but does not reasonably answer
the question.

Agent: What part of town
would you like to eat?
User: I would like Italian
food.

Note that the user’s response is still in distribu-
tion since it could have been a reasonable an-
swer to “What cuisine do you prefer?”. How-
ever, in this instance, this type of response
is very noisy because it fails to answer the
agent’s question.

3. Verbosity – the request contains extra words
or entities, which makes it confusing as to
exactly what the answer may be.

Agent: What part of town
would you like to eat?
User: I prefer food in the
East, but I live in the South
right now.

In this case, the user’s response is not neces-
sarily long, but it is verbose enough to make
it unclear whether the user wants food in the
east side of town or the south side of town.

True paraphrasing noise should alter the text with-
out altering the user’s underlying intent. If the text
has changed so much that the user’s intent has also
shifted, then it should be considered adversarial be-
havior beyond the scope of typical dialogue noise.
Agent: What part of town would

you like to eat?
User: The Northern Lights are
beautiful this time of year.

The example above displays positive sentiment,
but the user has completely ignored the agent’s
request. This case borders on being incoherent and
fails to move the dialogue forward.
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E Results Breakdown

Aggregated amounts of noise by each sub-category:

Average Median Std. Dev.

Class-level 4.9% 3.8% 0.7%
Instance-level 9.7% 6.9% 5.4%
Annotator-level 1.8% 0.7% 2.1%

Dates 3.6% 0.5% 6.3%
Times 1.1% <0.1% 2.0%
Locations 1.3% 0.3% 2.1%
Numbers 2.3% 0.2% 4.6%

Incoherent 3.4% 3.8% 1.9%
Disfluent 2.6% 2.4% 2.0%
Inconsistent 1.7% 1.3% 1.5%
Nonsensical 2.0% 2.6% 1.1%
Offensive 0.2% <0.1% 0.9%
Unnatural 4.8% 5.8% 1.6%

Overall 11.2% 10.6% 3.7%

Table 5: Breakdown across noise sub-categories

F Noise Injection Methods

Class-level Label Errors We create a noise tran-
sition matrix to mimic structured confusion. Specif-
ically, given a certain class label, we want to de-
termine what is likely to be confused with it so we
can substitute the current label for that other class.
To fill the noise transition matrix, we embed all
class labels into bag-of-word GloVe embeddings
and measure their similarity to other classes by
cosine distance. Then, for 10% of examples, we
sample an incorrect label given the original class
according to the likelihood in the transition matrix.

Instance-level Label Errors To match the be-
havior of over-labeling, we keep a running tally of
recent labels and occasionally insert an extra one
from this pool into the example. Partial-labeling is
achieved by replacing a label from the recent pool,
and under-labeling is achieved by simply dropping
a random label from the example.

Annotator-level Label Errors We mimic spam-
mers who apply preset answers to every occasion
without considering the actual dialogue. For the
classification tasks, we assume a spammer ran-
domly picks from one of the three most common
labels for that task as the noisy target label. For re-
sponse generation tasks, we assume a spammer ran-
domly responds with one of three generic phrases.

Undesirable Discourse Attributes We replace
a subset of the utterances with noisy versions 10%
of the time. Incoherent utterances are randomly

selected sentences from other dialogues within the
dataset. Disfluent utterances are generated by shuf-
fling the tokens within the current utterance. Un-
natural utterances are generated by selecting from
a list of awkward sentences referencing the task.

Ontology Inconsistency To clean the data, we
manually remove entries that do not comply to the
proper format. We also merge similar categories
to create more compact ontologies. Training ex-
amples that are covered by the remaining entries
are considered the clean version, while the full,
original dataset is considered the noisy version.

Out-of-Distribution Multi-domain data is di-
vided such that training data contains a subset of
domains while the test set includes examples from
all domains. Choosing the domains to exclude was
straightforward for ABCD and SGD since they are
given by the task design. Rather than choosing
an arbitrary domain to leave out for MWOZ, we
instead run the experiment once for each domain,
and report the average of the five results.

Dialogue Breakdown We reproduce this behav-
ior by pre-training a paraphrase model and applying
it to perturb 10% of utterances. Paraphrase model
is trained on QQP, MRPC and PAWS corpora.

G Denoising Procedure for MultiWOZ

We identify the highest likelihood sources of noise
for any given dataset and dealing with each one
accordingly. MultiWOZ in particular has (1) ontol-
ogy issues, (2) instance level label errors and (c)
out-of-distribution examples caused by low cover-
age in the training set. In turn, we proceed to deal
with each of these issues as follows:

(1) To clean up the ontology, we drop values that
do not conform to the correct format for their given
slots, and remove the associated examples from
training. For example, if the slot is a time of day
expecting the HH:MM format, then we remove all
values referencing ‘Friday’ or ‘afternoon’ which
are incorrectly formatted.

(2) To deal with possible label errors, we filter
out individual instances where the predicted label
from a pre-trained GPT2-medium model disagrees
with the annotator label (Cuendet et al., 2007; Jiang
et al., 2018; Chen et al., 2019).

(3) Lastly, we augment our training data to coun-
teract issues caused by OOD cases. In order to aug-
ment, we pseudo-labeling the datapoints that have
been stripped out in the first two steps. However,
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Noise Source MultiWoz 2.3 Dataset 2 Dataset 3 Dataset 4

Label Noise by Class MWOZ (TLC on intents) DD (CLC on topics) ED (CLC on emotions) MIDAS (TLC on dialog acts)
Label by Instance MWOZ (DST on slot-values) SGD (DST w/ slot-values ) TT (DST w/ slot-values) GSIM (TLC on user acts)

Label by Annotator MWOZ (RG of agent utt) DD (CLC on topics) TT (TLC on APIs) WOW (RG on wizard utt)
Discourse Attributes MWOZ (RG of agent utt) WOW (IR on wizard utt) ABCD (IR on agent utt) KVRET (IR on KB entries)

Ontology Inconsistency MWOZ (DST on slot-values) GSIM (TLC on user acts) ED (CLC on emotions) SGD (DST on slot-values)
Out-of-Distribution MWOZ (DST on slot-values) SGD (DST on slot-values) ABCD (CLC on subflows) SGD (TLC on intents)

Dialogue Breakdown MWOZ (RG of agent utt) WOW (RG on wizard utt) ED (RG on agent utt) TT (DST on slot-values)

Figure 5: Mapping of model performance to datasets and dialogue tasks. Parentheses also includes the target of the
task. For example, ‘CLC on topics’ means that the task is to classify the associated topic label at a conversation
level, while ‘TLC on intents’ means the task is to classify the intent of each user turn.

Figure 6: Impact of the different noise types on the Mul-
tiWoz2.3 dataset. DST is dialogue state tracking, RG is
response generation and TLC is turn level classification.

the pretrained model’s predictions are unlikely to
be all correct, so rather than keep all the new labels,
we only keep the examples where the probability
of the max value crosses the 0.5 threshold. Then,
since neural networks are often over-confident, we
perform calibration with temperature scaling us-
ing a λ parameter (Guo et al., 2017). However,
pseudo-labeling with the same model that is used to
perform filtering causes errors to propagate which
hinders performance gains. As a result, inspired
by co-teaching (Han et al., 2018), we instead use
a different model to force divergence of model pa-
rameters and avoid the existing biases. In more de-
tail, we rely on a BART-base model rather than the
original GPT-2 medium, which works even though
BART-base has much fewer parameters.

H Noise as Uncertainty

An interesting way to view the impact of noise
is through the lens of Bayesian uncertainty. In
particular, aleatoric and epistemic uncertainty can
be seen caused by different types of noise. Kendall
and Gal (2017) describe aleatoric uncertainty as
uncertainty which “captures noise inherent in the

observations.” In contrast “epistemic uncertainty
accounts for uncertainty in the model parameters
which can be explained away given enough data.”

Roughly speaking, labeling errors cause epis-
temic uncertainty since these errors produce uncer-
tainty in the model parameters. If given enough
clean data to train a model, the issues caused by
the noisy labels should largely be erased. In other
words, epistemic uncertainty describes what the
model does not know because training data was not
appropriate, so by resolving the labeling errors, the
training data is now appropriate and the dialogue
system can be trained successfully.

On the other hand, ontology inconsistencies
cause aleatoric uncertainty since they can lead to
situations where it is impossible to fix the prob-
lem by altering the training data alone. Suppose
we want the dialogue model to predict the desired
time for a restaurant reservation (such as 11 AM,
6PM or 8PM), but options such as ‘Sunday’ or ‘af-
ternoon’ keep appearing, which are never correct.
This would make it harder for a classifier to choose
the correct time. In the degenerate case, suppose
the ontology only consisted of days of the week
such as ‘Monday’, ‘Wednesday’ or ‘Friday’, such
that the classifier would only have the ability to
choose from seven incorrect options. In this case,
adding any amount of extra data (even those la-
beled in the correct format) would do nothing to
resolve the issue since the problem itself has been
modeled incorrectly.

Accordingly, a model developer should focus on
eliminating certain types of noise based on the type
of uncertainty they are seeing in their dialogue sys-
tem. If the model is consistently making a handful
of random mistakes, then relabeling some data or
collecting new data may resolve the issue. Alterna-
tively, if the model is a making systematic errors
then looking into the ontology or data collection
procedure might be a better route.
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I Additional Noise Examples

Examples were carefully selected to give good coverage of the different types of noise that occurred
frequently within the data.

Dataset Noise Type Dialogue Comments
Apprentice I have visited the United States. To New

York City, Los Angeles, and Seattle for work
and vacation. Every city was unique with its
own culture and loved every one of them. Correct label:

Labeling Error Wizard I haven’t been to the East coast yet, but I have {topic:
WOW ↪→ Instance level been to Los Angeles, which is Spanish for ’Los Angeles’}

↪→ Under “The Angels”
Apprentice Oh I never knew. The East coast always

felt busier, the West coast felt more relaxed. Possible:
Wizard Agreed! I grew up in Hawaii, where the life missing labels:

expectancy is amongst the highest in the na- {topic:‘Hawaii’
tion. Do you like large cities or smaller towns? ‘longevity’}

A Hello Mike ! Would you like a drink ?
B No, thank you. I had too much to drink

yesterday evening. I had a bad hangover this Revise label:
happiness→
disgust

DD

Labeling Error morning. My head felt terrible. (happiness)
↪→ Class level A Were you celebrating something ?
↪→ Uniform B Yes. It was a friend’s birthday party. We drank

all kinds of things - beer, wine and spirits.
After midnight, we even drank cocktails!

A It’s a bad idea to drink a combination of
alcoholic drinks. You should stick with one
for the whole evening.

A I’ve got popcorn kernels to last me through

ED

Discourse retirement. I wonder how long they keep for.
Attribute B That is nice. grammar
↪→ Disfluent A Yea, it is. Do you like popcorn? mistake

B Yes. Why did you bought that many popcorn
kernels?

User I’m looking for a special place, can you help?
attraction(type=Special) ontology:

uppercaseOntology System I need just a little more information to help.
Inconsistency I think all places in Cambridge are special ...
↪→ Location User I am looking specifically for Saint John’s ontology:

lowercaseCollege. attraction(type=special,

MWOZ
name=Saint John’s College.) formatting:

added an extra
period

System sorry i dont have that in our list. is there
Labeling Error something else i can do for you?
↪→ Annotator User Okay, well I also need a train departing
↪→ Formatting for Cambridge on Wednesday.

train(dest=cambridge,day=wednesday)

System I have several trains headed to Cambridge on
Wednesday. Where will you be departing
from? <truncated>
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Agent Thank you for contacting acmebrands. how
can I help you?

Customer I need to check the status of an order Revision: The
agent followed
the ‘manage
shipping’ flow
when instead
they should
have followed
the ‘shipping
status’ flow

Labeling Error Agent Okay. Could I have your name or Account ID
ABCD ↪→ Class level please?

↪→ Structured Customer alessandro phoenix
Action Account has been pulled up for alessandro

phoenix. [Pull-up Account]

Agent Thank you. Do you just need to know the
order’s shipping status?

Customer The email that I received showed it is being
shipped to the wrong address. is it being ship-
ped to <street_address>, jacksonville, mi

ED

A I liked the way Lebron was snatched up by Emotion label:
impressedLabeling Error the Lakers

↪→ Instance level B Will be a game changer. Missing labels:
hopeful,
anticipating

↪→ Partial A I hope so. I hope they can crush the warriors
B Did the Warriors get a replacement?
User I want to check in on March 2nd, and stay in 1

room until the 12th.
System Okay, please confirm: You want to stay in

New York at 1 hotel central park, checking in
tomorrow, and checking out on March 12th.
you also want 1 room.

Inconsistent
since the user
wants 1 room
than arbitrarily
changes to 3.

SGD

Discourse User Actually 3 rooms please.
Attribute System Okay, confirm: You want 3 rooms and you

check in tomorrow?
↪→Inconsistent, User No. I want to check out on the 13th. Nonsensical

since you
would want to
know the price
of a hotel room
before booking,
not afterwards.

Nonsensical System Please confirm: You want to check out of your
hotel in New York on March 13th.

User Yes, works for me.
System THe reservation is made.
User Does it allow pets? How much does it cost?
System It is pet friendly, and costs $4,488.
User Thank you, i’m all set.

MIDAS
Labeling Error User actually Revise label:

statement→
neg answer

↪→ Class level Agent what was that experience like
↪→ Structured User i have not

System please confirm the date is next monday at Original label:
Ontology 8 pm for ephesus restaurant for 3 people AFFIRM_AFFIRM_

GSIM Inconsistency User yes i confirm the date is next monday at 8pm AFFIRM_AFFIRM

↪→ General for ephesus restaurant for 3 people Revised label:
(multi-part label not needed) AFFIRM

User what is the weather like in the city request -
{date:today,
loc:Alameda,
weather:hail}

Assistant Which city do you want the weather for?

KVRET
Ontology User Will it hail in Alameda today?
Inconsistency Assistant Today in Alameda is gonna be drizzle, with Date is annotated

as “today”, but
should be a day of
the week such as
Monday, Tuesday

↪→ Date low temperature of 70F, and high of 90F
User Thank you!
Assistant You are welcome.
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Abstract
Discourse relations have different patterns of
marking across different languages. As a result,
discourse connectives are often added, omit-
ted, or rephrased in translation. Prior work has
shown a tendency for explicitation of discourse
connectives, but such work was conducted us-
ing restricted sample sizes due to difficulty of
connective identification and alignment. The
current study exploits automatic methods to
facilitate a large-scale study of connectives in
English and German parallel texts. Our results
based on over 300 types and 18000 instances of
aligned connectives and an empirical approach
to compare the cross-lingual specificity gap
provide strong evidence of the Explicitation
Hypothesis. We conclude that discourse rela-
tions are indeed more explicit in translation
than texts written originally in the same lan-
guage. Automatic annotations allow us to carry
out translation studies of discourse relations on
a large scale. Our methodology using relative
entropy to study the specificity of connectives
also provides more fine-grained insights into
translation patterns.

1 Introduction

Discourse connectives such as because and how-
ever are considered volatile items in translation:
translators often add, rephrase or remove them
(e.g. Zufferey and Cartoni, 2014). Prior studies
have often focused specifically on whether con-
nectives are added (i.e. the relation sense is ex-
plicitated) or removed (i.e. implicitated), and have
shown that there is a tendency for explicitation
in translation (but this also depends on various
other factors, see e.g., Hoek et al., 2015, 2017;
Lapshinova-Koltunski et al., 2022; Zufferey, 2016).
The current work focuses on an understudied aspect
of connectives in translation, namely when they
are underspecified (e.g. connectives like “and” or
“but” are compatible with many different types of
discourse relations) or highly specific (e.g. the con-
nective “nevertheless” can only mark concessive

relations). The question we address is whether we
can see a similar pattern of explicitation of connec-
tives in translation for connectives that are already
explicit (but possibly unspecific) in the source text.

One factor that impedes a comprehensive study
of DCs in translation is the (manual) annotation
effort that is required for this task. Consequently,
many studies are restricted to limited samples and
a subset of DCs. To facilitate a more compre-
hensive investigation, we explore an automatic ap-
proach to identify and align connectives. Specifi-
cally, we use language-specific discourse parsers
(Bourgonje, 2021; Knaebel, 2021) and a neural
word alignment model (Dou and Neubig, 2021) to
link a large range of connectives and their transla-
tions in English and German parallel texts. We test
the feasibility of this approach by replicating the
well-established explicitation results in our newly
created dataset. Using an empirical measure of
cross-lingual specificity gap, we identify all the
cases of (under)specifications instead of a subjec-
tively defined subset.

Our contributions are: 1) We demonstrate that
automatic word alignments and discourse parsers
facilitate a comprehensive study of discourse con-
nectives and relations in translation. 2) We show
evidence for explicitation in translation, in terms
of both insertion and specification of DCs; 3) We
compare the cross-lingual specificity of English
and German DCs; 4) The automatically aligned
and annotated data are publicly available1.

2 Background

2.1 Explicitation Hypothesis

Previous studies show that the translation of dis-
course connectives depends on various factors. One
of the most well-known accounts, the Explicitation
Hypothesis, suggests that translations tend to be

1https://osf.io/ybfxp/?view_only=
8ef5f7a591064b7ea3334f706e544118
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more explicit than the source texts (Blum-Kulka,
1986). However, this does not mean that discourse
relations are always explicitated in translation, or
that explicitation of the relations is always due to
the translation effect. Klaudy (1998) more specif-
ically distinguishes between obligatory explicita-
tions and translation-inherent explicitations. Oblig-
atory explicitation results from grammatical and
stylistic differences between the source and target
languages, as well as pragmatic and cultural prefer-
ences of the source and target readers. For example,
Becher (2010) found that over 50% of damit in-
stances in German translated texts are the result of
explicitation, but all except a few are explicitations
that address the cross-lingual contrast.

By contrast, translation-inherent explicitations
are language-independent and depend on the nature
of the translation process. This type of explicitation
is separate from structural, formal or stylistic differ-
ences between the two languages, and with culture-
specific textual elements. Klaudy (2009) argues
that, in order to identify any translation-inherent
explicitations, corresponding implicitation in the
opposite translation direction should be taken into
account. That is to say, explicitation due to the con-
trast in the explicitness of the source and target lan-
guages (with some languages being more prone to
expressing discourse relations through explicit con-
nectives than others), should be counter-balanced
by the degree of implicitation when translating in
the other direction. Becher (2011b) found that the
insertions of discourse connectives in English to
German translation are in fact more than the num-
ber of omissions in German to English translation,
but still, most of the insertions can be qualitatively
explained by the known observation that German is
more explicit than English (Hawkins, 1986; House,
2014; Becher, 2011a).

Various other factors have also been found to
affect the explicitation of connectives, such as the
type of the coherence relations and the connec-
tives involved (Zufferey and Cartoni, 2014; Crible
et al., 2019), the identity of the source and target
languages (Zufferey, 2016), register and translator
expertise (Dupont and Zufferey, 2017), contrast
between the constraints and communicative norms
of the source and target languages (Marco, 2018),
the cognitive interpretability and expectedness of
the relations in context (Hoek et al., 2015, 2017),
information density and the mode of translation
(Lapshinova-Koltunski et al., 2022).

2.2 Explicitation of DCs in translation

Much of the earlier work on explicitation of DCs
focused largely on cases where connectives are
inserted or omitted in translation or they provided
qualitative estimations of specificity without basing
it on a quantitative method (Crible et al., 2019;
Lapshinova-Koltunski et al., 2022). In the current
work, we propose a score to quantify the specificity
gap between a connective and its translation, such
as cases where a stronger connective is used in
translation (e.g. “and" translated as “außerdem"
in German). While previous works only study a
limited subset of subjectively defined specification,
our empirical approach allows us to identify all
cases where a more specified connective verbalizes
the relation to a greater degree.

The specificity of connectives likely differs be-
tween languages due to the contrast between the
connective lexicons and discourse marking of these
languages. This means that the entropy of English
and might differ from the precise value of the en-
tropy of German und. One connective could there-
fore appear to be more specific than another con-
nective in a different language due to differences
between the lexicons, even though both connectives
express a similar range of relation senses. Previ-
ous studies found that the explicitation pattern of
a given connective in a target language is directly
related to the alternative options available in that
language (Becher, 2011b; Zufferey and Cartoni,
2014). To address the issue of cross-lingual corre-
spondence, we derive estimates of a connective’s
specificity empirically by normalizing connectives’
entropy value within a language (see Section 3.3).

2.3 Identification and alignment of discourse
connectives

Prior work is often based on a restricted selection of
connectives. This can be attributed to the fact that
connective identification on a large scale can be dif-
ficult, because many discourse connectives can also
be used in non-connective contexts (e.g., indeed
is not always used as a DC). Consequently, prior
corpus studies have mostly focused on a handful
of connectives and senses. For example, Zufferey
and Cartoni (2014) analyzed 200 occurrences each
of the English causal connectives since, because
and given that in Europarl. The frequent causal
connective as was excluded because it is often used
in a non-connective usage. A more comprehensive
analysis that takes into account a larger range of
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connectives and coherence relation senses in the
same text is critical to be able to get more insight
into the general translation patterns of connectives.
The current study explores the feasibility of using
automatic methods to identify and align discourse
connectives.

Automatic word alignment was an essential step
in statistical machine translation (Och and Ney,
2000). In the era of neural machine translation,
word alignment is often used for annotation pro-
jection, including the projection of English dis-
course annotations (Versley, 2010; Laali, 2017;
Sluyter-Gäthje et al., 2020). The focus of these
works is to associate discourse sense labels an-
notated for the DCs in English with the DCs in
the human or machine-translated texts, in order to
create discourse-annotated resources in the other
languages. In contrast, we use word alignments
to examine where the DC marking differs between
source and target languages, when DCs are inserted,
omitted or their specificity is changed.

Another line of work uses automatic word align-
ments to generate cross-lingual lexica of connec-
tives. For example, Bourgonje et al. (2017) extract
alignments between German and Italian adversative
connectives that are identified based on connective
lexicons of both languages. Özer et al. (2022) link
the multilingual annotation of the TED-MDB cor-
pus (Zeyrek et al., 2019) to induce multilingual
connective lexicons. Robledo and Nazar (2023)
examine the mapping of English and Spanish con-
nectives in order to identify possible new categories
of relation senses. In this work, we use a similar
technique to investigate whether connectives are ex-
plicitated by insertion or specification. In contrast
to existing work, we also use language-specific
discourse parsers to identify connectives and ex-
clude tokens of non-discourse usage in English and
German texts. We then use a neural word aligner
which has reported lower error rates compared with
statistical aligners.

3 Methodology

3.1 Data
We analyze the parallel texts taken from the Eu-
roparl Direct Corpus (Cartoni and Meyer, 2012),
which are proceedings from the European Parlia-
ment. A total of 33 proceedings are used in the
analyses.2 The data contains 171k tokens of En-

2These 33 proceedings are selected because they overlap
with instances included in the discourse-annotated DiscoGeM

glish texts and their German translation from 18
proceedings, and 95k tokens of German texts and
their English translation from 15 proceedings.

3.2 Identification and alignment of DCs in
English and German texts

We use two language-specific parsers to identify
and annotate the discourse relations in the English
and German texts. We use the Discopy parser
(Knaebel, 2021) to identify and classify DCs in the
English original and translated texts. This parser
considers the semantic representation of a connec-
tive token and its contexts. The classifier distin-
guishes discourse and non-discourse usage of the
connective and labels each with a sense label based
on the PDTB 2.0 framework (Prasad et al., 2008).
The reported accuracies are 97.20% for connective
identification, and 92.12% / 86.26% respectively
for 4-way coarse-grained / 14-way fine-grained
classification of the relation sense.

For the German texts, we use the German Shal-
low Discourse Parser (Bourgonje and Stede, 2018;
Bourgonje, 2021) to identify and classify DCs in
the German original and translated texts. The
parser is based on a BERT architecture with addi-
tional syntactic features and ambiguity knowledge
from the DimLex lexicon (Stede, 2002). It has been
trained on the Potsdam Commentary Corpus (PCC)
2.2 (Bourgonje and Stede, 2020) to predict a sense
labels defined in the PDTB 3.0 hierarchy (Webber
et al., 2019). The reported results on the accuracy
of this German parser regarding discourse-usage
identification is 87.57% and 85.63% / 80.57% re-
spectively for 4-way coarse-grained / 16-way fine-
grained classification of the relation sense.

We align the identified connectives cross-
lingually using the Awesome Align word alignment
model (Dou and Neubig, 2021), which extracts cor-
responding tokens (including m:n mappings and
“null" alignments) in a pair of bilingual sentences
based on multilingual embeddings of the tokens
and fine-tuned on parallel texts. An error rate of
15.1% is reported evaluating against human anno-
tation of English-German word alignments (of all
words, not just DCs), which out-performs statisti-
cal alignment models such as GIZA++ (Och and
Ney, 2000) and eflomal (Östling and Tiedemann,
2016).

To ensure that the annotation tools produce reli-
able output for our data, we manually analyzed the

corpus (Scholman et al., 2022), which could be used in future
contrastive studies.
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automatic annotations of 200 randomly extracted
connective pairs each from the English-German
and German-English translation data. The accu-
racy (precision) of connective identification and
4-way sense classification are 85% and 92% for
English and 83% and 90% for German. The align-
ment accuracy is 90%. Taking into account error-
propagation, in our analysis, we annotate DCs only
on one side and analyze their alignment to the other
side without considering whether the aligned words
are also identified as DCs. In addition, we improve
the automatic annotations by syntactic rules that
remove unlikely DC candidates (e.g. damit...,..zu..
is not a DC) and “unalign" tokens that cannot mark
connectives, such as ‘power’ or ‘reading’). We
analyze the alignments of the source/target English
and German texts respectively, in order to identify
explicitation and implicitation in both translation
directions.

3.3 Quantifying specificity of connectives

We determine the specificity level of each English
and German connective based on their manual an-
notation in existing discourse-annotated resources.
For English connectives, we extract the distribution
of sense labels (after removing the speechact and
belief tags) assigned to the explicit connectives in
PDTB3.0. We extract the sense distribution of each
German connective similarly based on their sense
annotation in the PCC2.0 corpus (Bourgonje and
Stede, 2020).

It is possible that the corpora from which we
extract the specificity information differ in domain
or aspects of how the annotation schemes were ap-
plied, such that in one language, a wider variety of
relations was annotated than in the other. In order
to remove such effects, we define the specificity
of each connective by the entropy of its sense dis-
tribution in relation to the entropy of all explicit
relations in the corresponding corpus. We further
round the values to 1 decimal place. We call this
measure relative entropy.

Overall, we assign relative entropy to 173 En-
glish and 126 German connective types. The av-
erage relative entropy of the English and German
connectives are 0.122 and 0.065 respectively.

Connectives that are aligned to “null” in the
target text are considered omissions, and connec-
tives that are aligned to “null” in the source text
are considered insertions. Similarly, connectives
in the source and target texts that are aligned to

a less specific connective are identified as under-
specification and specification respectively.

4 Results

We first look at how connectives are implicitated
and explicitated in English and translations, and
then we will take a closer look at how the English
and German connectives correspond to each other.

4.1 Implicitation & explicitation of DCs
A total of 8058 English and 9739 German con-
nectives have been identified and annotated by the
discourse parsers and aligned. Table 1 shows the
proportions of automatically identified connectives
that are aligned to “null" or a DC of higher en-
tropy in the other language, grouped by four cat-
egories of relations as identified by the discourse
parsers. Alignments of connectives in the source
texts to “null" or a higher entropy DC means
omission and under-specification, while the cor-
responding alignments of connectives in the target
texts would mean insertion and specification in
translation.3

It can be observed that, when translating from
English to German (top sub-table), more DCs are
added than removed (26.1% vs 13.8%). The reverse
is observed in German to English translation (bot-
tom sub-table), where more DCs are removed than
added (21.6% vs 12.3%). The same tendency is
observed for under-specification and specification.
This confirms the previous qualitative conclusion
that German is more explicit in terms of discourse
relation marking (Becher, 2011b,a).

Zufferey and Cartoni (2014) and Zufferey (2016)
found that, based on the analysis of the translation
of a subset of connectives, explicitation is not a
general phenomenon. The roles of the source and
target languages, the type of relations, and the spe-
cific DCs all have influences. We also see different
patterns of explicitation depending on the transla-
tion directions and category of relations, e.g., CON-
TINGENCY relations are explicitated more often in
English than in German.

Moreover, our analysis of connectives typically
expressing all types of relation senses provides a

3The implicitation and explicitation proportions do not
add up to 100%, because: 1) the proportions are normalized
against the total connective counts of the each source/target
language; and 2) overall, 58.0% of the connectives have been
aligned to a connective of the same specificity level, and the
specificity scores of 22.7% of the identified connectives or the
aligned tokens is unknown (i.e. those tokens are not annotated
in PDTB3.0 or PCC2.0).
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EN→DE EN original (171K tokens) DE translation (164K tokens)
align to a DC of align to a DC of

ttl. DC align to ‘null’ higher rel. ent. impl. ttl. DC align to ’null’ higher rel. ent. expl.
count (omission) (under-specif.) total count (insertion) (specification) total

EXPANSION 2329 13.1% 9.2% 22.4% 2821 20.6% 3.1% 23.7%
CONTINGENCY 906 16.8% 6.8% 23.6% 1383 33.0% 18.7% 51.8%
COMPARISON 978 7.5% 13.3% 20.8% 979 24.9% 35.4% 60.4%
TEMPORAL 426 25.6% 13.8% 39.4% 505 40.2% 16.6% 56.8%
Total 4639 13.8% 10.0% 23.8% 5688 26.1% 13.7% 39.8%

DE→EN DE original (95K tokens) EN translation (107K)
align to a DC of align to a DC of

ttl. DC align to ‘null’ higher rel. ent. impl. ttl. DC align to ’null’ higher rel. ent. expl.
count (omission) (under-specif.) total count (insertion) (specification) total

EXPANSION 1876 17.6% 3.0% 20.7% 1605 13.8% 20.1% 33.9%
CONTINGENCY 1146 24.5% 16.8% 41.3% 831 10.5% 7.8% 18.3%
COMPARISON 638 21.2% 32.1% 53.3% 673 9.5% 15.9% 25.4%
TEMPORAL 391 32.7% 6.4% 39.1% 310 15.8% 41.9% 57.7%
Total 4051 21.6% 11.8% 33.4% 3419 12.3% 18.3% 30.6%

Table 1: Proportions of connectives that are not aligned to any words in the target text (omission) or the source
text (insertion); and connectives that are aligned to a connective of higher relative entropy (rel. ent.) in the
target text (under-specification) or the source text (specification). Impl. and expl. totals are based on the sum
of omission/insertion and under-specification/specification respectively. Bolded proportions refer to proportions
of explicitation exceeding the proportions of implicitation of the same type in the opposite translation direction
(compared against the sub-table in diagonal).

Implicitation Explicitation
EN→DE omission EN→DE insertion
and (177), also (69), und (287), dann (121),
when (62), if (49), wenn (88), also (61)
but (43), so (41) damit (57), aber (52)
DE→EN omission DE→EN insertion
und (105), dann (105), and (158), also (26),
aber (78), sondern (68), but (26), if (25)
wenn (52), deshalb (49) when (25), so (13)
EN→DE under-specif. EN→DE specification
also→ auch (173), but→ jedoch (89),
but→ sondern (113), however→ jedoch (82),
then→ dann (54), but→ doch (70),
because→ da (22), when→ wenn (67),
so that→ damit (16) although→ obwohl (26)
DE→EN under-specif. DE→EN specification
aber→ however (80), auch→ also (281),
wenn→ when (67), dann→ then (126),
jedoch→ however (32), sondern - but (86),
denn→ for (30), damit→ so that (25),
allerdings→ however (12) sondern→ rather (13)

Table 2: The most freqent connective omissions, inser-
tions, under-specifications and specifications (counts in
brackets) in both translation directions.

more comprehensive picture. The results show that
the explicitation strategy also differs across differ-
ent relation senses and translation directions. For
example, relations are explicitated more by inser-
tion, while more relations in German translation,
in particular temporal relations, are explicitated by
specification in English. Within German transla-
tion, many CONTINGENCY (33.0%) and TEMPO-
RAL connectives (40.2%) are inserted, while com-

paratively, COMPARISON relations are explicitated
more by specification (35.4%).

To find out whether these patterns can be ex-
plained by obligatory explicitations or translation-
inherent explicitions, we look at the connec-
tives that are most frequently omitted/inserted and
(under-)specified, see Table 2. It can be seen that
connectives that are most frequently added in the
translation, are also those that are most frequently
omitted in the opposite translation direction, con-
sistent with reports by Hoek et al. (2015) and sup-
porting the findings of Becher (2011b) that most ex-
plicitations are obligatory due to the cross-lingual
contrast of English and German.

Taking into account obligatory translation ef-
fects, we still find more explicitation in the trans-
lation than would have expected (see bolded fig-
ures in Table 1). In other words, the Explicitation
Hypothesis is quantitatively confirmed for both ex-
plicitation strategies, translation directions and all
categories of relations, save two exceptions: CON-
TINGENCY and TEMPORAL connectives are fre-
quently dropped in English to German translation
and they are not counter-balanced by the insertion
in German to English translation. Table 2 sug-
gests that the high rate of these omissions could
be attributed to the dropping of when, if and so in
English to German translation. Previous work has
found that CAUSAL DCs like so are often omitted
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due to processing ease (Hoek et al., 2017).
In addition, many of the explicitated COMPARI-

SON relations come from the translation of but and
however, which are ambiguous because they can
signal both CONTRAST and CONCESSION relations.
The German translation often specifically signals
CONCESSION, such as jedoch and allerdings. We
will analyze some of these cases in Section 5 to
see if such explicitation is obligatory or translation-
inherent.

4.2 Cross-lingual correspondence of DCs

Next, we look into the mutual correspondence be-
tween English and German connectives. Figure 1
shows the normalized distribution of the alignment
between each source connective (x-axis) and their
translation (y-axis; at least the top two most com-
mon translations are displayed). Higher numbers
/ darker colors represent more frequent translation
alignments.

It can be observed that some connectives have
one or two dominating translations (e.g. English:
also, and, if, then; German: auch, und, weil), while
others can have an even distribution of various
translations (e.g. English: so, but; German: de-
shalb). While many of the correspondences in
the two translation directions are asymmetrical
(e.g. 82% of auch is translated to also, but only
45% of also is translated to auch), some correspon-
dences are symmetrical, indicating that the pair of
connectives are of mutual correspondence (e.g. and
is frequently translated as und and vice versa; the
same goes for then and dann).

Figure 1 also suggests a general trend that En-
glish connectives are translated to a wider range
of German connectives, while German connectives
more often have one dominating English transla-
tion (more darker color cells in the bottom figure).
It is to be expected that English connectives are
more ambiguous than German, as English is less
explicit in terms of discourse markedness (House,
1997; Becher, 2011a). We quantify this observa-
tion by considering the cross-lingual specificity of
English and German connectives based on the di-
versity of their translations. This is calculated as
the entropy of the distribution of alignments of
each unique connective in the source texts (i.e. the
entropy of the distribution per column in Figure
1). Figure 2 shows the distribution of connectives
grouped by the entropy of their translation align-
ments. Connectives with less than 20 occurrences
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Figure 1: Alignment between connectives in the source
texts (x-axis) with their corresponding tokens in transla-
tion (y-axis); the first row _implicit_ means the connec-
tive is not aligned to any words in the target sentence,
and the last row _others_ refers to the proportions of
alignments to tokens that are not displayed on the y-
axis.

are not included since the alignment distributions
may divert from the actual distribution due to their
sample size. It can be seen that most English DCs
are more versatile and correspond to a wide range
of German DCs, while a normal distribution is ob-
served for the German DCs: some DCs have more
correspondences and some have less.

To summarize, the automatic connective annota-
tion and alignment procedure allows us to extract
the complex mapping between connectives empir-
ically and instantly. This enables us to identify
systematic patterns such as the overall specificity
of English connectives in terms of English-German
translation. We found empirical evidence that ex-
plicitations counter-balance and exceed opposite
implicitation.
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Figure 2: Distribution of connectives grouped by the
entropy of their translation alignment.

We however also note that one needs to con-
sider the effect of possible annotation errors using
such an automatic approach. Based on our manual
inspection of the 400 alignments, most of the er-
ror comes from the over-identification4 of English
and and German und: these often did not function
as connectives, but were identified as such by the
parsers. In most of these cases, and and und were
aligned, which means that they were not counted as
explicitation nor implicitation. Consequently, our
reported explicitation / implicitation rate of EXPAN-
SION could actually be higher, because the sample
size should be smaller. Regarding errors specific to
the alignment of connectives, we found that most
alignment errors were false positives (i.e. a connec-
tive was aligned to a non-connective word, when in
fact it was supposed to align to null), meaning the
insertion / omission rates could actually be higher.5

Therefore, manual qualitative analysis is still nec-
essary to confirm the findings. This will also be
demonstrated in the next section.

5 Qualitative analysis

The qualitative results show that there are more
explicitations in translation after counter-balancing
implicitation in the other translation direction. Now
the question is, are these explicitations actually
coming from the nature of the translation process,
or are they due to the contrast between the two
languages or other reasons? We try to gain some
insights through a qualitative analysis.

4Note that the manual inspection did not include cases
where a connective was missed by the parsers.

5The relative entropy of the falsely aligned words would
most likely be “unknown”, so they are not counted as (under-
)specification.

We analyze the alignment instances to see if
the explicitated translations are obligatory or
translation-inherent (see Sec. 2.1). This analysis
revealed various cases of obligatory explicitation.
First, Table 1 shows that TEMPORAL relations are
often specified in German to English translation.
Table 2 suggests that the high explicitation rate
of German TEMPORALs can be attributed to the
frequent specification of dann (which can signal
both TEMPORAL and CONDITIONAL according to
PCC2.0) to then (which dominantly signals TEMPO-
RAL in PDTB3.0). These explicitations are likely
to belong to obligatory explicitations, because then
is the only English DC that signals a PRECEDENCE

relation like dann does, and has a similar level of
markedness.

Second, for German translation, Table 1 also
reveals that COMPARISON relations are often speci-
fied. The high specification rate of English COM-
PARISONs comes from the frequent translation of
but to jedoch or doch, and however to jedoch, as
seen in Table 2. The translation of however to
jedoch might also be categorized as obligatory ex-
plicitation. The two connectives are very similar in
their meaning and usage (both are predominantly
be used to mark CONTRAST and CONCESSION),
but English however is also occasionally used to
mark SYNCHRONOUS relations among its many an-
notations in PDTB3.0 – this sense did not occur for
jedoch in the PCC2.0. Similarly, the frequent speci-
fication of wenn to when belongs to this case. Wenn,
which can ambiguously signal a CONDITION or
SYNCHRONOUS relation, often has to be translated
to the less specific when to mark a SYNCHRONOUS

relation naturally because of a lack of other suitable
DCs in English.

The translation of but to doch/jedoch differs
from the previously discussed obligatory explic-
itations and might actually be translation-inherent:
translators could have translated but to aber, which
matches but semantically and also in terms of
strength and specificity, instead of specifying the
relation with jedoch or doch. To gain further in-
sight into the reason for these explicitations, a
trained translator manually analyzed these cases
using a “substitution test": we produced an alter-
native translation using aber, making necessary
grammatical changes. If the resulting translation
is equally acceptable, then it could be a case of
translation-inherent explicitation.

We found that in 35% of the but-instances that
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were translated into doch/jedoch, these more spe-
cific could have been chosen because the resulting
syntactic or stylistic structure is preferred; that is,
they do actually appear to be cases of obligatory
explicitation. For example:

It is important to have EU and national targets,
but it is also important to have a European direc-
tive...
Es ist zwar wichtig, Ziele auf EU- und einzel-
staatlicher Ebene zu setzen, doch ist es ebenso
wichtig, eine europäische Richtlinie zu schaffen...

In this case, having chosen zwar in the previous
clause, the translator likely used doch, because they
often occur together. But in 65% of the cases, the
use of aber is equally acceptable, and thus these
cases appear to represent translation-inherent ex-
plicitation. For example:

Its starting point is the European Year Against
Racism 1997 but the context has moved on sig-
nificantly.
Ausgangspunkt war das Europäische Jahr gegen
Rassismus 1997, doch/aber der Kontext wurde
seither beträchtlich weiterentwickelt.

Among these acceptable cases, in 38% of the total
cases, doch or jedoch sometimes fit better to the
formality of a parliament discussion, while but is a
lighter DC typical in spoken English, for example:

But as has been pointed out, the adoption of a
rigorous definition of the precautionary principle
is crucial.
Doch, wie bereits festgestellt wurde, ist dabei die
Verabschiedung einer strikten Definition des Vor-
beugeprinzips von entscheidender Bedeutung.

One possible explanation is the domain gap be-
tween the source and target texts. The source texts
of the Europarl corpus are prepared speeches of the
parliament, while the target texts are the published
translation of these scripts. In other words, the
source texts are prepared to be spoken while the
target texts are for reading. This could be a reason
that the discourse relations in the translated texts
of the Europarl corpus are more specified than the
original texts, corresponding to the situational and
translation-task variables as discussed in House
(2004). Analysis on data from another genre could
confirm this domain and genre effect.

6 Discussion

The current study investigated explicitation and
implicitation of discourse connectives in English-
German parallel texts. To gain a comprehensive
insight of the patterns underlying explicitation, we

exploited an automatic approach to connective iden-
tification and alignment, which allowed us to study
a large variety of connectives (173 English and 126
German connective types) and many samples per
language (8058 English and 9739 German connec-
tives were identified in our dataset). We evaluated
the feasibility of this approach by first studying
whether we could replicate the established effect
of explicitation in translation between English and
German texts. We furthermore extended existing
findings by defining explicitation in a more fine-
grained sense as specification of the relation sense,
and investigating whether we can see a similar pat-
tern of explicitation of connectives for those con-
nectives that were already explicit in the source
text.

Our quantitative results provide strong evidence
for the Explicitation Hypothesis: taking into ac-
count the counter-balance of implicitation in the
opposite translation direction, there is still consid-
erable more explicitation in translation. Manual
qualitative analysis suggests that a domain effect
may have played a role. These findings are in line
with already established effects in prior work, and
thus support the reliability of the insights that the
automatic approach can provide.

We also propose a novel method of studying ex-
plicitation in translation, namely by considering
the relative entropy of corresponding connectives
in parallel text. Our results showed that the gen-
eral pattern of explicitation in translation replicates
to specification of connectives. Furthermore, we
found that English connectives are generally less
specific than German ones, considering all types of
connectives and their translation in our data. The
large-scale alignments provide additional insights,
such as the fine-grained interaction between rela-
tion type and explicitation strategy across different
languages. Such analyses would not have been pos-
sible without taking into account how all types of
DCs are translated within the same span of text and
a well-defined measure to identify cross-lingual
specificity gap.

We conclude that discourse relations indeed tend
to be explicitated in translation. Our proposed auto-
matic approach is feasible for studying translation
of connectives in parallel text. We were able to
replicate known effects for German-English trans-
lations and extend these findings to specification
of connectives using relative entropy. The cross-
lingual analysis in large scale allows us to identify
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language-specific patterns in discourse production,
which is useful for the generation of multi-lingual
discourses. Future work will focus on applying a
similar methodolgy to less studied language pair-
ings to gain further insight into the generalizability
of DC translation and production patterns.
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Abstract

Despite recent advances in Natural Language
Processing (NLP), hierarchical discourse pars-
ing in the framework of Rhetorical Structure
Theory remains challenging, and our under-
standing of the reasons for this are as yet lim-
ited. In this paper, we examine and model
some of the factors associated with parsing dif-
ficulties in previous work: the existence of im-
plicit discourse relations, challenges in identify-
ing long-distance relations, out-of-vocabulary
items, and more. In order to assess the relative
importance of these variables, we also release
two annotated English test-sets with explicit
correct and distracting discourse markers asso-
ciated with gold standard RST relations. Our re-
sults show that as in shallow discourse parsing,
the explicit/implicit distinction plays a role, but
that long-distance dependencies are the main
challenge, while lack of lexical overlap is less
of a problem, at least for in-domain parsing.
Our final model is able to predict where errors
will occur with an accuracy of 76.3% for the
bottom-up parser and 76.6% for the top-down
parser.

1 Introduction

Powered by pretrained language models, recent ad-
vancements in NLP have led to rising scores on
a myriad of language understanding tasks, espe-
cially at the sentence level. However, at the dis-
course level, where analyses require reasoning over
multiple sentences, progress has been slower, with
generalization to unseen domains remaining a per-
sistent problem for tasks such as coreference reso-
lution (Zhu et al., 2021) and entity linking (Lin and
Zeldes, 2021).

One task which remains particularly challenging
is hierarchical discourse parsing, which aims to
reveal the structure of documents (e.g. where parts
begin and end, which parts are more important than
others) and make explicit the relationship between
clauses, sentences, and larger parts of the text, by

Figure 1: An RST analysis of a vlog excerpt. Tokens
highlighted in red are discourse markers associated with
relations in the tree, while tokens highlighted in blue
are distractors, with no corresponding relation.

labeling them as expressing a type of e.g. CAUSAL,
ELABORATION, etc. More specifically, hierarchi-
cal discourse parses identify connections between
elementary discourse units (EDUs, usually equated
with propositions) in a text or conversation, classify
their functions using a closed tag set, and form a
recursive tree structure, which indicates the locally
most prominent EDU in each tree or subtree. Fig-
ure 1 shows an example tree in the most popular
hierarchical discourse formalism, Rhetorical Struc-
ture Theory (RST, Mann and Thompson 1988), in
which the list of units 37–38 is the most promi-
nent (being pointed to by other units directly or
indirectly), and discourse relation labels such as
CAUSE are identified using edge labels, whose def-
initions in RST are based on the rhetorical effect
which the writer (or speaker) is thought to be con-
veying to the reader (or hearer).

There is by now substantial evidence show-
ing that even for a high resource language like
English, state-of-the-art (SOTA) neural RST dis-
course parsers, whether employing a top-down or a
bottom-up architecture, do not perform well across
domains (Atwell et al., 2021, 2022; Yu et al., 2022;
Aoyama et al., 2023), with some crucial tasks, such
as predicting the most prominent Central Discourse
Unit (CDU) of each document, performing at just
50% (Liu and Zeldes, 2023). At the same time,
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we do not have a good understanding of what ex-
actly prevents good performance—is it the fact
that some relations are well-marked (for example,
most CONTINGENCY relations are marked by the
discourse marker (DM) if, but most EVALUATION

relations lack a common marker)? Conversely, is
the presence of distracting markers not associ-
ated with the correct relation (e.g. an additional
temporal marker such as then inside a unit with
a non-temporal function)? Alternatively, is it the
difficulty in identifying high-level relations, be-
tween groups of multiple sentences or paragraphs,
compared to less tricky intra-sentential relations
between clauses? Or is it just the prevalence of
out-of-vocabulary (OOV) items in test data?

In this paper, we would like to systematically
evaluate the role of these and other factors con-
tributing to errors in English RST discourse parsing.
Our contributions include:

• Annotation and evaluation of the dev/test
sets of the English RST-DT (Carlson et al.,
2003) and GUM datasets (Zeldes, 2017), for
explicit relation markers, as well as distracting
markers not signaling the correct relation;

• Parsing experiments with two different SOTA
architectures to examine where degradation
happens;

• Development and analysis of multifactorial
models predicting where errors will occur and
ranking importance for different variables;

• Qualitative and quantitative error analysis.
Our results reveal that while explicit markers and
distractors do play a role, the most significant pre-
dictor of difficulty is inter-sentential status and the
specific relation involved. At the same time, our
error analysis indicates that distractors often cor-
respond to true discourse relations which are not
included in the gold-standard tree, but may be in-
cluded in alternative trees produced by other anno-
tators. In addition, we find that OOV rate plays only
a minor role, that architecture choice is presently
not very important, and that genre continues to mat-
ter even when all other factors are known. All code
and data are available at https://github.
com/janetlauyeung/NLPErrors4RST.

2 Related Work

2.1 Discourse Structure in Discourse Parsing
Discourse parsing is the task of identifying the co-
herence relations that hold between different parts

of a text. Regardless of discourse frameworks
or formalisms, identifying intra-sentential, inter-
sentential, or inter-paragraph discourse relations
may pose different levels of difficulty to parsers
due to their various characteristics and levels of
explicitness (e.g. Zhao and Webber 2021; Dai and
Huang 2018; Muller et al. 2012). Intuitively, this
becomes increasingly important for discourse pars-
ing in a hierarchical framework such as RST, where
long-distance relations are more frequent.

Researchers have therefore been considering
ways of dealing with long-distance relations for
nearly twenty years, starting with the structure-
informed model proposed by Sporleder and Las-
carides (2004) to tackle local and global discourse
structures such as paragraphs. Other multi-stage
parsing models, for example, as developed by Joty
et al. (2013, 2015), have taken into account the dis-
tribution and associated features of intra-sentential
and inter-sentential relations, achieving competi-
tive results for English document-level parsing.

Later models expanded on these approaches
by incorporating paragraph information to better
capture high-level document structures. For in-
stance, Liu and Lapata (2017) proposed a neu-
ral model leveraging global context, enabling it
to capture long-distance dependencies and achiev-
ing SOTA performance. Yu et al. (2018) used
implicit syntactic features in a hierarchical RNN
architecture. Active research continues on devel-
oping multi-stage parsing algorithms aiming at
capitalizing on structural information at the sen-
tence or paragraph-levels (Wang et al., 2017; Lin
et al., 2019; Kobayashi et al., 2020; Nishida and
Nakayama, 2020; Nguyen et al., 2021).

2.2 Explicit and Implicit Relations in RST

Unlike in hierarchical RST parsing, work on shal-
low discourse parsing in the framework of the Penn
Discourse Treebank (PDTB, Prasad et al. 2014), in
which relations apply between spans of text with-
out forming a tree, has long distinguished explicitly
and implicitly marked discourse relations. Explicit
relations are signaled by connectives such as ‘but’
or ‘on the other hand’, while implicit ones lack such
marking. It is well-established that shallow pars-
ing of explicit discourse relations is substantially
easier due to the availability of connective signals,
which, although not unambiguous, narrow down
likely senses for relations. For example, the best
systems from Knaebel (2021) achieved an F1 score

32



of 62.75 on explicit relations and an F1 score of
40.71 on implicit relations for Section 23 of WSJ
using PDTB v2 (Prasad et al., 2008). The DISRPT
shared task created a relation classification task in
2021 (Zeldes et al., 2021), and the 2023 edition
(Braud et al., 2023) reported separate mean accu-
racy scores for explicit (79.32) and implicit (50.85)
relations across six datasets in 4 languages.

RST datasets used in hierarchical discourse pars-
ing do not make such a distinction, in part because
RST trees include very high-level relations between
entire sections of documents, which are less likely
to be marked by such items. As a result, such a
distinction is not available, meaning that we are in
the dark regarding the prevalence and importance
of such markers for RST parsing.

We are aware of two prior works analyzing con-
nectives for RST data: the RST Signalling Corpus
(RST-SC, Das et al. 2019) analyzes each relation
in the English RST-DT dataset, indicating which
relations were signaled by a DM (DMs roughly
include the same items as PDTB connectives; see
Webber et al. (2019) and Das and Taboada (2014)
for complete inventories of markers). However, the
data is limited to newswire material and does not
provide an alignment of analyses to actual tokens,
limiting the possibilities for model building (i.e. we
only know whether a DM was present somewhere,
but not which token in the text it was or in which
exact EDU it appeared). It also does not indicate
whether DMs were present which did not signal the
relation in the tree (i.e. distractors). Although pre-
vious efforts targeted DM tokens in RST-DT (Liu
and Zeldes, 2019) as well as such DM tokens in
non-newswire texts (Liu, 2019), no previous study
has examined the role of DMs in RST parsing.

Stede and Neumann (2014) enriched an RST
corpus of German with token-aligned connectives
and the relations they signal, allowing investigation
of their positions and the presence of distracting
connectives. However, the annotations were not
mapped to the RST relations in the corpus, making
exact inferences again tricky, and the size of the
corpus (32K tokens) precludes training high quality
models. This corpus too is limited to the newspaper
domain, which also motivates us to annotate genre-
rich data, described in the next section.

Finally we note that data in other frameworks,
including not only PDTB but also SDRT (Seg-
mented Discourse Representation Theory, Asher
and Lascarides 2003), contains multiple concurrent

discourse relations, providing information about
the presence of competing or distracting relations.
However, SDRT data does not include connective
annotations, and apart from the coverage of RST-
SC’s overlapping data with the Wall Street Journal
(WSJ) in PDTB, there is no way to extract a map-
ping between connectives and RST relations in any
existing dataset (for attempts at aligning PDTB and
RST-DT, see Demberg et al. 2019).

In this paper, we therefore begin by creating
hand-annotated data (using rstWeb, Gessler et al.
2019) associating exact DM tokens with RST-style
relations, or indicating their status as distractors,
not associated with any relation in the gold tree.
These latter DMs are especially interesting, since
they could indicate that some parser errors are not
exactly errors, instead corresponding to concurrent
relations not present in the gold trees.

3 Data

To examine the role of explicit vs. implicit relations
in parsing errors, we first need to know which re-
lations were explicitly signaled. To that end, we
use PDTB’s methodology to define explicit connec-
tives. Note that RST papers often use the term DM
without clear inventories; from this point on we
will use ‘DM’ for brevity, but strictly adhere to the
PDTB English inventory. Specifically, we annotate
data from the two largest RST corpora for English,
covering the test set of RST-DT1 (Carlson et al.,
2003) and the test and dev sets of GUM (Zeldes,
2017) , with 1) discourse markers (including ‘dis-
tractor’ DMs) and 2) associated relations, thereby
attaching DMs to each relation they signal, or no
relation. Table 1 gives an overview of the data.

RST-DT GUM v9

# of docs 385 213
train/dev/test 347 / – / 38 165 / 24 / 24

# of toks 203, 352 203, 780
# of EDUs 21, 789 26, 310
# of genres 1 12
# of relation labels 78 32
# of relation classes 17 15
# of relation instances 18, 630 23, 451

Table 1: Overview of the Largest English RST Corpora.

Inter-Annotator Agreement To assess the reli-
ability and quality of the human annotations, we
conduct an inter-annotator agreement study on the
test set of RST-DT and report average mutual F1

1RST-DT has no established separate dev set.
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scores. The use of RST-DT can also facilitate some
comparisons between the PDTB and RST frame-
works as a number of documents from the WSJ
section of the Penn Treebank (Marcus et al., 1993)
were annotated in both PDTB v3 and RST-DT. In
total, we double-annotated 38 documents, divided
to overlap among three annotators. For DMs, the
average F1 score was 95.2, and for associated rela-
tions, the average F1 score given a DM was 96.7.
These scores indicate a high agreement between
annotators for both tasks.

Automatic Parses In order to examine pars-
ing errors from different architectures, we select
two SOTA-performing parsers to obtain automatic
parses: a BOTTOM-UP one from Guz and Carenini
(2020), using their best SpanBERT-NoCoref
setting, and a TOP-DOWN one from Liu et al.
(2021) using XLM-RoBERTa-base (Conneau et al.,
2020). Following recommendations by Morey et al.
(2017), we use the more stringent original Parseval
metric on binary trees. Table 2 shows reproduced
5-run average scores on both test sets.2 It is clear
that scores of both architectures are neck and neck,
which raises questions on whether, beyond numeric
scores, they find similar or different data difficult.

corpora GUM v9 RST-DT

metrics S N R S N R

BOTTOM-UP

Guz and Carenini (2020)
70.4 57.7 49.9 76.5 65.9 54.8

TOP-DOWN

Liu et al. (2021)
71.9 58.9 51.7 76.5 65.8 54.8

Table 2: Parsing Performance on GUM v9 and RST-
DT test with Gold EDU Segmentation (5 run aver-
age). S=Span (whether subtrees span the right EDUs);
N=Nuclearity (whether edges point the right way);
R=Relation (whether labels are correct).

4 Analysis

Strictly speaking, the types of errors that top-
down and bottom-up parsers make are not identi-
cal: while bottom-up, and in particular shift-reduce
parsers see analyzed preceding discourse units,
grouped in a stack, and remaining discourse units
in an upcoming queue, top-down parsers analyze
a domain of ungrouped tokens to be split and de-
termine the optimal split point and label for each
decision. Because we want to analyze what pro-
motes errors both across and for each architecture,

2Validation performance of each parser on both corpora is
provided in Appendix A.

Figure 2: An Example of an RST Constituent Fragment
converted into the Discourse Dependency Structure fol-
lowing Li et al. (2014).

we adopt an output-centric view, analyzing EDUs
at which parsers do and do not make errors based
on their properties in the completed gold vs. pre-
dicted tree. At the same time, we do not want our
results to be swayed by coincidental variations in
neural models, which can have far-reaching conse-
quences due to cascading errors. Instead, we train
five models in each architecture, i.e. five training
runs, each with a different random seed produc-
ing a different initialization for the parser: if only
one model fails to predict a relation, it may not be
very hard, while 4–5 errors would be indicative of
genuinely hard relations.

Additionally, since models ultimately confront
different inputs as a result of such cascaded deci-
sions, we will use a dependency representation of
both the gold and predicted RST trees, following
the dependency conversion as defined by Li et al.
(2014),3 as exemplified in Figure 2. Although RST
uses constituent discourse trees, focusing on each
EDU and its dependencies will make it possible to
make meaningful comparisons across models, and
to intuitively understand how challenging EDUs
are at any point in each document, regardless of
whether or not they head large constituent struc-
tures. In Section 4.2 we will also incorporate the
spanned domain of each head EDU’s constituent
block as an additional feature to assess the role of
block size in predicting errors.

4.1 Explicit vs. Implict Relations

Table 3 shows the distribution of explicit or
unmarked relations across the genres in the
dev+test sets of GUM v9 and in comparison
to RST-DT’s test set, for each relation class and
overall. The results for RST-DT are consistent with
previous work, with 17.0% of test data relations
being marked, similarly to the 18.2% identified
by Das and Taboada (2017) for the entire corpus
(but not anchored to specific tokens). An exami-

3The conversion code is available at https://github.
com/amir-zeldes/rst2dep.
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# of
explicit

explicit
prop.

# of
implicit

implicit
prop.

# of
distractor

distractor
prop.

RST-DT 398 17.0% 1948 83.0% 81 3.5%
GUM v9 1198 21.7% 4332 78.3% 174 3.1%

academic 73 16.1% 380 83.9% 13 2.9%
bio 66 18.4% 292 81.6% 11 3.1%
conversation 100 12.9% 674 87.1% 23 3.0%
fiction 116 23.7% 374 76.3% 15 3.1%
interview 80 20.2% 317 79.8% 8 2.0%
news 73 18.1% 331 81.9% 7 1.7%
reddit 147 28.3% 373 71.7% 20 3.8%
speech 84 19.1% 356 80.9% 9 2.0%
textbook 95 21.3% 352 78.7% 9 2.0%
vlog 180 35.8% 323 64.2% 38 7.6%
voyage 69 22.4% 239 77.6% 9 2.9%
whow 115 26.4% 321 73.6% 12 2.8%

mean 99.8 21.9% 361 78.1% 14.5 3.1%

Table 3: Distribution of Explicit and Implicit Relations
as well as EDUs with Distracting DMs in RST-DT
test and dev+test of GUM v9.

nation of distributions by genre in GUM reveals
some differences, highlighted in Table 3, with vlog
exhibiting the most explicit relations, and conver-
sation the fewest, raising the possibility that it may
be more challenging for parsers. And in fact, Liu
and Zeldes (2023) pointed to conversation as the
worst-performing genre at all metric levels using
an older version of the corpus (v8), which had less
conversation data compared to GUM v9.

Looking at the presence of ‘distractor’ connec-
tives, which are not associated with one of the
gold relations in the tree, we see that vlog is the
most prone to such cases, again raising the question
of whether these may pose a problem for parsers,
which may identify a possibly correct relation
that is not prioritized by the gold tree. This situa-
tion appears to be infrequent in the WSJ data from
RST-DT, which has only 81 such cases (3.5%).
Taking a closer look at the types of distractors
across genres in GUM, we see that the most fre-
quent types are ‘and’, ‘but’, and ‘so’, which are
highly ambiguous and common in conversational
data such as vlog and conversation.

Regarding the most and least explicitly signaled
relation classes in GUM v9, Table 4 reveals that
CONTINGENCY is the most explicitly marked class
due to the use of the DM ‘if’, and that the least
explicitly signaled classes are ATTRIBUTION and
ORGANIZATION. The former is almost always
signaled by speech verbs (a verb such as ‘say’ or
‘argue’) and the latter mostly by document lay-
out and graphical features in written texts, or by
back-channeling in conversation data. It is also
worth noting that instances of EVALUATION, RE-
STATEMENT, and TOPIC (used predominantly for
question-answer pairs) are mostly not signaled by
a discourse marker.

relation
class

# of
explicit

explicit
prop.

# of
implicit

implicit
prop.

ROOT 0 0.0% 48 100.0%
ADVERSATIVE 222 55.5% 178 44.5%
ATTRIBUTION 0 0.0% 292 100.0%
CAUSAL 131 53.5% 114 46.5%
CONTEXT 143 31.8% 306 68.2%
CONTINGENCY 99 91.7% 9 8.3%
ELABORATION 64 5.8% 1049 94.2%
EVALUATION 4 1.7% 231 98.3%
EXPLANATION 44 12.5% 308 87.5%
JOINT 409 37.2% 689 62.8%
MODE 52 45.2% 63 54.8%
ORGANIZATION 0 0.0% 331 100.0%
PURPOSE 21 10.7% 176 89.3%
RESTATEMENT 6 3.8% 150 96.2%
SAME-UNIT 1 0.3% 289 99.7%
TOPIC 2 2.0% 99 98.0%

Table 4: Distribution of Explicit and Implicit Relations
across Relation Classes in dev+test of GUM v9.

With these descriptive statistics in hand, we
can examine each parser’s performance on ex-
plicit/implicit relations, as well as on EDUs with
a distracting DM in either the source or target of
the relation (we must consider both ends, since
many DMs can mark either a source or target such
as ‘but’ and ‘so’). Figure 3 shows the density of
relations incurring between 0 and 5 attachment er-
rors (disregarding labels) in each architecture for
GUM, broken down by whether a DM marks the re-
lation (top) and whether a distracting DM is present
(bottom). The figure reveals several important
facts: firstly, DMs are unsurprisingly associated
with fewer errors (t=−7.29, D=0.23, p<0.0001),
with lack of connectives affecting top-down models
slightly more severely (χ2=3.95, φ=0.14, p<0.05).
Secondly, lack of distractors is associated with hav-
ing fewer errors (t=5.0718, D=0.37, p<0.0001),
and this is more pronounced for the bottom-up ar-
chitecture, but the difference between architectures
is not significant here.4 Figure 4 shows the same
kind of density plots for RST-DT.

Although it seems obvious that explicitness will
facilitate parsing and that distractors should be
harmful, it is an open question whether such mark-
ers will remain important once we know about
other factors known to cause problems, such as
OOV items, EDU text length, and intra-sentential
status. To compare these, we construct several re-
gression models predicting the number of errors.
Because the distribution of error numbers is U-

4That said, we recognize that there are also more differ-
ences between these parsers than just the top-down/bottom-up
distinction, so it is possible that with a broader sample of
parsers, more differences would emerge.
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Figure 3: Attachment Error Count Density with and
without DMs or Distractors for Each Architecture in
dev+test of GUM v9.
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Figure 4: Attachment Error Count Density with and
without DMs or Distractors for Each Architecture in
test of RST-DT.

shaped (many cases with zero or five errors, few in
the middle), as shown in Figures 3–4, we cannot
use traditional gaussian models, which assume a
roughly normal distribution of the data. Instead, we
use mixed effects Beta regression, which is suited
to U-shaped data, with a random effect for docu-
ment identity, and re-scale the number of attach-
ment or relation errors to the range 0–1, where
1 means the max 5 model errors. Table 5 shows
significance for each predictor in each model.5

Looking first at GUM on the left, Table 5 shows
that, when given only DMs and distractors, both
features are significant in predicting errors above
a per-document random effect baseline, for both

5Significance for genre, a multi-nominal feature, is com-
puted via a likelihood ratio test comparing the model with and
without this predictor.

architectures. In other words, predicting implicit
relations is unsurprisingly harder in RST, just as it
is for PDTB-style shallow discourse parsing, and
distractors make things even harder.

However, adding the subordination feature (the
second and third pairs of models from the left for
GUM v9), which indicates whether an EDU is in a
subordinate clause (and therefore likely to have an
intra-sentential relation), removes the significance
of the presence of a DM (but not of distractors).
This suggests DMs are less important in predicting
errors (or lack thereof) than intra-sentential status.
Adding some more predictors, a fuller model with
EDU length, OOV rate (the percentage of lexical
items not seen during training per EDU), and genre
does not remove the significance of subordination
status, and shows that OOV rate is not a significant
predictor in this setting. The more complex models
with 6 features also restore some significance for
DMs, albeit to a lesser degree than other predictors.

Moving to RST-DT, we see a similar pattern,
except for a surprising difference between archi-
tectures: in the mixed effects model, presence of
a DM is not a significant predictor for the bottom-
up architecture, while it is significant for top-down.
This pattern is repeated across all sets of features on
the right side of Table 5. For RST-DT, since we do
not have gold syntactic dependency trees, we use
gold intra-sentential relation status to represent the
subord feature. This feature remains highly sig-
nificant in all models across architectures. Finally,
adding all the features to the right-most models
(excluding genre, since RST-DT is all newswire),
OOV rate again fails to reach significance, while
all other features are significant, except for DMs
for the bottom-up architecture models.

These numbers suggest several things: first and
most important, while DMs may be somewhat
important, some representation of intra-sentential
status is the more robust predictor of parsing er-
rors. This effect persists even if we know about
other plausible features, such as EDU length and
OOV rate. This observation fits with the line of
work mentioned above on multi-stage models for
RST parsing, which attempt to learn separate mod-
els for intra-sentential and inter-sentential or inter-
paragraph models (e.g. Kobayashi et al. 2020). Al-
though joint models can perform well on all levels
regardless, we can confirm that there are substantial
differences between these types.

In terms of architecture differences, results for
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corpus GUM v9 RST-DT

architecture bot-up top-down bot-up top-down bot-up top-down bot-up top-down bot-up top-down bot-up top-down

dm <.001*** <.001*** 0.059 0.074 0.003** 0.005** 0.988 0.002** 0.244 <.001*** 0.445 <.001***
distractor <.001*** <.001*** <.001*** <.001*** <.001*** <.001*** <.001*** <.001*** <.001*** <.001*** <.001*** <.001***

subord <.001*** <.001*** <.001*** <.001*** <.001*** <.001*** <.001*** <.001***
length <.001*** <.001*** <.001*** <.001***

oov 0.115 0.262 0.944 0.563
genre <.001*** <.001***

Table 5: Results of the Regression Models for GUM v9 and RST-DT from both Architectures.

RST-DT suggest more sensitivity to DMs for top-
down models, but this result is not reproduced in
GUM. Finally, all models are sensitive to distrac-
tors, which raises questions about the nature of
this sensitivity—what kinds of errors are parsers
making, and more specifically are they predicting
relations corresponding to distractor DMs? We
address these questions in the next sections.

4.2 Predicting Parsing Errors

The results in the previous section quantify the im-
portance of different characteristics of discourse
relations in promoting errors, and the relative dif-
ficulty of implicit relations in SOTA English RST
parsing.

However, the linear model comparing the signif-
icance of explicit DMs, distractors, and features
such as EDU length or OOV rate is rather naive
and leaves out a variety of potentially relevant prop-
erties of subtrees, such as total number of attached
discourse units (which could contribute to ambi-
guity), or the gold relation to be predicted—some
relations are easier to recognize or are less ambigu-
ous, and some relations have high prior likelihood,
making guessing them a safe bet. Although these
properties may not be useful for realistic prediction
of errors when we do not have a gold parse, they
can be of interest for understanding tree properties
which are difficult for parsers to get right.

To make matters even more complex, the fac-
tors mentioned above interact in subtle ways with
each other and with explicit marking status. For
example, CONTINGENCY relations are easy to rec-
ognize thanks to the reliable DM ‘if’ as in (1), but
this is not always the case, as in (2) which uses
subject-verb inversion to mark a conditional. Some
relations are almost never marked by DMs, but may
still be easy, such as ATTRIBUTION, which can be
identified via speech verbs, as in (3).

(1) [Um if you don’t want to do a tour of Pittock

Mansion,]
gold:CONTINGENCY−−−−−−−−−−→[I’d still recommend like

taking the trail up there]GUM_vlog_portland

(2) [“Had it happened an hour later]
gold:CONTINGENCY−−−−−−−−−−→[It

would have been much worse]GUM_news_crane

(3) [Any judge in this country would

agree]
gold:ATTRIBUTION−−−−−−−−−→[that opening and closing

statements along are not a trial.]GUM_speech_impeachment

This complexity means that a realistic model of
difficult parsing environments may need to con-
sider more variables, and the interactions mean
that a simple linear model cannot capture the rich
patterns in the data. In this section, we therefore
use XGBoost (Chen and Guestrin, 2016), a highly
accurate ensemble gradient boosting framework
which is able to harness arbitrary interactions be-
tween features and is highly regularized to prevent
overfitting, meaning it can be expected to find a
near-optimal mapping of our variables to parser
error occurrences. For this experiment, we will
attempt to predict ‘hard’ EDUs, which we define
as EDUs which most models predict incorrectly.

However, it is not immediately clear what kinds
of features we should allow the model to use: on
the one hand, we would like to know what constel-
lations in gold RST trees are difficult, including
the gold relation label or the relative importance of
being a leaf node vs. a hub with many dependents,
as well as the contributions of DMs and distractors.
On the other hand, in a realistic scenario we would
not be able to know whether a DM is a distractor
without knowing the gold relation, and we would
not know how many dependents a node really has.

We thus construct two models: the REALIS-
TIC model only has access to features that can
reasonably be predicted without the gold parse, in-
cluding EDU length in tokens, presence of DMs
(whether helpful or distracting), the incoming syn-
tactic dependency relation (which can be predicted
by a syntax parser), the OOV rate, and genre. The
FULL model, by contrast, has access to all gold fea-
tures, including the gold relation class, intra-/inter-
sentential status, DM vs. distractor presence etc.
The first model is more relevant for realistic scenar-
ios in which we want to diagnose where parser er-
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rors are more likely (or how many we might incur),
while the second is more helpful for understand-
ing what is hard in an RST graph given the gold
graph itself. Note that neither model is fed features
from any outputs of the parser models above: the
parsers are only used to compute the number of
errors at each point, which the XGBoost model
attempts to predict. Figure 5 gives an analysis of
feature importances using classification gain6 for
both the REALISTIC and the FULL models, which
score 67.3% and 76.3% respectively over a major-
ity baseline score of 58.3%, which predicts that
RST parsers will never be wrong, for the bottom-
up architecture. For top-down, the scores of the
two models are 65.3% and 76.6% respectively.
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Figure 5: Feature Importances for the REALISTIC (top)
and FULL (bottom) XGBoost Models for GUM from
both BOTTOM-UP (left) and TOP-DOWN (right) Archi-
tectures. Very important features are highlighted in teal.

The XGBoost library’s plots automatically high-
light the most important features for both parser
architectures, which for the REALISTIC model
is only the syntactic function of the EDU. This
likely indicates the overwhelming importance of
knowing whether an EDU has a typical intra-
sentential role, such as a relative or adverbial
clause, which is likely to be predicted correctly.
The next features begin with length (short EDUs
are likely to have similar ones attested in training
data compared to long ones), then genre (since
some genres are harder), and only then the typical
NLP difficulty predictor, the OOV rate (which is

6Because XGBoost relies on gradient boosting with tree-
based learners, the effect of variable interactions is computed
within the classification gain metric, which is often used to
estimate feature importance (see e.g. Shang et al. 2019).

slightly less useful when EDU length is also known,
since the two correlate). The last feature, presence
of DMs, is still useful but less so, especially since
it folds in occurrences of helpful and distracting
DMs. There are no substantial differences between
top-down and bottom-up here for GUM v9.

Turning to the FULL model, we see that syntac-
tic function is still very important: it beats gold
label for bottom-up models and follows it for top-
down. Some relations are easier than others, or
different subsequent conditions apply to them, and
this matters about as much as the syntactic attach-
ment type. Number of children (a measure of tree
centrality vs. leaf status) is third, only then fol-
lowed by length and genre, which are still quite
helpful. Number of descendants (which is corre-
lated with children) follows for top-down, but is
far lower for bottom-up parsers. We then see OOV
rate outranking DMs, which outrank less impor-
tant features, such as the no longer crucial inter-
sentential/inter-paragraph status, which are also
highly correlated with some of the features above
(syntax for the former, number of children for the
latter, since many children are typical of paragraph
head units). Finally distractors are second to last,
far below DMs, also because they are rare.

These models indicate that predicting errors
without knowing the gold tree is challenging, but
a gain of 7–9% over baseline is still possible,
mainly by looking at syntactic structure, which
indicates inter-/intra-sentential status—a predictor
much more valuable than DM marking. By con-
trast, when looking at gold trees, hard parts can
most easily be associated with hard relations and
syntactic environments, but combining all of the
available features leads to an impressive ability to
predict where parser models will likely go wrong,
with ∼18% gain over baseline.

4.3 The Nature and Meaning of Distractors

Although the previous results suggest distractors
play a minor role, their independent correlation
with errors and the fact that DMs are generally
relevant to discourse relations, raise questions re-
garding their very existence: why do they appear
and how exactly do they affect parsers?

To begin with the second question, we examined
the 174 distractors in GUM. For most bottom-up
models, 108/174 (62.1%) were still erroneous, and
107/174 (62.1%) instances from the top-down mod-
els were erroneous. We then decided to manually
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label whether the majority model-predicted label
was consistent with the distractor: if the gold re-
lation is ELABORATION, the distractor is but, and
the prediction is ADVERSATIVE, then prediction is
consistent with the distractor, but if the prediction
is CONTINGENCY, then it is not. We use PDTB’s
mapping of connectives to classes to match DMs
to relations.

For 74/108 cases (68.5%) from the bottom-up
models and 68/107 cases (63.6%) from the top-
down models, the majority label was consistent
with the distractor—in other words, the parser may
be predicting based on a DM which would nor-
mally signal a competing relation. This brings us
to the second question: if the relations signaled
by distractors are incorrect, why are the distractors
present? As an example, we consider two such
cases from GUM, shown in (4)–(5).

(4) [if Steven didn’t see it as weird]
gold:EXPLANATION−−−−−−−−−−→
pred:CONTINGENCY

[why

should it bother us?]GUM_fiction_teeth

(5) [so the reason seems to be that there are things
out there that put even these kaiju to shame

]
gold:EVALUATION←−−−−−−−−−

pred:ADVERSATIVE
[But even this presents a problem

]GUM_reddit_monsters

In (4), the gold tree has the ‘if’-clause as a jus-
tification for why it ‘shouldn’t bother us’, which
makes sense pragmatically; but formally, the clause
seems like a legitimate conditional marked by if,
and parsers predict CONTINGENCY. In (5), the
annotation focuses on the evaluative meaning of
the words ‘a problem’, while parsers, probably pro-
voked by But, predict ADVERSATIVE.

We thus suspect that multiple, concurrent rela-
tions may actually hold in data where distractors
appear, which is a standard possibility in frame-
works like PDTB, where relations are identified
based on the presence of DMs. If this applies in
RST as well, then in a sense, such parser errors
are not really errors at all. Because RST enforces a
strict tree constraint, the only way to find out would
be to look at alternative RST trees.

In order to do just this, we utilize RST-DT’s
official double-annotated subset, which has trees
from a second annotator for 53 documents. This
subset overlaps only 5 documents in the RST-DT
test set, which contain only 12 distractors, mean-
ing that the scope of this last analysis is limited;
however, in examining these 12 distractors, we dis-
covered that 75% (9/12) actually corresponded to
relations selected as the primary RST relations

by the second annotator in the double annotated
data. In other words, the double annotated data
confirms that, at least in the case of the RST-DT
test set, a large majority of distractors do in fact
correspond to multiple concurrent relations, which
were identified by an experienced RST annotator.

5 Conclusion

This study has several important implications.
Firstly and unsurprisingly, the explicit/implicit dis-
tinction from shallow discourse parsing is mirrored
in RST parsing difficulty, and the dataset released
in this paper can help study it further. However,
explicit marking is clearly less consequential than
intra-sentential status, with which explicitness it
correlated. Secondly, OOV rate plays a less impor-
tant role than we initially suspected, while genre ef-
fects remain robust, suggesting that diverse genres
may matter more than subject matter. Our results
also indicate that current architectures do not differ
substantially in what they get right or wrong, and
with scores being so similar, differences reduce to
computational efficiency and personal preference.

Finally, the study of distractors suggest that
RST’s tree constraint may mix some cases of mul-
tiple concurrent relations with parsing errors, when
parsers are actually identifying viable relations.
This suggests that we may want to consider ways
of allowing and adding concurrent relations to RST
parses.

We also note that although the error prediction
models evaluated in Section 4.2 were primarily de-
veloped in order to gain a greater understanding
of the issues in discourse parsing, they could have
some practical applications.7 Predicting regions
of low certainty in discourse parses can: 1) as-
sist by highlighting low confidence regions in user-
facing downstream applications; 2) flag potential
problems during annotation of resources, especially
when relying on NLP (Gessler et al., 2020) or less
trained annotators/crowd workers (Scholman et al.,
2022; Pyatkin et al., 2023); and 3) help guide ad-
ditional resource acquisition, either automatically
using active learning (to prioritize documents pre-
dicted to have parsing problems for manual anno-
tation, cf. Gessler et al. 2022) or using qualitative
evaluation in deciding what data to collect in terms
of the relative importance of genres, presence of
OOV items, etc.

7We thank an anonymous reviewer for noting this.
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A Validation Performance

Table 6 shows our reproduced 5-run average pars-
ing performance on the dev partition of each cor-
pus. GUM v9 has an established dev partition
following the UD English GUM treebank. While
RST-DT does not have an established dev parti-
tion, we followed previous work by taking 10% of
training data stratified by the number of EDUs in
each document (Guz and Carenini, 2020), which
remained the same in the training for both parsers.
The list of document names used as development
data can be found in the repository of the paper for
reproducibility purposes.

corpora GUM v9 RST-DT

metrics S N R S N R

BOTTOM-UP

Guz and Carenini (2020)
67.9 64.8 46.8 76.0 64.9 55.2

TOP-DOWN

Liu et al. (2021)
69.3 56.3 48.1 75.0 64.6 55.7

Table 6: Validation Performance on GUM v9 and RST-
DT with Gold Segmentation (5 run average).
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Abstract

Following complex instructions in conversa-
tional assistants can be quite daunting due to
the shorter attention and memory spans when
compared to reading the same instructions.
Hence, when conversational assistants walk
users through the steps of complex tasks, there
is a need to structure the task into manageable
pieces of information of the right length and
complexity. In this paper, we tackle the recipes
domain and convert reading structured instruc-
tions into conversational structured ones. We
annotated the structure of instructions accord-
ing to a conversational scenario, which pro-
vided insights into what is expected in this set-
ting. To computationally model the conversa-
tional step’s characteristics, we tested various
Transformer-based architectures, showing that
a token-based approach delivers the best results.
A further user study showed that users tend
to favor steps of manageable complexity and
length, and that the proposed methodology can
improve the original web-based instructional
text. Specifically, 86% of the evaluated tasks
were improved from a conversational suitability
point of view.1

1 Introduction

Voice-based assistants can guide users through ev-
eryday complex tasks, such as cooking, crafts, and
home repairs. These conversational assistants need
to understand the users’ intention, find a specific
recipe, and communicate it in a structured and well-
paced manner. Supporting this type of task-guiding
interaction is a recent topic (Gottardi et al., 2022;
Choi et al., 2022; Strathearn and Gkatzia, 2022),
where conversational assistants must work hand-in-
hand with users in order to guide them throughout
the task execution.

We argue that most instructional texts found on-
line are structured in a non-optimal way for con-

1https://github.com/rafaelhferreira/
grounded_task_segmentation_cta
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Figure 1: Differences between web-based and dialogue-
suited recipes (i.e., ConvRecipes corpus) in terms of the
density distribution of tokens, verbs, and nouns per step.

versational assistants, due to the inherent differ-
ences between screen and voice-based interfaces.
Recipes are a great example where the decomposi-
tion of the recipe’s text into dialogue-suited steps
is critical (example in Appendix A) – as Gottardi
et al. (2022) observed, the user is dividing atten-
tion through various and possibly parallel actions.
Hence, and following previous knowledge (Miller,
1956; Cowan, 2001), we aim for steps that are struc-
tured and presented to the user in ordered pieces
of information, while dosing complexity, with the
aim of achieving an efficient task completion.

To tackle this new problem, we part ways with
topic-based segmentation methods (Koshorek et al.,
2018; Choi, 2000; Arnold et al., 2019) and propose
a novel human-focused methodology to convert
reading-structured instructions into conversational
ones. Figure 1 offers a clear view of the differ-
ences between the original web-based recipes and
their dialogue-suited counterparts. The distribution
of linguistic characteristics such as length, verbs
(which cover actions), and nouns (covering ingredi-
ents, tools, etc.), confirms that dialog-suited instruc-
tions should avoid overwhelming users’ short-term
memory (Miller, 1956; Cowan, 2001).
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Our proposed methodology starts with the cura-
tion of a corpus which we call ConvRecipes, where
online recipes are segmented into recipes with steps
more suited to a conversational agent. Moreover,
we identify the key traits of a conversational step.
An example of this can be seen in Figure 2. This
example shows the need for models that can tackle
our task, in specific, in ”Step 2” of the task, where
it is noticeable that the step would be very difficult
to follow in a conversational assistant due to the
long sentence and the inherent complexity of its
actions.

To tackle this task computationally, we propose
the Dialogue-Task Segmenter Transformer (DTS-
Transformer), which follows state-of-the-art ap-
proaches in text-segmentation (Lukasik et al., 2020;
Lo et al., 2021; Solbiati et al., 2021) and adopts a
Transformer-based backbone (Vaswani et al., 2017).
Distinct from previous work, we follow a token-
level approach which by modeling steps’ text at a
finer granularity, is capable of better modeling the
inherent structural characteristics of conversational
tasks. Note that, we did not follow generative ap-
proaches and ground our task segmentation task
on the recipes’ original text. We do this to avoid
the risk of introducing hallucinations or mistakes
in step-by-step procedures (Choi et al., 2022).

Finally, we validated the proposed methodology
with automatic experiments, and, more interest-
ingly, with a user evaluation. We observed that
the best DTS model, a T5-3B Encoder backbone,
trained on the proposed ConvRecipes corpus, was
able to improve the conversational structure of 86%
of the evaluated tasks. This evidences both the con-
versational characteristics of the ConvRecipes cor-
pus and the effectiveness of the model’s approach
to the grounded conversational task segmentation
task.

Next, we will relate our contributions to previ-
ous corpus and methods. In Section 3, we carefully
detail the proposed methodology. Experimental
validation and user evaluations are presented in Sec-
tion 4, and we conclude with the final takeaways
and future work.

2 Related Work

Related Corpora. While conversational-suited
task segmentation is a novel task, multiple datasets
have been created to address article-based text seg-
mentation, with the earliest ones being the Choi
Dataset (Choi, 2000), where each document is

Title: Baked Bananas Recipe
Web-based Recipe

Step 1: Preheat oven to 190 degrees C. Spray a baking dish
with cooking spray.
Step 2: Arrange banana halves in the prepared baking dish.
Drizzle maple syrup over bananas and top with cinnamon.
Bake in the oven until heated through, 10-15 minutes.

Dialogue-suited Recipe
Step 1: Preheat oven to 190 degrees C.
Step 2: Spray a baking dish with cooking spray.
Step 3: Arrange banana halves in the prepared baking dish.
Drizzle maple syrup over bananas and top with cinnamon.
Step 4: Bake in the oven until heated through 10-15 minutes.

Figure 2: Example of conversion from web/reading-
based format to a dialogue-suited format. In blue and
orange, we highlight the verbs and nouns, respectively.

represented by the concatenation of 10 random
passages from a large corpus, and the RST-DT
dataset (Carlson et al., 2001), which focuses on
intra-sentente granularity on Wall Street Journal
articles. Topic and document-section-oriented seg-
mentation datasets such as Wiki-727 (Koshorek
et al., 2018) and WikiSection (Arnold et al., 2019)
are comprised of Wikipedia articles and focus on
topic and section-based text segmentation. Closer
to our domain, we highlight works with instruc-
tional text such as Task2Dial (Strathearn and
Gkatzia, 2022) and the Wizard of Tasks (Choi
et al., 2022), which rewrite the tasks’ text into
dialogue-suited steps. Our approach focuses on
grounded structuring of task instructions for dialog
while avoiding hallucination problems common in
generative/re-writing approaches. We also take a
step further by identifying the fundamental traits of
conversational-suited tasks, in a principled manner.

Methods and Models. Initial works for text seg-
mentation were mostly based on statistical and un-
supervised approaches, such as TextTiling (Hearst,
1997) and C99 (Choi, 2000). After these, super-
vised neural methods, particularly with the use of
RNNs were utilized. In (Badjatiya et al., 2018),
a CNN is used to generate sentence embeddings
in conjunction with an LSTM to keep sequential
information. Li et al. (2018) also presents an RNN-
based model with an additional pointing mecha-
nism and in (Koshorek et al., 2018) it is used a
hierarchical Bi-LSTM model.

Currently, the state-of-the-art is based on su-
pervised Transformer-based approaches (Lukasik
et al., 2020; Lo et al., 2021; Solbiati et al., 2021).
In (Lukasik et al., 2020), cross-segment and hierar-
chical models are proposed, where predictions are
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made based on consecutive segments or sentence-
based representations of the segments. Lo et al.
(2021) presented a hierarchical approach combin-
ing sentence and cross-segment embeddings. Xing
et al. (2020) proposed a hierarchical BiLSTM to
complement BERT’s (Devlin et al., 2019) sentence
representations, aided by a coherence-related auxil-
iary task. Some approaches such as (Zhang et al.,
2021), tackle task structuring as a generation task,
where an end-to-end pipeline is proposed to gener-
ate day-to-day tasks. In a dialogue setting, Solbiati
et al. (2021) applied a BERT model for transcript-
based meetings segmentation (Janin et al., 2003;
McCowan et al., 2005) by calculating the similar-
ity between segment embeddings given by a pre-
trained model. Given the particular intricacies of
conversational-suited task structuring, while we
also adopt a Transformer backbone, we propose a
task segmentation model that makes decisions at a
token-level being able to consider the global task’s
structure.

3 Structuring Conversational Tasks

Our hypothesis is that the recipe instructions found
online are not suited for conversational assistants,
motivating both the task and the dataset collec-
tion efforts. To convert instructions from a read-
ing structure into a conversationally structured for-
mat, we followed a human-focused methodology.
First, we collected task instructions and ran a user
study to curate them as conversational instructions.
Second, we ask users to annotate the relevance of
various conversational instructions traits. Third,
we analyzed the linguistic characteristics of read-
ing instructions compared to conversational task
instructions. Finally, we modeled conversational-
steps computationally with various Transformer-
based (Vaswani et al., 2017) architectures.

3.1 A Conversational-Tasks Corpus

Currently, there are no explicit corpora for study-
ing the grounded segmentation of a recipe into
conversational-suited steps. The closest exam-
ples are either section-based document segmenta-
tion (Koshorek et al., 2018; Arnold et al., 2019)
or rewriting/generative approaches (Choi et al.,
2022; Strathearn and Gkatzia, 2022) which are
prone to hallucinations. In this section, we in-
troduce the methodology used to create the Con-
vRecipes corpus, consisting of recipes segmented
into conversational-suited steps.

3.1.1 Tasks Collection and Annotation
To create the ConvRecipes corpus, we collected
recipes from a popular recipes website , where each
recipe is self-contained and composed of various
steps in English with arbitrary lengths. We started
by filtering out recipes with fewer than three steps
due to having a structure that is too simple. After
this, near-duplicate recipes were identified with
SimHash (Charikar, 2002) and removed.

Conversation-Steps Annotation. Even though
recipes are human-edited, we argue that they are
written for a reading-based setting, making them
ill-suited to be used in a conversational setting.
Hence, to create grounded conversational instruc-
tions, we conducted a user study. In total, we had 8
annotators, 6 male and 2 female all Computer Sci-
ence MSc. and or Ph.D. students. All annotators
had experience with both conversational assistants
and cooking applications, making them particularly
suited for this annotation task.

The annotators were shown the original recipes
and asked to propose (or not) changes to make the
recipes dialog-suited, either by adding and/or re-
moving steps. Figure 2 illustrates the annotation
process process: given a recipe formatted for the
Web, the goal is for the annotator to identify the
structure that is better suited for a conversational
setting. This approach makes the segmentation
grounded on the original task, avoiding the intro-
duction of mistakes prone to happen when using
rewriting approaches.

3.1.2 On the Traits of a Conversational Step
After the annotation process described in the previ-
ous section, the annotators were asked to quantify,
on a Likert scale of 1 to 5, the importance of various
conversational traits. In particular, we considered:
Complexity, Clarity, Length and #Steps, Ability to
Parallelize Tasks, and Naturalness. For the exact
description of these traits refer to Appendix B. This
evaluation of the traits aims to further inform us
what users value in this conversational task-guiding
assistance setting (Gottardi et al., 2022).

Table 1 shows the results of the analysis of the
traits. The results reveal that although all traits
have some importance, users mostly focus on the
complexity and length of the steps, which are gen-
erally connected with each other. This means that
managing complexity and ensuring a balance in the
information given to the user is paramount. On the
other hand, the naturalness and the ability to per-
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Conversational-Step Trait Importance

(1) Complexity 4.5
(2) Step Length & #Steps 4.2
(3) Clarity 3.8
(4) Naturalness 3.6
(5) Ability to Parallelize Tasks 3.4

Table 1: Trait importance on a 1 to 5 scale. A higher
value represents higher importance.

Reading Dialog

Avg. # Tokens 135
Avg. # Sentences 9.3
Avg. # Steps 3.80 5.85
Avg. # Tokens step 35.44 23.03
Avg. # Sents. step 2.44 1.59
Avg. # Verbs step 4.23 2.75
Avg. # Nouns step 9.92 6.44

Table 2: Comparison between the 300 original reading-
based recipes and the manually annotated set.

form parallel tasks were considered less important
traits, which seem to indicate that users are not so
concerned with language naturalness given that the
step should be short and not too complex.

3.2 ConvRecipes Corpus Analysis
After preparing and curating the task instructions,
we analyzed and compared the original to the cu-
rated data in order to understand how the language
differs from a web/reading setting to a conversa-
tional setting.

3.2.1 Reading-suited vs Dialog-suited
In total, 300 recipes were annotated, where 59
recipes were left without changes, and the remain-
ing 241 (80.3%), had at least one new step added,
with one, two, and three or more breaks added 75,
66, and 47 times, respectively. Only one recipe was
annotated with fewer steps than the original. This
result shows that the reading-based instructions
are not optimal for a conversational setting, gen-
erally missing critical segmentations. Table 2 fur-
ther evidences the difference between the original
and the conversational-suited instructions, where
it is clear that there is a preference for shorter seg-
ments with fewer actions. These results correlate
with the importance of the conversational traits (Ta-
ble 1), which showed that the complexity and num-
ber of steps are particularly important in this setting.
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Figure 3: ConvRecipes statistics: conversational-steps
per task (top-left), sentences per task (top-right), nouns
per conversational-step (bottom-left), and verbs (bottom-
right) per conversational-step.

Thus, ConvRecipes presents a step forward in dis-
covering the optimal structure for instructional text
in a conversational scenario.

3.2.2 Linguistic Style of Conversational-Steps
Figure 3 shows the corpus’s distribution of conver-
sational steps, sentences, nouns, and verbs. The
figure indicates that there is a lot of variability that
needs to be correctly addressed, due to each recipe
having a particular structure.

In contrast to other corpora (Koshorek et al.,
2018; Choi, 2000), ConvRecipes is written in an
instructional/imperative format, using actionable
verbs mostly related to the cooking domain such
as “stir”, “bake” and “mix”. Analyzing how steps
start and end, can also bring some insights into
the segmentation behavior, so we examined the
most common starting and ending n-grams of each
step. The top-20 starting and ending tri-grams are
available in Figure 4. This showed that many of
the steps have temperature mentions, e.g. “preheat
oven to”, or time aware mentions e.g., “for [N] min-
utes” ([N] is a placeholder replacing the number).
These indicate a start/end of an action which in
turn reflects a new step. It is important to note that
the majority of both bi-grams (65%) and tri-grams
(80%) are only used once, which shows the diver-
sity of actions available, creating a more complex
challenge for data-driven approaches.

3.2.3 Corpus Processing.
Annotating a large number of recipes is labor-
intensive and expensive. Thus, we use the 300
manually annotated recipes as the test set and cre-
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Figure 4: Distribution of the top-20 most frequent starting (left) and ending (right) tri-grams.

ate the training and validation splits automatically,
by using the average number of sentences per step
of the annotated set (1.59, Table 2) as a maximum
threshold to choose recipes from a non-annotated
set. These non-annotated recipes use the original
step information as the ground-truth step labels, in
a similar way as the section markers in the Wiki-
727 dataset (Koshorek et al., 2018). This resulted
in a dataset with 1930, and 424 recipes for train-
ing and validation, respectively. As mentioned be-
fore, the test set is composed of the 300 annotated
recipes.

To conclude, the aim of this corpus is to create
models that learn how to identify steps and segment
a task into grounded dialogue-suited steps. Hence,
we concatenate all the steps together, resulting in
an unstructured text with no segment-identifying
structure. Step annotations are then used as labels
to train and evaluate the models.

3.3 Dialog-Task Structuring Transformer

To learn the structure of a conversational task, we
processed the entire task’s text as a whole. By
explicitly receiving the entire input sequence, we
aim to take into account the size and position of
each segment token relative to all the other tokens.
Consequently, with a single pass over the input,
this approach is able to output all segment predic-
tions, making it more efficient than sentence-based
embedding models that output a prediction per sen-
tence (Lukasik et al., 2020).

Given the characteristics of the Transformer
model (Vaswani et al., 2017), we use it as the basis
for our Dialogue-Task Structuring (DTS) model.
In particular, we feed the model with the complete
recipe, allowing it to create contextualized token
representations of the entire recipe. This allows the

model to consider all of the tokens in the recipe via
the self-attention mechanism.

After the input has been processed by the Trans-
former, we apply a binary segment-break predic-
tion head, i.e., a linear layer followed by a softmax
to the embedding of each segment identifying to-
ken (embt), outputting the probability of a token
(t) being a segmentation token:

Pseg(ti) = softmax(FFNN(emb[ti])), (1)

To identify these end-of-segment tokens, gener-
ally punctuation marks (e.g. “.”, “!”, “;”), we use
Spacy (Honnibal and Johnson, 2015) to perform
basic sentence segmentation over the recipe’s text.
Finally, we train the model using the cross-entropy
loss between the model predictions, ŷ, and the bi-
nary segmentation labels, y, as the following:

LCE = y · log ŷ + (1− y) · log (1− ŷ), (2)

4 Experiments

In this section, we demonstrate how the proposed
framework tackles the challenge of structuring task
instructions in a conversational setting. Experimen-
tal validation was done with both automatic metrics
and human evaluation.

4.1 Metrics

We use Precision, Recall, and F-score to mea-
sure the detection of the correct location of a con-
versation step following Li et al. (2018). More-
over, we followed (Koshorek et al., 2018; Arnold
et al., 2019), and used the text segmentation met-
ric Pk (Beeferman et al., 1999), which compares
the predicted segmentation with the ground-truth la-
bels, where a lower value represents a better model.
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4.2 DTS Backbones and Implementation
Details

As the basis for our models, we used pre-trained
Transformer models. We tested with the encoder-
only model BERT (Devlin et al., 2019), the
encoder-decoder model T5 (Raffel et al., 2020)
in both an encoder-decoder (Enc-Dec) setting and
in an encoder-only (Enc-only), i.e. decoder is not
used. When using an E-D model, the input se-
quence of the decoder is the same as the encoder
as in (Lewis et al., 2020) for the extractive QA task
(i.e. there is no actual decoding). To identify the
candidate segments, we used Spacy (Honnibal and
Johnson, 2015), to be more robust than a simple
punctuation-based approach. We evaluated in the
test set the model with the best performance in
the validation set in terms of F-Score. Additional
information about model training is provided in
Appendix C.

4.3 Baselines

As baselines, we considered random and uniform
approaches, a classic method (Hearst, 1997), and a
strong baseline based on a cross-encoder (Lukasik
et al., 2020):

Randp and Everyn: unsupervised methods which
use Spacy (Honnibal and Johnson, 2015) to iden-
tify sentences. p is the probability of breaking at
each sentence, and n is the number of consecutive
sentences to break.

TextTiling (Hearst, 1997): one of the earliest
text segmentation methods based on lexical co-
occurrence.

Cross-Segment (CrossSeg) (Lukasik et al., 2020):
BERT-Base (Devlin et al., 2019) model with a clas-
sification head that predicts if a pair of input sen-
tences should be segmented.

4.4 Results and Discussion

In Table 3, we present the results of the baselines,
along with the results of the proposed DTS models.

Importance of Conversational-Aware Corpora.
We trained the same DTS model with a BERT-
Base backbone: one on all crawled raw recipes
(20.000 recipes), identified as (All*), and one on
the ConvRecipes training set (BERT-Base). The
results on Table 3, show that BERT-Based (All*)
obtained the highest Precision (93.4), since its train-
ing samples have fewer breaks, the model makes
less, but correct, break predictions. On the other

hand, it achieved the lowest Recall of all supervised
methods. More importantly, the results clearly
show the importance of training models with suited
data, yielding a Pk relative improvement of 15%
(Bert-Base). This result indicates that the Con-
vRecipes dataset is constructed in a way that em-
beds the traits of conversational task instructions
(Section 3.1.2).

General results. In Table 3, we observe that the
baselines Randp, Everyn and TextTiling do not gen-
erally break the steps at the correct locations as in-
dicated by their low precision (≤ 62%). However,
since it implicitly enforces a step distribution that
resembles the dataset, Every1 achieves a fairly good
Pk, while also achieving a recall close to 100% due
to breaking at every sentence (it is ̸= 100% due
to errors in Spacy’s sentence identification algo-
rithm). TextTiling, which decides the task structure
through lexical overlap, performs poorly and does
not appear to be a good option for this task. This
is because recipe steps are not structured based on
overlap, but rather in a sequence of sub-actions,
which TextTiling overlooks.

The CrossSeg achieved a Pk of 19.5 which is al-
ready a significant improvement over the best unsu-
pervised baseline which achieved 23.3. This trans-
lates into an F1 score improvement from 73.8% to
76.5%. Regarding the DTS models, the most solid
fact that emerges from Table 3 is that, regardless
of the backbone, our DTS approach consistently
outperforms all the baselines.

In general, the results of the baselines illustrate
the difficulty of the problem we are trying to solve.
Moreover, there is a clear divide in terms of Pk be-
tween previous baselines and the proposed DTS
framework, which is consistently below 20 Pk,
highlighting the importance of capturing the rela-
tions between the task and the conversational steps.

Encoder vs Encoder-Decoder Backbones.
Comparing the encoder-only model BERT (Devlin
et al., 2019) with T5 (Raffel et al., 2020) (Enc-only)
or the full encoder-decoder (Enc-Dec) model, in
situations with a comparable number of parameters,
we see that T5 outperforms BERT. This might be
explained by the different pre-training approaches
used in T5 (Raffel et al., 2020), which are better
suited for our task. Comparing the encoder-only
(Enc-only) with the encoder-decoder (Enc-Dec)
in the same models, we see an improvement
in T5-Large, but a decrease in performance in
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Model # Params Pk↓ Precision↑ Recall↑ F1↑

B
as

el
in

es

Rand0.5 - 35.4 ± 0.3 59.9 ± 0.5 49.7 ± 0.8 51.7 ± 0.6
Rand0.75 - 28.3 ± 0.5 61.2 ± 0.4 75.0 ± 0.9 65.2 ± 0.6
Every1 - 23.3 60.9 98.8 73.8
Every2 - 37.9 59.6 37.9 44.9
TextTiling - 28.4 58.7 67.7 61.4
CrossSeg 110 M 19.5 ± 0.4 77.5 ± 0.9 79.5 ± 1.6 76.5 ± 0.4

D
ia

lo
gu

e
Ta

sk
Se

gm
en

te
r

(D
T

S) BERT-Base (All*) 110 M 22.5 ± 0.3 93.4 ± 0.1 58.7 ± 0.4 69.6 ± 0.4

BERT-Base 110 M 19.1 ± 0.4 75.8 ± 0.7 83.6 ± 0.7 77.5 ± 0.4
BERT-Large 340 M 18.4 ± 0.2 77.0 ± 1.7 83.6 ± 2.8 78.1 ± 0.5
T5-Base (Enc-only) 110 M 17.7 ± 0.2 77.9 ± 0.7 84.2 ± 0.5 79.0 ± 0.1
T5-Base (Enc-Dec) 220 M 18.1 ± 0.6 77.9 ± 0.3 82.9 ± 1.6 78.5 ± 0.8
T5-Large (Enc-only) 335 M 18.1 ± 0.2 77.4 ± 0.4 84.1 ± 0.4 78.6 ± 0.3
T5-Large (Enc-Dec) 770 M 17.7 ± 0.2 79.1 ± 0.8 81.9 ± 0.9 78.5 ± 0.2
T5-3B (Enc-only) 1.5 B 17.0 ± 0.4 78.3 ± 1.0 85.9 ± 0.9 80.0 ± 0.2

Table 3: Results on the ConvRecipes’s test set from an average of 3 runs per model. All* indicates that the model
was trained on the set of all recipes crawled, in their original form.

T5-Base. This result implies that the use of the
decoder part of T5 might not be necessarily needed
for this particular task.

DTS Model Size Influence. Having established
the performance range of DTS, we examined the
relationship between model size and performance.
Results show that increasing the model size can
bring improvements, in particular, from BERT-Base
to BERT-Large, however, in the case of T5-Base for
T5-Large, we notice an improvement in the Enc-
Dec model and a decrease in performance in the
encoder-only (Enc-only) model. Nonetheless, the
best results by a significant margin in Pk and F1 are
obtained with the largest model T5-3B (Enc-only),
showing that the use of larger models can bring an
improvement as evidenced in (Raffel et al., 2020;
Chowdhery et al., 2022).

Main Takeaways. Results indicate that the pro-
posed models are capable of capturing the intrin-
sic relations of the steps and extract them cor-
rectly when trained on high-quality conversation-
ally structured task instructions. We also observe
that our DTS-Transformer approach gives the best
results in this setting. A fundamental difference
between DTS and other supervised approaches is
that it tackles the conversational recipe structur-
ing task at a token-level granularity. As a conse-
quence, it abstracts less information than previous
approaches (Lukasik et al., 2020; Lo et al., 2021),
such that at each Transformer layer, intermediate to-
ken embeddings are contextualized on the full-task
sequence. Despite working at a finer granularity
(token-level), DTS is both faster to train and per-
form inferences. This makes it highly suited to

be applied in a real setting, to structure tasks into
conversational steps.

4.4.1 Conversational Tasks Statistics
The recipe task structuring results led us to further
examine the resulting conversational steps statistics.
These are shown in Table 4, where we contrast the
# Steps and # Tokens statistics with the human-
annotated set. Specifically, we observe that Exact
Match segmentation is higher (17.0%) in the DTS
T5-3B (Enc-only) model due to its greater ability
to capture the segmentation patterns. It is also
interesting to note that all methods have a tendency
to overestimate the number of steps. Finally, for
∆Steps≤ 1 – the percentage of examples where
the model predicts less than one step of difference
with the test set – we see an equivalent performance
within the supervised baselines.

Overall, by examining these task structuring
statistics, we observe that although the average
number of steps (# Steps column) is acceptable
for most methods, when we look at the finer-grain
statistics, we see that there is a non-trivial balance
between step length, number of steps, and content
of each step. Hence, it is not a sufficient condition
to optimize a single statistic but rather a combina-
tion of these.

4.4.2 User Evaluation
To compare the model’s performance to the origi-
nal web-based instructions, we asked 6 annotators
from the same pool of Section 3 to annotate which
segmentation was the best considering a conversa-
tional setting.

In total, 50 recipes were randomly selected from
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# Steps # Tokens Exact Match = # Steps + # Steps − # Steps ∆Steps≤ 1

Human Annotation 5.86 19.21 - - - - -

M
et

ho
d Every1 9.29 12.11 5.00% 5.33% 94.67% 0.00% 24.00%

Text Tiling 6.32 17.80 7.00% 24.00% 49.33% 26.67% 58.67%

CrossSeg 6.08 18.53 13.33% 30.67% 36.22% 33.11% 68.11%
DTS T5-3B (Enc-only) 6.48 17.37 17.00% 27.56% 46.44% 26.00% 68.44%

Table 4: Detailed conversational task structuring statistics for the ConvRecipes test set (human annotated). Exact
Matches is the percentage of predictions exactly matching the ground-truth. (=, + and -) # Steps represent the
percentage of predictions that have equal, more, or less steps than the ground-truth. ∆Steps≤ 1 indicates the
percentage of times the difference between the # Steps predicted and the ground-truth is ≤ 1 step.

Web-based T5-3B (E-only)

Rating 1 18.0% 3.3%
Rating 2 36.0% 12.7%
Rating 3 18.7% 20.7%
Rating 4 20.0% 35.3%
Rating 5 7.3% 28.0%

Best 14.0% 86.0%

Conv. Suitability 2.63 3.72

Table 5: User study results comparing the original web-
based segmentations with T5-3B (Enc-only) model pre-
dictions. (Conversation Suitability is given on a 1 to 5
scale.

the test set in their original web-based format (i.e.,
without human annotations). These recipes were
then compared to the predictions of the best model
DTS T5-3B (Enc-only). Examples can be seen in
Appendix D. For each recipe, we collected 3 anno-
tations, resulting in an inter-rater agreement of 73%
w.r.t. binary preference. Additionally, the annota-
tors were also asked to grade each segmentation
(web and model) on a 1 to 5 Likert scale according
to the suitability for a conversational agent.

Table 5 shows the results of the user evaluation.
We observe a preference for the model’s segmenta-
tion (86%) since it was trained on a conversational-
based data distribution which more accurately re-
flects the user’s preference in this setting. We
also analyzed that the annotators had a preference
for recipes with more segments 88% of the time.
Notwithstanding, it is important to note that break-
ing too often may result in a sub-optimal expe-
rience and in incomplete steps, as shown by the
Every1 baseline of Table 3.

Considering the 1 to 5 rating of suitability for a
conversational agent, the model’s prediction scores
were much higher (3.72) than the original recipes

(2.63). These ratings further reinforce our hypothe-
sis that the original recipes are not dialogue suited,
and that the model is able to greatly increase the
suitability of a recipe to a conversational-friendly
format.

To conclude, these results indicate that the model
is able to capture segmentation patterns, showing
an ability to improve the suitability of a recipe for
a conversational assistant. This, in turn, brings
advantages to the user experience by providing a
grounded conversationally-suited segmentation.

5 Conclusions

In this paper, we proposed a methodology to tackle
the problem of converting web/reading structured
instructions into conversationally structured ones,
using a task-grounded segmentation by consider-
ing the original task’s steps. In summary, the key
contributions are as follows:

ConvRecipes Corpus. This corpus enables a bet-
ter understanding of the problem. Its analysis
showed that instructional text as it is presented
online is not optimal for a conversational setting.

Dialogue-Task Structurer (DTS). We proposed
several methods that can effectively capture seg-
mentation linguistic patterns. The best-performing
method was a T5-3B (Enc-only) model, a token-
level Transformer.

Real-World Improvement. The user evaluation
showcased the model’s ability to improve over
the original segmentation (86%), which brings ad-
vantages in user experience in a conversational-
assistant scenario.

For future work, we intend to assess how seg-
mentation influences the user’s perception of a
recipe’s quality and generalize our experiments to
different domains such as DIY tasks and tutorials.
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A Task Grounded Dialogue Segmentation
Example in Conversation

In Table 6, we show an example dialog between a
user and a conversational assistant. It is clear that
segmenting a task is critical to managing the user’s
cognitive load, and allows for a better understand-
ing of the recipe’s multiple steps.

Table 6: Example of a dialogue-suited segmented recipe
in the context of a conversational task assistant.

System User

Hello! I am your cooking assistant! Try ask-
ing me things like: How to make lasagna?
or How to bake a cake?

I want to make a
Tiramisu.

Sure, I found this very tasty: "Classic
Tiramisu". Do you want to try it?

Sure.

Step 1. Separate eggs. Whisk egg yolks
with confectioner’s sugar until pale and
fluffy.

How many eggs
should I use?

This recipe uses 2 eggs. Next.

Step 2. Sure, let’s keep going. Add
Amaretto and mascarpone. Whisk until
smooth.

Next Step.

Step 3. Beat egg whites with a pinch of salt
until stiff peaks form. Slowly whisk in the
remaining confectioner’s sugar.

Go ahead.

Step 4. We are halfway through the task.
Now, carefully fold beaten egg whites into
mascarpone cream.

Next Step.

Step 5. Combine espresso and remaining
Amaretto in a shallow dish. Dip ladyfingers
in espresso mixture and then layer soaked
ladyfingers in bottom of the serving dish.

What are ladyfin-
gers?

Glad you ask! Ladyfingers are low-density,
dry, egg-based, sweet sponge cake biscuits
roughly shaped like large fingers.

Next Step.

Step 6. Cover with a layer of mascarpone
cream and top with a fine layer of grated
chocolate.

I’m done.

Step 7. Repeat layering process until all
ingredients are used up. Finish up with a
layer of mascarpone cream and dust with
unsweetened cocoa powder.

Next.

Step 8. This is the last step of this
recipe.Refrigerate for at least 3 hours be-
fore serving.

Next.

Excellent work, we just finished Classic
tiramisu together! Hope you had fun with
me today!

Goodbye!

B Conversational Steps Traits Description

The following traits where classified in a 1 to 5
Likert scale considering their importance in a task-

guiding setting:

• Step Complexity - Was the complexity of the
step an important factor to segment?

• Step Clarity - Was the clarity of a step impor-
tant, i.e. information was clear, organized and
well delimited in each step?

• Step Length and Number of Steps - Did the
length of the steps and the total number of
steps influence your decision?

• Ability to Parallelize Tasks - Were you con-
cerned that the segmentation should allow the
user to parallelize multiple tasks/steps?

• Naturalness - Was the naturalness of each
step important for your decision? i.e., sounded
close to a person explaining the task?

C Model Training and Hyperparameters

We trained every model for 20 epochs and evalu-
ated in the test set the model with the best perfor-
mance in the validation set in terms of F-Score. We
used a batch size of 16, a learning rate of 5−5, and
the Adam optimizer (Kingma and Ba, 2015). All
models were trained on a single NVIDIA A100
GPU, except for T5-3B (Enc-only), which used 4
NVIDIA A100 GPUs. We also highlight that these
models are faster to train compared to the cross-
segment model (Lukasik et al., 2020), due to each
training sample only predicting one segmentation,
instead of all segments as in DTS.

D Model Output Examples

Table 7 shows examples comparing the original
web version of a recipe with the output of the T5-
3B (Enc-only) DTS model. As we can observe, the
model outputs a larger number of breaks comple-
menting our findings in this conversational scenario.
The model is also able to keep a notion of the sub-
task being performed, for instance in Example-3
Step-4, the model does not segment the sentences
into multiple steps.
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Example 1 - Soy Garlic Steak (Web) Model Output

1. In a small bowl, mix vegetable oil, soy sauce, vinegar, ketchup,
and crushed garlic. Place flank steak in a large resealable plastic
bag. Pour the marinade over steak. Seal, and marinate in the
refrigerator at least 3 hours.

2. Preheat grill for high heat.

3. Oil the grill grate. Place steaks on the grill, and discard
marinade. Cook for 5 minutes per side, or to desired doneness.

1. In a small bowl, mix vegetable oil, soy sauce, vinegar, ketchup,
and crushed garlic.

2. Place flank steak in a large resealable plastic bag. Pour the
marinade over steak. Seal, and marinate in the refrigerator at
least 3 hours.

3. Preheat grill for high heat.

4. Oil the grill grate. Place steaks on the grill, and discard
marinade. Cook for 5 minutes per side, or to desired doneness.

Example 2 - Blueberry Yogurt Pops (Web) Model Output

1. Combine all ingredients in blender. Cover; blend on high
speed 15 to 20 seconds or until smooth.

2. Pour into 8 frozen pop molds (2.5 ounces to 3 ounces each).
Cover, insert craft sticks, and freeze for 2 hours or until com-
pletely firm.

3. To serve, dip outsides of molds into warm water to loosen.

1. Combine all ingredients in blender. Cover; blend on high
speed 15 to 20 seconds or until smooth.

2. Pour into 8 frozen pop molds (2.5 ounces to 3 ounces each).

3. Cover, insert craft sticks, and freeze for 2 hours or until
completely firm.

4. To serve, dip outsides of molds into warm water to loosen.

Example 3 - Quinoa Salad with Roasted Yams (Web) Model Output

1. Preheat oven to 350 degrees F (175 degrees C). Line a baking
sheet with aluminum foil; add yams.

2. Bake in the preheated oven until yams are tender and wrinkled
at the edges, about 20 minutes. Cool to room temperature, about
15 minutes

3. Bring water to a boil in a large saucepan. Add quinoa, stirring
once; return to boil. Cook uncovered until water is absorbed,
10 to 12 minutes. Strain, shaking the sieve well to remove all
moisture. Transfer to a mixing bowl.

4. Stir cucumbers, yams, parsley, olive oil, onion, lemon juice,
red wine vinegar, salt, and pepper into the quinoa. Garnish with
endive spears.

1. Preheat oven to 350 degrees F (175 degrees C).

2. Line a baking sheet with aluminum foil; add yams.

3. Bake in the preheated oven until yams are tender and wrinkled
at the edges, about 20 minutes. Cool to room temperature, about
15 minutes

4. Bring water to a boil in a large saucepan. Add quinoa, stirring
once; return to boil. Cook uncovered until water is absorbed, 10
to 12 minutes.

5. Strain, shaking the sieve well to remove all moisture. Transfer
to a mixing bowl.

6. Stir cucumbers, yams, parsley, olive oil, onion, lemon juice,
red wine vinegar, salt, and pepper into the quinoa. Garnish with
endive spears.

Table 7: Examples comparing original web recipe and the T5-3B (Enc-only) DTS model outputs.
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Abstract

Topic distribution matrices created by topic
models are typically used for document clas-
sification or as features in a separate machine
learning algorithm. Existing methods for eval-
uating these topic distributions include met-
rics such as coherence and perplexity; however,
there is a lack of statistically grounded evalua-
tion tools. We present a statistical method for
investigating group difference in the document-
topic distribution vectors created by latent
Dirichlet allocation (LDA). After transforming
the vectors using Aitchison geometry, we use
multivariate analysis of variance (MANOVA)
to compare sample means and calculate effect
size using partial eta-squared. We report the
results of validating this method on a subset of
the 20Newsgroup corpus. We also apply this
method to a corpus of dialogues between Autis-
tic and Typically Developing (TD) children and
trained examiners. We found that the topic dis-
tributions of Autistic children differed from
those of TD children when responding to ques-
tions about social difficulties. Furthermore, the
examiners’ topic distributions differed between
the Autistic and TD groups when discussing
emotions and social difficulties. These results
support the use of topic modeling in studying
clinically relevant features of social communi-
cation such as topic maintenance.

1 Introduction

Throughout the course of a dialogue many differ-
ent topics are traversed with varying frequencies,
and many analytical tasks depend on the ability
to meaningfully quantify or otherwise characterize
these patterns. For example, a system designed to
automatically summarize meetings might need to
detect when a new topic has been introduced; in
a clinical context, we might wish to characterize
the topics discussed during a patient visit to facil-
itate some sort of downstream analysis involving
clustering or classification.

Topic modeling techniques such as latent Dirich-
let allocation (LDA; Blei et al., 2003) allow us to
capture and quantify the topic distributions across
a collection of language samples. Typical methods
for evaluating the resulting topic distributions use
intrinsic metrics such as within-topic coherence;
however, to our knowledge there remains a short-
age of methods for statistically comparing the topic
distributions produced by a model.

The application of topic modeling methods in
clinical research has become more common in re-
cent years (Hagg et al., 2022; Boyd-Graber et al.,
2017; Jelodar et al., 2019). While topic modeling
approaches have advanced significantly over the
last twenty years, evaluation methods have lagged
behind (see Hoyle et al., 2021 for a recent survey of
methods). Current metrics tend to focus on intrinsi-
cally assessing model performance (via perplexity
on held-out data) or on attempting to measure the
quality of the topics that a model produces using
metrics based on constructs such as human inter-
pretability of the topics themselves (sometimes re-
ferred to as “coherence”). In a clinical research
setting, however, the topic distributions produced
by a model are themselves often meant for use in
meaningfully quantifying differences between clin-
ical populations. In such a scenario, usefully eval-
uating the quality of a topic model’s “fit”, or com-
paring that “fit” to that of another model (perhaps
trained via a different algorithm, or with a differ-
ent choice of hyperparameters) becomes a question
of extrinsic evaluation, as intrinsic metrics such as
perplexity or coherence are unlikely to be sufficient.
Additionally, in clinical research, topic models are
typically one piece of a larger analytical puzzle,
one which often depends on traditional hypothesis-
driven inferential statistical approaches (rather than
stand-alone evaluation or use, as is more typical
with topic models in machine learning scenarios).

In this paper, we outline a statistical approach
to explore and quantify group differences in topic
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distributions captured by topic models and demon-
strate its application using LDA and two differ-
ent corpora. First, we validate our method on the
20Newsgroup corpus, a widely-used reference cor-
pus for developing and evaluating topic modeling
algorithms (Mitchell, 1997), by comparing topic
distributions between groups of documents that
we expect to be similar and groups that we expect
to be different. Second, we use our method on a
corpus of language samples of Autistic1 and Typi-
cally Developing (TD) children. Based on previous
clinical evidence, we expect the topic distribution
vectors of Autistic children to differ from those of
the TD children. Our proposed method allows for
a robust and statistically meaningful evaluation of
the output of a topic model in both clinical and
non-clinical contexts.

1.1 Topic Maintenance in ASD

Autism Spectrum Disorder (ASD) is a developmen-
tal disorder that is characterized by difficulties with
social communication and restricted repetitive be-
havior (RRB) (American Psychiatric Association,
2013). These social communication difficulties
sometimes include problems with topic mainte-
nance (Baltaxe and D’Angiola, 1992; Paul et al.,
2009), with Autistic children having more difficulty
staying on topic than TD children. This difference
may result in a signal that could be captured by a
topic model as TD and ASD children would have
different proportions of their speech assigned to
different topics. In an effort to investigate this dif-
ference, we applied our statistical approach using
LDA and a corpus of transcribed conversations be-
tween Autistic and TD children and trained exam-
iners that were recorded during administration of
a standard clinical assessment tool, the Autism Di-
agnosis Observation Schedule (ADOS, described
further in section 3.2.1). Previous work with ADOS
language samples (Salem et al., 2021; Lawley et al.,
2023; MacFarlane et al., 2023) has shown that com-
putational methods are able to capture a variety of
differences in the language used by Autistic chil-
dren from such dialogue samples, but to date have
not focused on topic-level features. Our hypothe-
ses for this experiment are two fold: (1) Autistic
children will have different topic distributions than
the TD children (i.e., talk about different topics

1We are using identity-first language (i.e., Autistic chil-
dren) here instead of person-first language (i.e., children with
Autism) as the former is the current preference among many
Autistic individuals (Brown, n.d.).

than the TD children); (2) examiners will have sim-
ilar topic distributions regardless of whether they
are talking with Autistic children or TD children,
as the ADOS task is designed (and examiners are
trained) so as to ensure uniformity of delivery on
the part of the examiner irrespective of the child’s
diagnostic status.

2 Statistical Motivation

LDA is a unsupervised, generative probabilistic
model that is used on a corpus of text documents
to model each document as a finite mixture over k
topics (Blei et al., 2003). Each document is treated
as a bag-of-words (i.e., order does not matter) and
is represented as a set of words and their associated
frequencies. Given M documents and an integer
k, LDA produces a M × k document-topic ma-
trix (θ). LDA also produces a k × V topic-word
matrix (β), where V is the total number of unique
words across the entire corpus of documents. Since
we will not be using the topic-word matrix in this
analysis, from this point forward, we will use the
phrases “LDA model” and “document-topic matrix”
interchangeably.

In the document-topic matrix, each row
represents a single document and each col-
umn represents one topic. The elements
(θ1,1, . . . , θi,j , . . . , θM,k) are the estimated propor-
tion of words in a document that were generated by
a topic. From this matrix, each document can now
be represented as a k-dimensional topic distribution
vector.

These LDA-derived topic distribution vectors of-
ten serve as useful document representations for
downstream analyses, such as a feature vectors for
documentation classification or clustering. They
are also commonly used as proxies for document
content in more qualitative analyses of the composi-
tion of text corpora. To our knowledge, a statistical
method for comparing topic distribution vectors
between groups of documents has not yet been pro-
posed.

One reason for this is due to the numerical prop-
erties of the resulting topic distribution vectors
(each component θi is bounded between {0, 1}
with the further constraint of

∑k
i=1 θi = 1), which

render them unsuitable for use with many para-
metric statistical methods. This is an important
limitation, because as previously mentioned, as the
applications of topic modeling methods expand in
clinical and behavioral research, the need for statis-
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tically based evaluation tools grows.
We realized that since the components in a topic

distribution vector are proportions and all sum to
one, they meet the definition of “compositional”
data as formalized by Aitchison (1982), who also
proposed a family of statistical approaches for
such data. Compositional data are vectors of posi-
tive numbers that together represent parts of some
whole: e.g., the demographic profile of a city or the
mineral compositions of rocks.

There are three linear transformations that can be
performed on compositional data: additive logratio
(ALR), center logratio (CLR), and isometric logratio
(ILR) transformation. The ILR transformation was
introduced by Egozcue et al. (2003) in an effort to
broaden the range of statistical methods that can
be applied to compositional data by mapping com-
positonal data into real space. This transformation
maps a composition from its original sample space
(the D-part simplex) to the D − 1 Euclidean space
(ILR: SD → RD−1) with all metric properties pre-
served. Once the compositions are in RD−1, we are
able to use classical multivariate analysis tools such
as multivariate analysis of variance (MANOVA) to
explore group differences (Egozcue et al., 2003;
van den Boogaart et al., 2023).2

MANOVA is used to compare multivariate sam-
ple means and examines the effect of one discrete,
independent variable on multiple continuous, de-
pendent variables. For the analyses described in
this paper, the independent variable is topic label
when using the 20Newsgroup corpus and diagnosis
(ASD, TD) when using the clinical corpus. The de-
pendent variables in both analyses are the various
topic distribution probabilities in the document-
topic matrix created by LDA: θi,1, θi,2, . . . , θi,k−1

where i = 1, 2 . . . ,M . It is important to note that
a different discrete variable can be used as the inde-
pendent variable, as long as it separates the docu-
ments into groups (e.g., author if modeling a corpus
of newspaper articles); if one wished to incorporate
multiple independent variables, one could could in-
stead use MANCOVA. Since we used a k of 20 in
both of our analyses and one dimension is removed
during the ILR transformation, there are a total of
19 dependent variables.

In the case that we do find a significant group
difference, the next step is to find out the magni-
tude of the effect. After MANOVA, we can use

2Our ability to use MANOVA here is contingent on statis-
tical assumptions that must be met before proceeding. These
assumptions are discussed in more in detail in section 4.3.

partial eta-squared (η2) to calculate effect size. Par-
tial η2 tell us what proportion of variance of the
linear combination of the topics can be explained
by the independent variable (Tabachnick and Fidell,
2013).

MANOVA is a compelling choice for this anal-
ysis for several reasons. As detailed above, it en-
ables us to statistically determine whether the topic
distributions learned by our topic model are signifi-
cantly associated with our other variables of inter-
est (group membership, etc.) under a conventional
hypothesis-testing framework. Second, MANOVA
allows us to calculate interpretable measurements
of effect size, which in turn facilitate comparison
between different models (even if they are trained
using different modeling algorithms). Third, this
framework enables us to incorporate additional co-
variates as independent variables (via upgrading
to MANCOVA), in a way that a more traditional
classification-centric downstream task would not.
Lastly, MANOVA is a well-characterized and well-
established statistical method and as such has nu-
merous useful extensions; for example, it can be
combined with post-hoc Roy–Bargmann stepdown
procedure (Tabachnick and Fidell, 2013) which
enables detailed statistical analysis of the relation-
ship between individual topics (or combinations
of topics) and our independent variable, thereby
facilitating a far richer quantitative interpretation
of our topic model’s output than other methods.
Note, however, that this would be slightly com-
plicated under our protocol due to our use of ILR,
which results in the loss of a dimension into a new
feature space that is decoupled from the original
topics learned by the model (but which preserves
important semantic properties of the original fea-
ture space). In this work, we explore only the first
two points mentioned, leaving the rest for future
work.

3 Corpora

We demonstrate our approach on two separate cor-
pora: a subset of the 20Newsgroup corpus and a
corpus of transcribed natural language samples of
ASD and TD children.

3.1 20Newsgroup corpus

The 20Newsgroups corpus is a collection of approx-
imately 18,000 posts from twenty different Usenet
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newsgroups,3 and is a classic and widely-used
dataset for text classification and analysis (Mitchell,
1997). We used the version of the 20Newsgroups
corpus that is available through the Python library
scikit-learn (Pedregosa et al., 2011). For
this analysis, we used documents from the fol-
lowing topic labels: comp.sys.ibm.pc.hardware,
comp.sys.mac.hardware, rec.sport.baseball, and
rec.sport.hockey. Documents that contained less
than 500 characters were omitted. All utterances
were tokenized, converted to lowercase, and lem-
matized (e.g., "troubling" and "troubles" both be-
come "trouble"). Stop words and fillers (e.g., "uh-
huh", "mmhmm", "hmm", etc.) were dropped.4

3.2 Clinical corpus

The data used to in our second analysis consists of
transcribed natural language samples of 117 ASD
children and 65 TD children between the ages of 4
and 15 years old. All participants were native En-
glish speakers and had an IQ of≥ 70. Sample char-
acteristics for all 182 participants are summarized
in Table 1. Intellectual level was estimated using
the Wechsler Preschool and Primary Scale of Intel-
ligence, third edition (WPPSI-III; Wechsler, 2002),
for children younger than 7 years old. For children
7 years and older, the Wechsler Intelligence Scale
for Children, fourth edition (WISC-IV; Wechsler,
2003), was used. Language ability and pragmatic
and structural language skills were estimated using
the Children’s Communication Checklist, version
2 (CCC-2; Bishop, 2003).

3.2.1 Language samples
The language samples are transcribed dialogues
between the child and an examiner during the con-
versation activities in the Autism Diagnostic Obser-
vation Schedule (ADOS) (Lord et al., 2000). The
ADOS is a semi-structured interview that is de-
signed to provide opportunities to observe speech
and behavior that are characteristic of ASD as de-
fined by the DSM-IV-TR (American Psychiatric
Association, 2000). All participants were admin-
istered the ADOS-2, Module 3, which is designed
for children and adolescents with fluent speech.
Sessions were scored using the revised algorithms
(Gotham et al., 2009).

3Usenet was an early internet-based network of
hierarchically-organized discussion groups where users could
post messages about a given topic.

4We used the lexicon of stop words provided in the tidytext
package (Silge and Robinson, 2016).

Audio files were transcribed by a team of trained
transcribers who were blind to participants’ diag-
nostic status and intellectual abilities. Transcrip-
tion was completed following modified Systematic
Analysis of Language Transcripts (SALT) guide-
lines (Miller and Iglesias, 2012). Both the child
and examiner speech were transcribed.

For this analysis, we used the transcribed dia-
logues from the four ADOS conversation activi-
ties: Emotions; Social Difficulties and Annoyance;
Friends, Relationships, and Marriage; Loneliness.
These activities were chosen for this analysis be-
cause of their conversational structure and natu-
ralistic dialogue. Other ADOS activities, such as
Description of a Picture and Telling a Story From
a Book, were omitted. For each conversation ac-
tivity, examiners are instructed to ask the child a
series of questions, such as "What do you like do-
ing that makes you feel happy and cheerful?" and
"Do you have some friends? Can you tell me about
them?". We followed same text preprocessing steps
as described in section 3.1.

4 Methods

Figure 1 shows an example workflow for our
method using LDA and a k of 5. All analyses were
completed using the statistical programming lan-
guage R (R Core Team, 2020). LDA models were
estimated using the the topicmodels package
(Grün and Hornik, 2011). The ILR transforma-
tion was performed using the compositions
package (van den Boogaart et al., 2023). Box’s M
Test was performed using the heplots package
(Friendly et al., 2022) and partial eta-squared was
calculated using the effectsize package (Ben-
Shachar et al., 2020). Our code for the 20News-
group analysis is available online.5

4.1 20Newsgroup

Using the documents from four different topics, we
fit a single LDA model with a k value of 20. After
transforming the topic distribution vectors using the
ILR transformation, we performed seven MANOVA
tests. First, we compared the topic distributions
between the broader comp.sys.* and rec.sport.*
categories, where the former is composed of
the documents from comp.sys.ibm.pc.hardware
and comp.sys.mac.hardware and the latter of
those from rec.sport.baseball and rec.sport.hockey.

5https://github.com/gracelawley/lawley-sigdial-2023
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ASD (n = 117, 98 males) TD (n = 65, 37 males)

min max mean s.d. min max mean s.d. p

Age in years 4.54 15.6 10.03 2.82 4.21 14.5 8.22 2.83 <.001
IQ 72 138 102.19 15.77 90 147 116.94 12.37 <.001
ADOS SA 3 19 9.18 3.48 0 8 0.95 1.47 <.001
ADOS RRB 0 8 3.59 1.53 0 2 0.45 0.64 <.001
ADOS Total 7 24 12.77 3.73 0 10 1.40 1.79 <.001
CCC-2 Pragmatic 1.5 10.8 4.96 1.69 7.5 15.8 12.05 1.73 <.001
CCC-2 Structural 1 12 7.01 2.29 8.5 15 11.73 1.57 <.001
CCC-2 GCC 45 103 75.13 11.0 87 143 115.18 12.09 <.001

Table 1: Demographic and clinical sample characteristics. Abbreviations: ADOS = Autism Diagnostic Observation
Schedule; SA = Social Affect; RRB = Restricted and Repetitive Behavior; CCC-2 = Children’s Communication
Checklist, version 2; GCC = Global Communication Composite.

Figure 1: Example workflow for the described statistical approach described to explore and quantify group
differences in topic distributions captured by topic models.

We hypothesize that the topic distributions be-
tween these groups will be very different.
Second, we compared topic distributions be-
tween subcategories: comp.sys.ibm.pc.hardware
vs. comp.sys.mac.hardware; rec.sport.baseball vs.
rec.sport.hockey. We hypothesize that these groups
will also be different, but not as different as the
previous comparison. Third, we compared the
topic distributions within each of the four topics
by randomly splitting each topic into two groups
(e.g., rec.sport.baseball.1 vs. rec.sport.baseball.2).
Since the documents are from the same topic, we
hypothesize that there will be no difference be-
tween the topic distributions. For all of the above
MANOVA tests, the independent variable is the
topic label and the dependent variables are the topic

probability values from the document-topic vec-
tors.

4.2 Clinical corpus

Since our plan involves analyzing the child and ex-
aminer speech separately, we created two separate
LDA models: one containing only the child speech
and one containing only the examiner speech. In
both models, we define a document as all words
said by a speaker during a single ADOS conver-
sation activity. Since there are four activity types,
within each model each child-examiner conversa-
tion is associated with four, distinct documents.

We used a k value of 20 for both models. This
decision was informed by prior knowledge of the
type and quantity of questions the examiners are
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instructed to ask during the ADOS conversation ac-
tivities. Hyperparameter estimation was done using
the variational expectation-maximization (VEM)
algorithm with a starting α value of 50/k (Grün
and Hornik, 2011; Griffiths and Steyvers, 2004).

For each of our MANOVA tests, the independent
variable is diagnosis (either ASD or TD) and the
dependent variables are the topic probability values
from the document-topic vectors. Since we used
a k of 20 in our analysis and one dimension was
lost during the ILR transformation there are 19 de-
pendent variables. The null hypothesis is that the
multivariate means of the ASD and TD groups are
equal.

4.3 MANOVA assumptions

Before proceeding further with MANOVA, there
are multiple assumptions that must be met (Tabach-
nick and Fidell, 2013). First, each combination
of independent and dependent variables should be
multivariate normally distributed. Since there are
more than 20 observations for each dependent ×
independent variable combination the Multivariate
Central Limit Theorem holds so we can assume the
multivariate normality assumption holds.

Second, dependent variables should have a linear
relationship with each group of the independent
variable. This assumption was initially not met
since each topic distribution vector summed to 1.
However after performing the ILR transformation
described in section 2, this is no longer the case.

Third, variance-covariance matrices for depen-
dent variables should be equal across groups. This
can be tested using Box’s M test (Box, 1949),
which tests the null hypothesis that the matrices
are equal. For our data, Box’s M test yielded p-
values of p < 0.001 for each topic for the 20News-
groups documents and also for each conversation
activity for both child and examiner speech, and
thus this assumption (of equal covariance matrices)
was not met. However, MANOVA is robust to un-
equal covariance matrices when Pillai’s criterion
is used (Tabachnick and Fidell, 2013; Pillai, 1955),
and as such we are able to proceed .

Lastly, there should be no extreme outliers in
the dependent variables. Extreme outliers can be
identified by calculating the Mahalanobis distance
for each observation and then performing a chi-
squared test (using df = k − 1) to calculate the
corresponding p-values. The null hypothesis is
that the observation is not an outlier. We repeated

analyses with identified outliers excluded and saw
no difference in results. The results presented here
are with these outliers included.

5 Results

The first part of our analysis was to demonstrate the
application of our approach on the 20Newsgroup
corpus, a popular corpus for topic modeling. The
results for the MANOVA tests are reported in Ta-
ble 2. There was a significant difference between
the topic distributions from the comp.sys.* and
rec.sport.* categories, F (19, 1710) = 414.240,
p < 0.001, with a large effect size, partial η2 =
0.82. Between the comp.sys.ibm.pc.hardware and
comp.sys.mac.hardware subcategories, topic distri-
butions were significantly different, F (19, 795) =
15.008, p < 0.001, with a large effect size, par-
tial η2 = 0.26. Topic distributions were also sig-
nificantly different between the rec.sport.baseball
and rec.sport.hockey subcategories, F (19, 895) =
15.008, p < 0.001, with a large effect size, partial
η2 = 0.57. When comparing topic distributions
within each topic (by randomly splitting the docu-
ments into two groups), there were no significant
differences found.

For the second part of our analysis, we com-
pared the children’s topic distribution vectors be-
tween diagnostic groups (ASD, TD). The results
of the MANOVA tests for each ADOS conversa-
tion activity for child speech are reported in Table 3.
The children’s topic distributions were significantly
different between the Autistic and TD children
within the Social Difficulties and Annoyance activ-
ity, F (19, 169) = 2.055, p = 0.0083, with a large
effect size, partial η2 = 0.19. There was no signifi-
cant group difference in topic distributions within
the other three conversation activities (Emotions;
Friends, Relationships, and Marriage; Loneliness).
To address potential Type I error from multiple
comparisons, p-values can be evaluated using a
Bonferroni adjusted α of 0.0125. When evaluat-
ing the results using the adjusted α of 0.0125, the
significant result within the Social Difficulties and
Annoyance conversation activity remains.

Lastly, the results of the statistical analyses per-
formed on the examiner speech are reported in Ta-
ble 4. The examiners’ topic distributions differed
significantly between ASD and TD groups within
three of the four conversation activities examined:
Emotions, F (19, 175) = 2.235, p = 0.0035,
with a large effect size, partial η2 = 0.20; So-
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topics n df Pillai approx. F df1 df2 p partial η2

comp.sys.* 815 1 0.822 414.240 19 1710 <0.001 0.82
rec.sport.* 915

comp.sys.ibm.pc.hardware 447 1 0.264 15.008 19 795 <0.001 0.26
comp.sys.mac.hardware 368

rec.sport.baseball 423 1 0.571 62.722 19 895 <0.001 0.57
rec.sport.hockey 492

comp.sys.ibm.pc.hardware 219 1 0.020 0.460 19 427 0.976 0.02
" 228

comp.sys.mac.hardware 198 1 0.044 0.840 19 348 0.659 0.04
" 170

rec.sport.baseball 206 1 0.041 0.903 19 403 0.579 0.04
" 217

rec.sport.hockey 247 1 0.029 0.738 19 472 0.780 0.03
" 245

Table 2: 20Newsgroups, comparison of LDA topic distribution vectors between and within topics.

df Pillai approx. F df1 df2 p partial η2

Emotions dx 1 0.093 0.941 19 175 0.5334 0.09

Social dx 1 0.188 2.055 19 169 0.0083 0.19

Friends dx 1 0.131 1.388 19 175 0.1381 0.13

Loneliness dx 1 0.135 1.275 19 156 0.207 0.13

Table 3: Child speech, comparison of LDA topic distribution vectors between ASD and TD groups.

cial Difficulties and Annoyance, F (19, 174) =
3.858, p < 0.001, with a large effect size, partial
η2 = 0.30; Friends, Relationships, and Marriage,
F (19, 176) = 1.833, p = 0.0224, with a large
effect size, partial η2 = 0.17. There was no signifi-
cant difference between groups for the Loneliness
conversation activity. A Bonferroni adjusted α of
0.0125 can be used to address potential Type I error
from multiple comparisons. With this adjusted α,
a significant group difference within the Emotions
and Social Difficulties and Annoyance activities
remains; however, the previous group difference
within Friends, Relationships, and Marriage is no
longer significant.

6 Discussion

The Autistic children and TD children had signif-
icantly different topic distributions for one of the
four conversation analyzed: Social Difficulties and
Annoyance. We expected to observe a group differ-

ence in all four of the conversation activities instead
of only one. Incorporating additional participant-
level information such as IQ and age or examining
other measures of conversational reciprocity such
as the length and complexity of utterances may
help shed some light as to why a group difference
was only seen in one of the four activities analyzed.
In addition, further investigation into sampling con-
text differences between the conversation activities
is needed before conclusions can be drawn. This
finding illustrates the value of our proposed statisti-
cal approach, in that we have numerous ways we
could incorporate these additional covariates into
our analysis in quantitatively useful ways within
the same statistical framework.

The examiners’ topic distributions differed sig-
nificantly between the ASD and TD groups for two
of the four activities: Emotions and Social Diffi-
culties and Annoyance. This is surprising as our
initial hypothesis was there would not be any sig-
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df Pillai approx. F df1 df2 p partial η2

Emotions dx 1 0.195 2.235 19 175 0.0035 0.20

Social dx 1 0.296 3.858 19 174 <0.001 0.30

Friends dx 1 0.165 1.833 19 176 0.0224 0.17

Loneliness dx 1 0.151 1.557 19 167 0.0726 0.15

Table 4: Examiner speech, comparison of LDA topic distribution vectors between ASD and TD groups.

nificant group differences for the examiners’ topic
distributions. ADOS examiners are instructed to
cover the same questions for each child, regardless
of diagnosis, and are trained to a high standard
of consistency and repeatability, as the assessment
is meant for clinical use. Since one goal of the
conversation activities is to foster a dialogue, the
examiner would likely avoid actions that could dis-
courage the child from conversing and sharing their
interests. It may be the case that the examiners are
mirroring the topics introduced by the children dur-
ing the activities and those topics are being picked
up by the topic distributions created by LDA.6 This
could be explored in the future by investigating
pairwise group differences.

7 Conclusion

In this paper we presented a novel application of ex-
isting statistical methods to evaluate the document-
topic distribution vectors created by topic models in
order to investigate group differences. By treating
the document-topic distribution vectors as compo-
sitional data (Aitchison, 1982), we are able to use
the ILR transformation (Egozcue et al., 2003) to
map the vectors from their original sample sample,
the D-part simplex, into the D−1 Euclidean space
(ILR: SD → RD−1). Once in RD−1, we are able
to use classical multivariate analysis tools such as
MANOVA (Egozcue et al., 2003).

When applied to an LDA model fitted to the
20Newsgroups corpus, our method successfully
identified that the topic distributions for documents
from different categories (computer hardware vs.
sports) and also documents from related subcate-
gories (PC hardware vs. Macintosh hardware; base-
ball vs. hockey) were significantly different. The
effect size, measured with partial η2, also varied

6An anonymous reviewer brought to our attention that
interviewers have been found to adjust their conversational
patterns when speaking to patients with other cognitive condi-
tions, such as Alzheimer’s disease (Nasreen et al., 2021).

across these comparisons, with the effect size being
the largest when comparing computer hardware vs.
sports and smallest when comparing Macintosh vs.
PC hardware. Furthermore, our method did not
find that topic distributions are significantly differ-
ent when comparing groups of documents from the
same category.

We also demonstrate the application of this
method using LDA and a corpus of child-examiner
dialogues of Autistic and TD children, where prior
clinical research gave us reason to expect to find
group differences. We found that the topic distribu-
tions of Autistic and TD children were significantly
different during one of the four ADOS conversation
activities examined. This result aligns with prior
clinical research that Autistic children often have
difficulties with topic maintenance in a conversa-
tional context. Interestingly, we also found that
examiners’ topic distributions were significantly
different whether they were conversing with an
Autistic child or a TD child for two of the four
ADOS conversation activities examined. This may
indicate that although the examiners are trained to
ask the same set of questions irrespective of diagno-
sis status, tangential topics introduced by the child
during the conversation may be mirrored by the
examiner and thus are reflected in the associated
topic distributions.

There are a few points about the statistical ap-
proach outlined in this paper that should be high-
lighted. Although we demonstrate this method
using the document-topic distribution matrix cre-
ated by LDA, this method can be extended to any
topic modeling algorithm that outputs a topic dis-
tribution that can be treated as a composition. We
decided to use LDA here as it is a well-established
technique that has been extended and built upon
many times over since it was first introduced in
2003. Another important point to highlight is that,
although not shown in here, this analysis has the po-
tential to be extended further with a post-hoc Roy-
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Bargmann step down procedure to explore how
much each topic (or combination of topics) con-
tributes to the significant effect of the independent
variable (Tabachnick and Fidell, 2013). However,
as previously mentioned, the loss of a dimension
during the ILR transformation would need to be
addressed first. Overall, the statistical approach
presented in this paper represents a very promising
direction for methods of making topic models more
interpretable in a quantitative way, beyond human
inspection of topics. In the future we would like to
extend this specific analysis to include additional
participant-level, independent variables (e.g., age,
sex, IQ) by using multivariate analysis of covari-
ance (MANCOVA). Since social communication
skill level can vary throughout the ASD spectrum
(Tager-Flusberg and Kasari, 2013), we would also
like to look at differences within the ASD group
by exploring within group variance metrics. We
would also like to explore the use of other methods
of topic modeling, beyond LDA, for this applica-
tion.

As the application of topic modeling methods
continues to grow into areas such as clinical and be-
havioral research, so does the need for statistically
based methods for evaluation and comparison. Our
hope is that the statistical approach described in
this paper contributes to bridging that gap by focus-
ing on improving evaluation metrics for existing
topic modeling methods.

Limitations

There are several limitations of this analysis that
should be mentioned. First, the decision to set k to
20 was specific to the particular clinical discourse
corpus used. Our decision was informed by of the
type and quantity of questions the examiners are
instructed to ask during the ADOS conversation
activities; however, it may not always be possible
to choose a value for k using existing knowledge of
the corpus. Second, as mentioned in section 2, after
performing the ILR transformation we lose one di-
mension from our original topic model’s output and
go from k to k − 1 elements in each vector. A con-
sequence of this is that there is no direct mapping
between dimensions of the ILR-transformed Rk−1

vector and the original k topics after the transfor-
mation, though the new dimensions retain the infor-
mation contained in the original data (as shown by
their ability to be used via MANOVA). Depending
on the nature of the analysis that one is conducting,

this may or may not be an issue; it was not during
the present analysis, since we were interested in the
overall topic distributions of each document (rather
than in specific document-topic associations) but
this may not always be the case. A possible direc-
tion for future work would be to draw further upon
statistical methods from compositional spaces to
assist with this issue.
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Abstract

When searching for products, the opinions of
others play an important role in making in-
formed decisions. Subjective experiences about
a product can be a valuable source of informa-
tion. This is also true in sales conversations,
where a customer and a sales assistant exchange
facts and opinions about products. However,
training an AI for such conversations is compli-
cated by the fact that language models do not
possess authentic opinions for their lack of real-
world experience. We address this problem
by leveraging product reviews as a rich source
of product opinions to ground conversational
AI in true subjective narratives. With Opinion-
Conv, we develop the first conversational AI for
simulating sales conversations. To validate the
generated conversations, we conduct several
user studies showing that the generated opin-
ions are perceived as realistic. Our assessors
also confirm the importance of opinions as an
informative basis for decision making.

1 Introduction

In order to elucidate the mechanics of conversa-
tional product search, Kotler and Keller (2015)
delineated a five-stage process that encapsulates
customer decision making (see Figure 1, left). This
process suggests that the customer: (1) recognizes a
problem or need; (2) searches for information about
potential products or services that could resolve the
problem or fulfill the need, filtering them until a
manageable set of alternatives remains; (3) evalu-
ates and compares these alternatives against each
other with regard to personal preferences and third
party opinions to inform their decision making;
(4) proceeds to make a purchase decision predi-
cated upon this informed evaluation; and finally,
(5) exhibits post-decision behaviors that reflect
their satisfaction, which completes the process.

Typically, in-store shopping predominantly en-
gages with the second and third stages of this cus-
tomer decision process. Both the activities of reduc-

ing the number of alternatives and evaluating their
merits and demerits are conducted in conversations
between customers and sales assistants. The ab-
sence of such interactions in online environments
is perceived as a deficiency in customer service es-
pecially with respect to the third stage (Exalto et al.,
2018). Customers derive post-purchase satisfaction
from personal exchanges, relating to others experi-
ence, and having the opportunity to ask questions
(Papenmeier et al., 2022). The considerable num-
ber of online product reviews available are not a
substitute for everyone, since many customers lack
the patience to examine many of them, leading to
post-purchase dissatisfaction and product returns.
Conversational AI has been suggested as a solution
(Gnewuch et al., 2017), with the goal of mimicking
the conversational strategies of sales assistants (Pa-
penmeier et al., 2022). But despite its importance,
previous research on conversational product search
almost entirely neglects the third stage, or rather its
opinionated aspects (Section 2).

Recent advances in large-scale conversational
language models, spearheaded by OpenAI’s Chat-
GPT, are driving a paradigm shift in the develop-
ment of conversational technologies. Nonetheless,
when it comes to expressing opinions pertaining to
real-world events or entities, these language mod-
els lack the necessary grounding in tangible reality.
For an individual to formulate an opinion on a par-
ticular subject matter, they require exposure to the
subject to relate the new experience to past ones,
and importantly, an emotional perception. A lan-
guage model is only capable of generating what
might be termed as a “statistical average” of third-
party opinions, if they have been part of its training
data. In the context of product search, such opin-
ions would be deemed unauthentic as they are not
based on real-world experiences or substantiated
knowledge. This lack of authenticity poses chal-
lenges to the effective utilization of these models
when (personal) opinions play an important role.
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Evaluation of alternatives

S: How may I help you? C: Can you find me a mobile phone?
S: Sure, what operating system do you prefer? C: I want an Android.

S: Do you have requirements on storage capacity? C: I want at least 64 GB.
S: OK, and any preference on screen size? C: Larger than 5 inches.

S: What about the Samsung Galaxy S6? It’s availabe for $228.89.
C: I like it’s design, but it costs too much. Do you have any cheaper ones?
S: Yes! I have this one for you. The Sony Xperia X.
     It's cheaper; $117.13.
C: Sounds good!
C: How does its operating system handle?
S: The Sony Xperia X is an excellent phone, good connectivity, 
     operating system easy to handle, it takes highy-quality pictures, but
     it’s battery life lacks a little.
C: What about the Oneplus 2? I don't know how they did it, but they
     managed to create a phone with robust life and low battery drain.
S: Yes, I agree. This phone might also be a good choice, but you hear
     some criticism from tech “critics” on the web about its camera and the
     pixel density, etc.

C: I see. The camera quality is important to me.

C: Given the price of the Sone Xperia X, I would have expected
     capacitive buttons.
S: For a sim-free price under $200 it’s one of the most affordable options
     out there and a good smartphone.

C: Alright, I’ll buy the Sony Xperia X.

Generated opinionated conversation for product search
(S = sales assistant, C = customer)

Information search

Purchase decision

Customer decision process
(Kotler and Keller, 2015)

Problem/need recognition

Post purchase behavior

Negotiation strategy
(Conversation template ID: 4)

Sequence of questions and 
answers between the sales
assistant S and the customer C
about product features, until 
a small set of alternatives 
remains.

Prompt

Price negotiation

Request–Inform

Search–Warning

C agrees.

Deny–Disagreement

C decides.

(not relevant for conversation generation)

(not relevant for conversation generation)

S: And any preference on phone color? C: Not particularly.

Focus of this paper

Example reproduced from
Zhang et al., 2018, Figure 1.

Search dialog

S makes an offer.

C asks for cheaper options,
S makes a cheaper offer.

C asks about a product feature.
S responds with a positive
opinion about it.

C asks about an alternative
due to a positive opinion on
one of its features.
S responds with a negative
opinion on a different feature.

C voices a negative opinion
about a product feature (price).
S disagrees.

Reaction

Decision

Sa
le

s 
as

si
st

an
t

C
us

to
m

er

Initiative

Figure 1: A grounded opinionated conversation generated by OpinionConv based on Conversation Template 4.

In this paper, we focus on the third stage of the
customer decision process, for which we contribute
the first approach to generate grounded opinionated
statements (Section 3). We conceive and opera-
tionalize the generation of grounded opinions by
positing that a grounded opinion about a product is
an opinion which has been verifiably expressed by a
minimum of one individual in a product review that
specifically discusses the product under scrutiny.
Our approach, OpinionConv, combines a product-
specific index of reviews for a cohort of products of
the same kind with a mechanism to generate real-
istic opinionated conversational exchanges. While
carefully tuned, our approach must still be con-
sidered an early prototype. Consequently, before
asking real customers to use it, its fundamental ca-
pabilities must first be established. We therefore
simulate in-store dialogues between a customer and
a sales assistant, where both parties incorporate
grounded opinions. These conversations are then
systematically evaluated in an experimental setup
that ascertains the perception of human readers re-
garding the realism of these dialogs (Section 4).1

1Code and data: https://github.com/caisa-lab/OpinionConv

2 Related Work

Three lines of research are related to ours: opin-
ionated question answering, conversational product
search, and review-based conversation generation.

2.1 Opinionated Question Answering
While factoid Question Answering (QA) systems
have a long tradition and some even outperform
humans, non-factoid questions, such as opinions,
explanations, or descriptions, are still an open prob-
lem (Cortes et al., 2021). Cardie et al. (2003)
employed opinion summarization to help multi-
perspective QA systems identify the opinionated
answer to a given question. Yu and Hatzivas-
siloglou (2003) separated opinions from facts and
summarized them as answers. The linguistic fea-
tures of opinion questions have also been studied
(Pustejovsky and Wiebe, 2005; Stoyanov et al.,
2005). Kim and Hovy (2005) identified opinion
leaders, which are a key component in retrieving
the correct answers to opinion questions. Ashok
et al. (2020) introduced a clustering approach to an-
swer questions about products by accessing product
reviews. Rozen et al. (2021) examined the task of
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answering subjective and opinion questions when
no (or few) reviews exist. Jiang et al. (2010) pro-
posed an opinion-based QA framework that uses
manual question–answer opinion patterns.

Closer to our work, Moghaddam and Ester
(2011) address the task of answering opinion
questions about products by retrieving authors’
sentiment-based opinions about a given target from
online reviews. McAuley and Yang (2016) address
subjective queries using relevance ranking, and
Wan and McAuley (2016) extends this work by
considering questions that have multiple divergent
answers, incorporating aspects of personalization
and ambiguity. AmazonQA (Gupta et al., 2019) is
one of the largest review-based QA datasets. Its
authors show that it can be used to learn relevance
in the sense that relevant opinions are those for
which an accurate predictor can be trained to se-
lect the correct answer to a question as a function
of opinion. SubjQA (Bjerva et al., 2020) includes
subjective comments on product reviews.

2.2 Conversational Product Search
Information is often gathered through conversa-
tions with a series of questions and answers. Con-
versational Question Answering (CQA) systems
engage in such multi-turn conversations to satisfy a
user’s information need (Zaib et al., 2021). Despite
the attention this task has received in e-commerce
(Ricci et al., 2011; Bi et al., 2019; Zhang et al.,
2018), building a successful conversational prod-
uct search system for online shopping still suffers
from the lack of realistic dialog datasets for model
training (Xiao et al., 2021).

2.3 Review-based conversation generation
Recently, multi-turn QA has grown more promi-
nent (Cambazoglu et al., 2020). Product reviews
are one of the sources of information that are be-
ing used for conversational product search. Penha
et al. (2022) generate review-based explanations
for voice-driven product search. Zhang et al. (2018)
builds a dataset to answer conversational questions,
as illustrated in Figure 1 (Stage 2 “Information
Search”). They extract feature–value pairs from re-
views and convert each review into a conversation
based on the mentioned pairs, but omit opinionated
statements. Xu et al. (2019) explores the possibility
of turning reviews into a knowledge source to an-
swer questions. Feature-related, non-opinionated
statements in reviews are flagged and appropriate
questions are formulated.

3 Grounded Product Opinion Generation

This section introduces the OpinionConv construc-
tion pipeline to generate grounded opinionated con-
versations for product search based on product re-
views. Figure 2 gives an overview of the pipeline’s
individual steps, grouped into preprocessing, in-
formation search dialog generation (Stage 2 of the
customer decision process, which we reproduce
from Zhang et al. (2018)), and evaluation dialog
generation (Stage 3, our focus).

3.1 Data Source and Preprocessing
As a basis for grounded opinions, we utilize a crawl
of Amazon product data including their reviews cre-
ated by Ni et al. (2019).2 The metadata enclosed
includes product descriptions, multi-level product
categories, and product information. For our proof-
of-concept, we focus on one of its 24 product cat-
egories, Cell Phones and Accessories. As a first
cleansing step, we reviewed the product data and
added missing product details. We found the re-
views to be of varying writing quality, especially
with respect to basic syntax conventions, like the
use of punctuation. We employed the model of
Alam et al. (2020) to restore the punctuation, which
enabled a more reliable sentence extraction and
thus benefited the subsequently applied models,
which were largely trained on “cleaner” data.

To extract the product features discussed in the
reviews, we use the extraction model of Karimi
et al. (2021). It is based on a hierarchical aggrega-
tion approach and was trained on the laptop review
dataset of SemEval 2014 (Pontiki et al., 2014), per-
forming best at that time. Given a review sentence,
the model extracts feature terms on which an opin-
ion has been expressed. On sentences containing
such opinion statements, we then applied the senti-
ment analysis model of Zeng et al. (2019), which is
based on self-attention to capture local context and
global context features to determine the polarity
score of the opinion.

3.2 Information Search Dialog Generation
To generate the information search dialog of the
customer decision process (see Figure 1), we repro-
duce the approach of Zhang et al. (2018). Repro-
ducing the original dialogs turned out to be straight-
forward, and we verified our success by direct com-
parison to the data supplied with the original paper.
The dialogs are structured as follows: The sales
2https://jmcauley.ucsd.edu/data/amazon/
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Products

Ratings

Reviews

Information Search dialog generation (as per Zhang et al., 2018)

Evaluation dialog generationPreprocessing

Preproc. S: How may I help you?
C: Can you find me a 
     mobile phone?
S: ...   C: ...

S: What about the
     Samsung Galaxy...
C: I like it’s design, but
     it costs too much...
S: ...   C: ...

Feature
extraction

Feature-oriented
sentiment analysis

Dialog pair
generation

Template-based
alternative evaluation

Template-based
information search

Search
simulation

Search criteria
identification

Punctuation
restoration

Cleansing
{set of alternatives}

Figure 2: High-level overview of our approach in OpinionConv for generating opinionated multi-turn conversations.

assistant asks for preferences on product features,
and the customer answers, narrowing down the set
of alternatives. The resulting set of alternatives
is fed to the next stage of the customer decision
process, the evaluation of alternatives.

3.3 Evaluation Dialog Generation
The generation of an opinion-based evaluation of
alternatives dialog is divided into two steps, the gen-
eration of pairs of talking points based on reviews
of the alternative products, and their combination
into a multi-turn conversation as exemplified in
Figure 1. For lack of public corpora of in-store con-
versations, we resort to a template-based approach.
The templates are derived from common conversa-
tional negotiation strategies from the literature.

Dialog Turn Pair Generation In each turn of an
evaluation dialog the customer and the sales assis-
tant discuss the relative value of product features, as
well as their benefits and shortcomings compared
to alternative products. Sales assistants, by train-
ing and/or experience, are usually well-equipped
to provide customers with satisfying answers to
their questions as well as to respond to opinions
that customers express throughout the conversation.
The most salient open question in this respect is:
How should a sales assistant react to a customer’s
opinion in the context of a negotiation?

Negotiations combine features of claiming and
creating value. Each requires unique strategies and
tactics for a negotiator to effectively achieve their
objectives while creating the greatest value possi-
ble for all parties (Thompson and Hastie, 1990).
We take inspiration from three negotiation tactics
(Dwyer et al., 1987; Săvescu, 2019): (1) Distribu-
tive negotiation: This is a competitive win–lose
situation. Any value claimed by one party is at the
expense of the other. (2) Integrative negotiation:
The parties create or generate value during the nego-
tiation, and both parties may achieve mutual gains
beyond what they would achieve independently,
a win–win scenario. (3) Compatible negotiation:

[...] He constantly has Rhapso-
dy or Pandora running on T-Mo-
bile 4G with no lag at all. It does 
great on wi-fi at home as well. 
The battery life is impressive 
as well, you can charge it when 
you go to bed, but I’m sure you 
never see it die throughout the 
day even with heavy use. All in 
all a great phone!

[...] Internet connections are 
much faster that on my Black-
berry, which my work has sup-
plied me. The battery is anoth-
er item that people tend to give 
bad reviews on. That may be 
why Verizon is currently offer-
ing a 60 dollar battery for 19 
dollars. [...]

C: I heard that the battery is 
another item that people tend 
to give bad reviews on.

S: Well, I can tell that the bat-
tery life is impressive as well, 
you can charge it when you go 
to bed, but I’m sure you never 
see it die throughout the day 
even with heavy use.

Review 1 Review 2

Customer C voices negative opinion
on a product feature, sales assistant
S counters with a positive one.

Partial dialog

Figure 3: Example of a basic opinionated dialog pair
generation step: Given a product feature like “battery”,
opinionated statements are extracted from reviews of
a given product to form part of a dialog between Cus-
tomer C and Sales Assistant S.

The parties desire the exact same outcome, so that
there is no need for any trade-off.

For instance, as illustrated in Figure 3, where
Customer C’s remark about a product feature (left)
is countered by an opinionated counterargument
from Sales assistant S (right), we use the Deny–
Disagreement tactic, where the customer expresses
a negative opinion on a feature of a product in ques-
tion, whereas the sales assistant disagrees and coun-
ters with a positive opinion on the same feature.
This tactic may either correspond to a win–lose or
a win–win situation, dependent on whose opinion
applies more to the customer: If the customer is
correct, they lose against the sales assistant, since
the product is not switched. If the sales assistant is
correct, they both win, since the customer still gets
what they wanted, and the sales assistant may still
get to sell the product in question.

A key constraint that we enforce by generating
grounded opinions (i.e., opinions rooted in a real
product reviews as exemplified in Figure 3) is that
neither the customer nor the sales assistant can
“lie” to each other, as their opinions are backed by
a real person’s opinion about the product and its
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Table 1: Negotiation tactics used in dialog pair templates (P=product, F=feature).

Dialog pair template Description of negotiation tactic

Request–Inform
Question: P-1, F-A, neutral
Answer: P-1, F-A, positive

Customer asks about the sales assistant’s view on a feature of a product. Sales assistant
expresses positive view on it.

Deny–Disagreement
Opinion: P-1, F-A, negative
Opinion: P-1, F-A, positive

Customer expresses negative opinion on a feature of a product. Sales assistant disagrees and
expresses positive opinion on it.

Deny–Switch Product
Opinion: P-1, F-A, negative
Opinion: P-2, F-A, positive

Customer expresses negative opinion on a feature of a product. Sales assistant switches the
product and expresses positive opinion on the same feature wrt. new product.

Deny–Switch Feature
Opinion: P-1, F-A, negative
Opinion: P-1, F-B, positive

Customer expresses negative opinion on a feature of a product. Sales assistant disagrees and
expresses positive opinion on a different feature of the same product.

Search–Agreement
Opinion: P-1, F-A, positive
Opinion: P-1, F-A, positive

Customer expresses positive opinion on a feature of a product. Sales assistant agrees and
expresses another positive opinion it.

Search–Switch Feature
Opinion: P-1, F-A, positive
Opinion: P-1, F-B, positive

Customer expresses positive opinion on a feature of a product. Sales assistant agrees and
expresses positive opinion on different features of the same product.

Search–Warning
Opinion: P-1, F-A, positive
Opinion: P-1, F-B, negative

Customer expresses positive opinion on a feature of a product. Sales assistant warns the user
and expresses negative opinion on different features of the same product.

feature. Thereby the dialog turns are more realistic,
despite both parties being simulated. Moreover, our
dialog turns enforce a conversational concept flow
between (Li et al., 2023), as the product features
and their attributes as key concepts are connected.

In Table 1, we list the templates for dialog
pairs according to different negotiation tactics de-
rived from the literature; seven patterns are de-
vised, one question–answer pair, and six opinion–
opinion pairs. The customer’s utterance consists
of a feature-specific opinion with either positive
or negative opinion for a certain product and one
of its features, extracted from one of its reviews.
The sales assistant’s utterance is a response that
expresses either a positive or a negative opinion,
not necessarily to the same product or feature.

As can be seen, depending on the type of di-
alog pair, different negotiation tactis may apply.
The sales assistant is allowed to switch the polarity,
feature under discussion, and product under negoti-
ation. The mapping of a dialog pair to the negotia-
tion tactics thus depends on the factuality of either
opinion expressed by the customer or sales assis-
tant, in case a product switch on the price changes
(the price of the new product may be lower, sim-
ilar, or higher), but also on whether the customer
gets what they want. For instance, a switch to a
pricier product is certainly worthwhile for the sales
assistant, as long as the customer ends up with a

desired feature. However, given the necessity of in-
terpreting each generated dialog with respect to its
factuality, a mapping between dialog pair and ne-
gotiation tactic must be decided on a case-by-case
basis, which is beyond the scope of this paper.

A constraint in cases where the product is being
changed includes that the sales assistant is allowed
to use only two types of products: (1) Retrieved
products: The products from the set of alternatives
retrieved in the information search dialog at the
outset of a conversation based on customer pref-
erences; (2) also viewed products: The products
listed in the metadata that have been viewed by
other customers. Customers thus can go beyond
their original preferences and the set of alternatives.

Template-based Alternative Evaluation The
last step of our pipeline generates conversations
composed of multiple dialog pairs, based on a ne-
gotiation strategy. Considering the diversity of real
dialogs and the fact that a coherent conversation
should have a smooth transition between turns (Li
et al., 2023), we define a diverse set of conversation
templates inspired by past studies on negotiation
in behavioral economics (Pruitt, 1981; Fisher and
Ury, 1981; Thompson et al., 2010), including both
high-level (e.g., insisting on your position: Dis-
agreement) and low-level (e.g., focus on interests:
Reaction) dialog acts.
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Table 2: Example of the combination of dialog pairs in a conversation template.

Pair Principle Action Example

Deny–Switch
Product

Insist on position Express negative
sentiment

B: What I know about its battery is that the battery keeps draining
because the phone is constantly looking for network signal.

Invent options for
mutual gain

Recommend a new
product

S: If the battery is important for you, we can offer this product:
Axon 7 is the same price as OnePlus 3, but it has slightly bigger
battery.

Request–
Inform

Focus on interests Look for more
information

B: What do you think about its speakers?

Build trust Express positive
sentiment

S: It has dual front-facing speakers with good quality.

Search–
Agreement

Focus on interests Search for
alternatives

B: I heard about this phone: Galaxy S4 that has a super-fast
processor and a good battery life.

Build trust Confirm consumer’s
preference

S: Yes, that’s true. This phone is also a good choice with the one
premium hardware, great software and a reasonable price.

Table 3: Demographics of study participants.

Measure Characteristics Study 1 Study 2
(N=100) (N=420)

Gender Males 41.0% 31.0%
Females 58.0% 69.0%
Non-binary 1.0% 0.0%

Age 25 to 34 years 35.0% 38.0%
35 to 44 years 28.0% 30.1%
18 to 24 years 21.0% 15.7%
55 to 64 years 6.0% 13.3%
45 to 54 years 5.0% 1.8%
65 years or older 5.0% 1.2%

We follow Zhou et al. (2019) and devise 14 con-
versation templates with different combinations
of the generated question–answer and opinion–
opinion pairs. Table 2 exemplifies one of them. We
adapt the “CraigslistBargain” setting of He et al.
(2018), where a buyer and a seller negotiate the
price of a product. But unlike in their work, the
sales assistant and the customer negotiate not only
the price but primarily the relative merits of product
features, whereas price may only be one of them.

4 Evaluation

A volunteer who is asked to pose as a customer
in a laboratory user study, and who has no real in-
tention of investing a fairly large amount of his or
her own money in the purchase of a product, does
not usually have the same information needs as a
real customer. At the same time, we consider it
unethical to confront real customers with an early
prototype of a conversational sales assistant. Be-
fore a practical assistant can be developed, the basic
means of generating informed opinions must first
be established.

In our evaluation, we therefore decided to sim-
ulate full conversations between a hypothetical
customer and a hypothetical sales assistant as de-
scribed in the previous section. We then designed
two user studies in which we specifically investi-
gated whether human subjects consider these con-
versations realistic.

Study 1 investigates whether subjective narra-
tives in conversational product search are con-
sidered important compared to purely factual ex-
changes. Study 2 investiages individuals’ percep-
tions of the quality and realism of the conversations
generated by OpinionConv. We conducted the two
studies by recruiting volunteers living in the US
or UK on Prolific.3 Table 3 shows the total sam-
ple size and key demographic information for both
studies. As can be seen, we had fewer male par-
ticipants than females and more than 60% of the
participants are between 25 and 45 years old. Key
to both our study design is that participants ini-
tially believed that the conversations are genuine
transcripts of real sales negotiations recorded in a
store, instead of generated ones. At the end of the
questionnaire, it was revealed that they are not.

4.1 Study 1: Importance of Product Opinions
The first study started with the following instruc-
tion: “Below is an automatically generated tran-
script of a sales conversation. We show two vari-
ants: Variant 1 is focused on the customer’s prefer-
ences and requirements. Variant 2 starts similarly,
but then continues with an opinionated discussion.”
After reading both variants of the same dialog par-
ticipants were asked “Which of the two variants
would you as a customer hold with the sales as-
3https://www.prolific.co
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sistant while searching for a smartphone?” The
survey concluded by asking participants an open-
ended question to explain their judgment for the
previous question, which also allowed to ascertain
that they had actually read the conversations.

As a result, we find that 83% of the 100 partici-
pants of Study 1 prefer Variant 2 over the Variant 1,
which confirms that they tend to prefer opinion-
ated conversations when searching and evaluating
a product rather than exclusively factual ones.

4.2 Study 2: Perceptions of Dialog Realism
For this study, the questionnaire consisted of two
separate parts. In the first part, we again let par-
ticipants believe they are reading a transcript of a
real conversation by instructing them as follows:
“Suppose you are in an electronics store. While
browsing, you happen to overhear part of a con-
versation between a customer and a sales assis-
tant. Both exchange opinions about the features
of one or more products.” They are then asked
to answer three questions using the 4-point Likert
scale: (1) Definitely yes, (2) Rather yes, (3) Rather
not and (4) Definitely not. As depicted in Figure 4,
bottom, we ask questions for the following goals:
Customer understanding, Sales assistant answer
sufficiency and Reasonableness of exchange. To in-
vestigate whether participants’ perceptions change
significantly after they learned that the conversa-
tion was generated, at the beginning of the second
part, we reveal the truth and declare that the con-
versation they just read, was not a real but an auto-
matically generated one. After the disclosure, they
were asked answer Questions 4 to 6 using the same
Likert-scaled responses as shown in Figure 4 in
order to observe any changes of opinion. For each
of our 14 conversation templates, we generated
ten examples, and for each example, three partici-
pants were asked to answer the questions, a total of
140 questionnaires answered by 420 participants.

Figure 4 shows the distribution of participants’
responses to each question, outlining the alterations
in perception after revealing the automated gener-
ation of conversations. Both user (Q1 & Q4) and
agent (Q2 & Q5) utterances, as well as the overar-
ching dialog (Q3 & Q6), were subjected to quality
evaluation. The data reveals that prior to reveal-
ing the truth, over 66% of evaluators deemed the
conversation reasonable (both “yes” answers com-
bined), marginally reducing to 64% post-revelation
(Q3 & Q6). Regarding participants’ assessment of

the customer’s understanding of the sales assistant
(Q1 & Q4), over 78% affirmed it, which reduces to
77% after the disclosure, albeit almost half of par-
ticipants switched form definitely yes to rather yes.
Regarding the evaluation of the sales assistant’s
response quality to customer inquiries (Q2 & Q5),
over 60% of participants agreed that the responses
were sufficient, while the disclosure incited a reduc-
tion in both definitely yes and rather yes responses
to over 54%. Altogether, the responses indicate a
generally positive reception of conversations gener-
ated by OpinionConv, with variation in assessment
among different conversation templates. While a
rough two thirds of participants agree with this out-
come, more than half of participants improve their
rating from definitely not to rather not considering
overall reasonableness.

4.3 Participants’ Comments
In both studies, participants were asked to explain
their judgment in about two sentences, in case of
Study 2 once in each part of the questionnaire. With
respect to assessing the conversation realism, we
mostly observe positive comments. For instance,
before disclosing the nature of the conversation
one participants commented “The customer was
recommended the phone by a friend, and the sales
assistant was able to give further information on
the phone. Likewise the sales assistant was able to
inform the customer on a drawback associated with
the phone.”, and after “The conversation appeared
real as there was flow - i.e. the sales assistant was
able to connect with what the customer said and
elaborate upon it. Likewise the sales assistant was
able to pick up on key details associated with the
phone like the camera and OS.”

However, we also observe three key concerns
raised: (1) Some features are of no interest to be
discussed, e.g., “Why would the person asks the
sales assistant about colors? That seems out of
the ordinary.” (2) Some participants judge the con-
versations based on their personal experience with
real sales assistants, e.g., “As always in marketing
strategies, he [the sales assistant] was just trying
to sell a phone not what he [the customer] wanted.”
(3) A stronger argumentation is expected by some,
e.g., “While the sales assistant did respond in a way
that does answer the customer’s questions, their
responses are not so direct and detailed as to be
helpful towards the customer. For example, for the
question about the screen, stating that it’s ‘bright

72



definitely yes

rather yes

rather not

definitely not

Q1 Q4

25.9%

52.4%

19.9%

1.8%

18.1%

59.6%

20.5%

1.8%

Q2 Q5

12.7%

48.2%

29.5%

9.6%

12.1%

42.8%

8.4%

36.8%

Q3 Q6

13.3%

53.0%

6.6%

27.1%

13.9%

50.1%

31.9%

3.6%

Q1: In your opinion, did the customer
understand the sales assistant?

Q4: In hindsight, does the customer
seem to understand the sales assistant?

Q2: In your opinion, did the sales assistant
answer the customer's questions sufficiently?

Q5: In hindsight, does the sales assistant seem
to answer the customer's questions sufficiently?

Q3: Was the entire exchange reasonable?

Q6: In hindsight, was the entire exchange
reasonable?

Customer understanding Sales assistant answer sufficiency Reasonableness of exchange

Figure 4: Evaluation results for Study 2; Questions Q1, Q2, and Q3 are asked in the first part of the questionnaire
(before disclosing the conversations are generated), Q4, Q5, and Q6 are asked in the second part (after disclosure).

and good quality’ would not be convincing enough
for me to want to buy the product.”

Reading the participants’ comments and observ-
ing the results of crowd-sourced qualitative evalu-
ations have suggested several new research direc-
tions for future work relating to common sense
product knowledge and argument generation.

5 Conclusion

We introduce a OpinionConv, a new conversa-
tion generation pipeline that generates opinion-
ated multi-turn conversations for product search.
OpinionConv was mainly designed to incorporate
subjective narratives into conversational product
search. The pipeline presented in this work can
be easily extended to different domains. Recent
progress in conversational systems, such as Chat-
GPT and YouChat, have shown tremendous im-
provements in natural language dialog between hu-
mans and conversational agents. However, when
it comes to holding an opinionated conversation,
specifically in product search, they are still lim-
ited for lack of grounding in real-world experience
about products. This motivated the design of a
pipeline to control both the dialog coherence and
the information to be mentioned in the utterances.
However, it should be mentioned that the trade-off
between a coherent conversation and a more di-
verse conversation needs to be further studied. In
order to validate the quality of the conversations
generated by OpinionConv, we conduct two exten-
sive human evaluations. Our results confirm the

conversational plausibility of the generated dialogs
and reveal that people tend to exchange their per-
sonal opinions while searching for a product.

In future work, we envision customer-oriented
assistant for buying products that assist customers
in discussing the merits of products with a sales
assistant, grounded in real-world reviews.

6 Limitations

As mentioned in Section 3.1, we focused on the
Cell Phones and Accessories category of products.
However, there is no inherent limitation of our de-
sign that prevents future work from including con-
versations related to other product categories.

Furthermore, an opinion is an observation or a
belief that does not need to have evidence to sup-
port itself, whereas an argument requires premises.
As we discussed in the Section 4.3, study partici-
pants expected to have stronger arguments in the
generated conversation, rather than only expressing
opinions. Therefore, future work should address
this aspect utilizing argument mining techniques
for generating argumentative dialogues.
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Ethics Statement

Systems designed to influence humans via commu-
nication constitute a highly sensitive topic due to
their intrinsically social nature (Stock et al., 2016).
Any automated sales assistant comes along with the
ethical risk of not only influencing customer opin-
ion but doing so in ways undesired by customers,
e.g., to their financial or otherwise personal disad-
vantage. Naturally, it is the company that deploys
a manipulative sales assistance technology that is
at fault, but the question of why research that may
be misused in this direction has been undertaken in
the first place is still pertinent.

Negotiation differs from persuasion in its goal.
Negotiation strives to reach an agreement from both
sides, while persuasion merely aims to change one
specific person’s attitude and decision (Wang et al.,
2019). Most human sales assistants have no interest
in deceiving customers, since that very customer
may come back to complain, or not come back to
buy further products. Modern marketing strategies
typically involve building a trustworthy customer
relationship which includes the post-purchase stage
of the aforementioned customer decision process,
where customer satisfaction is to be maximized.
We intend our research to serve as a step towards
studying the capabilities of automated sales assis-
tance with the goal of mutually beneficial negotia-
tion. Nevertheless, if it turns out that it is easier for
technology to manipulate its users with respect to a
purchase decision than to consult them for mutual
benefit, this must be found out, and publicly, or else
no policies against such exploits can be enforced.

Moreover, an automatic sales assistant deployed
by a marketplace must be considered separately
from, e.g., an automatic sales assistant deployed by
an independent third party (including open source
variants). We imagine that not only the former will
become available in the future, but also the latter,
which will be more trustworthy overall.
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Abstract
In dialogue systems, automatically evaluating
machine-generated responses is critical and
challenging. Despite the tremendous progress
in dialogue generation research, its evaluation
heavily depends on human judgments. The
standard word-overlapping based evaluation
metrics are ineffective for dialogues. As a re-
sult, most of the recently proposed metrics are
model-based and reference-free, which learn to
score different aspects of a conversation. How-
ever, understanding each aspect requires a sep-
arate model, which makes them computation-
ally expensive. To this end, we propose Dial-
M, a Masking-based reference-free framework
for Dialogue evaluation. The main idea is to
mask the keywords of the current utterance and
predict them, given the dialogue history and
various conditions (like knowledge, persona,
etc.), thereby making the evaluation frame-
work simple and easily extensible for multiple
datasets. Regardless of its simplicity, Dial-M
achieves comparable performance to state-of-
the-art metrics on several dialogue evaluation
datasets. We also discuss the interpretability of
our proposed metric along with error analysis.

1 Introduction

Dialogue systems research has seen massive ad-
vancements in recent years. It is not surprising
to see models generating high-quality human-like
meaningful responses nowadays. Despite this
enormous progress, the evaluation of machine-
generated dialogues remains a concern. Although
many automatic metrics have been proposed, we
still have to rely on human evaluation, which is
tedious and costly. Thus, improving the quality of
automatic dialogue evaluation is essential for the
overall development of this evolving area.

The evaluation metrics for dialogue generation
can be broadly divided into two classes: reference-
based and reference-free. In reference-based met-
rics, the generated dialogue is evaluated with re-
spect to one more reference utterance(s). The most

popular reference-based metrics used in dialogue
systems are standard word-overlapping based met-
rics like BLEU (Papineni et al., 2002), NIST (Lin
and Och, 2004), METEOR (Banerjee and Lavie,
2005), ROUGE (Lin, 2004), Diversity (Li et al.,
2016), and Entropy (Zhang et al., 2018b). How-
ever, these metrics have been shown to be inef-
fective because of the one-to-many nature of dia-
logues (Liu et al., 2016; Yeh et al., 2021). As a
result, people started adopting learning-based refer-
enced metrics like ADEM (Lowe et al., 2017), RU-
BER (Tao et al., 2017), BERT-RUBER (Ghazarian
et al., 2019), PONE (Lan et al., 2020), BERTScore
(Zhang* et al., 2020), BLEURT (Sellam et al.,
2020), FBD (Xiang et al., 2021), Deep AM-FM
(Zhang et al., 2021b), etc. However, reference-
based metrics are not feasible for evaluation in an
online setting where the reference response is un-
available. Also, collecting good-quality candidate
responses is costly and requires human annotation.
Hence, most of the recent efforts are being made in
the direction of reference-free metrics.

In reference-free metrics, the generated dialogue
is evaluated without any references. Here, most
of the methods formulate the dialogue evaluation
problem as one or more classification tasks and
use the classification scores as the metric or sub-
metrics. Metrics like Maude (Sinha et al., 2020)
and DEB (Sai et al., 2020) learn to differentiate
between correct and incorrect responses given the
context. GRADE (Huang et al., 2020) and Dy-
naEval (Zhang et al., 2021a) leverage graph-based
methods, while DEAM (Ghazarian et al., 2022)
relies on Abstract Meaning Representation (AMR)
to evaluate dialogue coherence. MDD-Eval (Zhang
et al., 2022) addresses the issue of multi-domain
evaluation by introducing a teacher evaluator. The
quality of a generated dialogue depends on multiple
factors such as understandability, informativeness,
coherence, etc. Metrics like USR (Mehri and Es-
kenazi, 2020b), USL-H (Phy et al., 2020), FED
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(Mehri and Eskenazi, 2020a), HolisticEval (Pang
et al., 2020), D-score (Zhang et al., 2021c), Qual-
ityAdapt (Mendonca et al., 2022) learn to compute
various sub-metrics and then combine them to give
a final score. For further improvement, IM2 (Jiang
et al., 2022) combines multiple metrics that are
good at measuring different dialog qualities to gen-
erate an aggregate score. However, modeling differ-
ent sub-metric requires a separate model or adapter,
increasing the computational cost. Moreover, the
decision boundary of the classification-based met-
rics depends on the quality of negative sampling
(Lan et al., 2020), inducing training data bias.

In this work, we aim to address these issues by
proposing Dial-M 1 , a Masking-based reference-
free framework for Dialogue evaluation. The cen-
tral idea of Dial-M is to mask the keywords of the
current utterance and use the cross-entropy loss
while predicting the masked keywords as the evalu-
ation metric. Doing so avoids the requirement for
multiple models and negative sampling, making the
framework simple and easily extensible to multiple
datasets. The keywords in the current utterance are
obtained in an unsupervised manner. We show that
Dial-M achieves comparable performance to var-
ious state-of-the-art metrics on several evaluation
datasets, especially knowledge-grounded datasets
like Topical-Chat. We observe that Dial-M can cap-
ture different aspects of a conversation. We also
show that the Dial-M score can be interpreted by
inspecting the masked words, which enables the
scope for error analysis.

2 Dial-M Framework

Let D = {u1, u2, ...} be a multi-turn conversation
where ui represents the utterance at turn i. Let
C = {c1, c2, ...} be the set of conditions where ci
denotes the condition that is used to generate the ui.
The condition can be knowledge, fact, persona, or
other relevant information based on the task/dataset.
The condition can be absent as well for conversa-
tions like chit-chat. For a given turn t, the objective
of dialogue generation is to generate ut given D<t

i.e. {u1, ..., ut−1} and Ct i.e. {c1, ..., ct}. The goal
of the Dial-M framework is to learn a scoring func-
tion f : (D<t, ut, ct) → s where s ∈ R denotes
the quality of the generated response (ut) given
D<t, ut and ct (if available). The details of our
proposed framework are described as follows.

1Code is available at github.com/SuvodipDey/Dial-M
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Figure 1: Dial-M Finetuning task.

2.1 Pre-Training
We pre-train the RoBERTa (Liu et al., 2020) model
with Masked Language Modeling (MLM) task on
various conversational datasets. For a given con-
versation, the utterances are concatenated with a
special token (eou). We consider only dialogue his-
tory for this MLM task, i.e., fact, persona, or any
other conditions are ignored. We use RoBERTa-
base2 with Language Model (LM) head as our base
model. The masking probability is set to 0.15.

2.2 Finetuning
As discussed earlier, state-of-the-art evaluation met-
rics depend on multiple models to compute the fi-
nal evaluation score. The main motivation for this
work is to develop a lightweight alternative that can
be trained using a single model and avoids negative
sampling. To achieve this goal, we use a keyword
masking task to finetune the pre-trained RoBERTa
model (as shown in Fig. 1). For a given turn t,
we construct the RoBERTa input as text pair (Dt,
ct) or simply Dt if the condition is absent. The
utterances of Dt are concatenated with the special
token eou. Let Kt be the set of keywords in the
current utterance ut. Let ût be the representation
of ut after masking the tokens associated with Kt.
Then we formulate our denoising task as predicting
the masked tokens of ut given D<t, ût, and ct (if
available). We use YAKE! (Campos et al., 2018,
2020), an unsupervised feature-based keyword ex-
traction algorithm, to find the keywords. Further
detail regarding YAKE! is provided in Appendix
A.1. While finetuning, we ignore the utterances
with no keywords.

In previous works, the standard MLM task has
been used as a proxy for fluency or likability (Mehri
and Eskenazi, 2020b; Pang et al., 2020). In con-
trast, focusing on the keywords helps to capture
other important aspects like understandability, nat-
uralness, and informativeness, which we later jus-
tify using the results of Table 2. Moreover, for-
mulating the problem as an MLM task and the

2huggingface.co/roberta-base
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Row Metric USR-Topical USR-Persona PredictiveEngage HolisticEval
P S P S P S P S

1 BLEU-4 (Papineni et al., 2002) 0.216 0.296 0.135 0.090* - - - -

2 METEOR (Banerjee and Lavie,
2005) 0.336 0.391 0.253 0.271 - - - -

3 BERTScore (Zhang* et al., 2020) 0.298 0.325 0.152 0.122* - - - -

4 BERT-RUBER (Ghazarian et al.,
2019) 0.342 0.348 0.266 0.248 - - - -

5 MAUDE (Sinha et al., 2020) 0.044* 0.083* 0.345 0.298 0.104 0.060* 0.275 0.364
6 DEB (Sai et al., 2020) 0.180 0.116 0.291 0.373 0.516 0.580 0.584 0.663
7 GRADE (Huang et al., 2020) 0.200 0.217 0.358 0.352 0.600 0.622 0.678 0.697
8 HolisticEval (Pang et al., 2020) -0.147 -0.123 0.087* 0.113* 0.368 0.365 0.670 0.764
9 USR (Mehri and Eskenazi, 2020b) 0.412 0.423 0.440 0.418 0.582 0.640 0.589 0.645
10 USL-H (Phy et al., 2020) 0.322 0.340 0.495 0.523 0.688 0.699 0.486 0.537
11 IM2-overall (Jiang et al., 2022) 0.462 0.461 0.438 0.431 - - - -
12 Dial-M (ours) -0.432 -0.463 -0.464 -0.486 -0.570 -0.592 -0.590 -0.598

Ablation Study
13 with Random Masking -0.320 -0.316 -0.359 -0.345 -0.549 -0.547 -0.607 -0.630
14 w/o Pre-training -0.391 -0.429 -0.443 -0.489 -0.556 -0.586 -0.567 -0.583
15 w/o Finetuning -0.290 -0.282 -0.288 -0.258 -0.550 -0.549 -0.592 -0.613
16 w/o Pre-training and Finetuning -0.248 -0.248 -0.154 -0.144 -0.508 -0.535 -0.540 -0.552

Table 1: Result comparison on various datasets with top-3 scores highlighted in bold. P and S indicate Pearson and
Spearman’s coefficients, respectively. All values are statistically significant to p < 0.05, unless marked by *.

inclusion of dialogue conditions provide the flex-
ibility to extend the framework to different kinds
of conversational datasets without any additional
annotation. For example, if the output of database
queries (like system-act annotation in MultiWOZ
(Budzianowski et al., 2018)) is converted into a
natural sentence and used as the condition, Dial-M
can be utilized for task-oriented conversation.

2.3 Dial-M Metric
To evaluate a generated response ut, we first ex-
tract the set of keywords (Kt) from ut. For each
keyword in Kt, we mask the associated tokens and
compute the cross-entropy loss to predict them us-
ing the finetuned RoBERTa model. We use the
mean of these cross-entropy losses as our evalua-
tion score. Let kt,j be the jth keyword in Kt. Let
Tt,j be the set of tokens associated with the word
kt,j . Let ût,j be the representation of ut after mask-
ing the tokens Tt,j . Then the evaluation score (s)
of the Dial-M metric is defined as:

s =
1

|Kt|

|Kt|∑

j=1


 1

|Tt,j |
∑

y∈Tt,j

− log p(y|D<t, ût,j , ct)




(1)

We use YAKE! to extract the keywords. Since
YAKE! is unsupervised and feature-based, it may
not find all the relevant keywords. Thus, we also
consider the words tagged with specific parts-of-
speech (POS) as keywords to increase coverage. If
no keyword is found in ut, we consider all words as
keywords. We observed that the utterances with no

keywords are generally short and generic responses.
As we are using cross-entropy loss, a lower score
denotes a better response quality and vice-versa.

3 Experimental Setup

We use DailyDialog (Li et al., 2017), Persona-Chat
(Zhang et al., 2018a), Wizard-of-Wikipedia (Dinan
et al., 2019), and Topical-Chat (Gopalakrishnan
et al., 2019)) for both pre-training and finetuning
Dial-M. We show our results on USR (Mehri and
Eskenazi, 2020b), PredictiveEngage (Ghazarian
et al., 2020), and HolisticEval (Pang et al., 2020)
datasets for dialogue evaluation. USR is based
on Topical-Chat and Persona-Chat, while Predic-
tiveEngage and HolisticEval are based on DailyDi-
alog. We call the Topical-Chat and Persona-Chat
datasets of USR as USR-Topical and USR-Persona,
respectively. We use spaCy (Honnibal and Mon-
tani, 2017) POS tagger along with YAKE! to find
the keywords during evaluation. We analyzed the
POS tags of co-occurring words in response (ut)
knowledge (ct) pair in Topical-Chat train data and
selected the most frequent POS tags (NN, NNP,
NNS, JJ, CD, VB, VBN, VBD, VBG, RB, VBP, VBZ,
NNPS, and JJS) for our purpose. The rest of the
details are provided in Appendix A.2.

4 Result and Analysis

Table 1 compares Dial-M with different metrics
on four dialogue evaluation datasets. In Dial-M,
a lower score is better, resulting in a negative
correlation with the human scores. In Table 1,
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Sub-Metric Metric USR-Topical USR-Persona
P S P S

Understandable
USR 0.29 0.32 0.12 0.13
Dial-M -0.35 -0.40 -0.18 -0.14

Natural
USR 0.28 0.30 0.19 0.24
Dial-M -0.37 -0.40 -0.28 -0.28

Maintains Context
USR 0.42 0.38 0.61 0.53
Dial-M -0.37 -0.40 -0.40 -0.39

Engaging
USR 0.46 0.46 0.03 0.02
Dial-M -0.43 -0.45 -0.33 -0.34

Uses Knowledge
USR 0.32 0.34 0.40 0.32
Dial-M -0.35 -0.37 -0.34 -0.37

Table 2: Correlation with different sub-metrics.

we can first observe that Dial-M outperforms the
reference-based metrics (Rows 1-4). Secondly, it
achieves comparable performance to state-of-the-
art reference-free metrics. Thirdly, Dial-M per-
forms relatively better for knowledge-grounded di-
alogues (USR-Topical and USR-Persona) than chit-
chat (PredictiveEngage and HolisticEval). This
is because the keywords of the current utterance
generally align with context and the selected knowl-
edge, which may not be the case for chit-chat. Nev-
ertheless, the correlation values of Dial-M are close
to the top-3 metrics for the chit-chat datasets. Table
2 shows the correlation of Dial-M with different
sub-metrics on the USR dataset. Dial-M maintains
a moderate correlation with all the sub-metrics,
which justifies the utility of keyword masking in
capturing different aspects of a conversation.

Rows 13-16 of Table 1 shows the result of our
ablation study. In Row 13, we randomly mask 15%
words of ut instead of having a principled approach
of identifying keywords and masking them while
finetuning. We can observe that random masking
degrades the performance except for HolisticEval.
A similar observation can be seen in Row 15, where
we do not use any finetuning i.e. the evaluation
score is computed using the pre-trained model (de-
scribed in Section 2.1). This conflicting behavior
on HolisticEval can be due to the random chit-chat
conversations in the dataset. In Row 14, we do
not pre-train RoBERTa on dialogue datasets, which
reduces the performance and shows the importance
of pre-training. Row 16 displays the result with no
training i.e. the scores are computed using the base
RoBERTa model, resulting in poor performance.

5 Discussion

In this section, we discuss the interpretability and
error analysis of Dial-M scores. Table 3 shows
an illustrative example of Dial-M evaluation on a
USR-Persona conversation. Let us first analyze the

Context
(D<t)

“hey . where are you from ? i’m from
a farm in Wisconsin”, “i love ice cream
what is your favorite ? mine is chocolate”,
“mine is mint chocolate chip”

Condition (ct)
(Persona)

my wife and kids are the best. my favorite
ice cream flavor is chocolate. i’ve three
children. i’m a plumber. i love going to
the park with my three children and my
wife.

Response 1 my three kids love mint chocolate chip !
Human Score Overall score: [5, 5, 5], Average: 5.0
Dial-M Score 0.1399
Response 2 i like the color red . i like the color blue .
Human Score Overall score: [1, 2, 2], Average: 1.67
Dial-M Score 4.3131
Response 3 i like chocolate chip cookies
Human Score Overall score: [3, 4, 4], Average: 3.67
Dial-M Score 2.4582
Response 4 i get up early everyday and eat ice cream
Human Score Overall score: [3, 4, 5], Average: 4.0
Dial-M Score 0.1034

Table 3: Illustrative example of Dial-M evaluation on
USR-Persona. Masked words are shown in bold italics.

good cases (Responses 1-3). We can observe that
Dial-M has given a low score to Response 1 in com-
parison to Responses 2 and 3, which correlates with
the human scores. The reason for this low score
can be deduced by looking at the masked words of
Response 1, which are connected to both context
and condition (persona). In Response 2, masked
words like red and blue are out of context, resulting
in a higher Dial-M score. The masked words of Re-
sponse 3 are slightly out of context in comparison
to Response 1, resulting in an average score that is
reflected in the human scores as well. Let us now
analyze Response 4, which can be treated as a bad
case because Dial-M finds it superior even though it
is not the best response. The possible reason for the
lower human score of Response 4 than Response 1
is the usage of “i get up early everyday”, which is
not mentioned in the persona. However, the phrase
“i get up early” is very common. Since Dial-M is
pre-trained on MLM task, the prediction of “early”
given “i get up” becomes easy, resulting in the low-
est score. This is how we can interpret and perform
error analysis of the Dial-M scores by inspecting
the masked words. We observed that Dial-M gen-
erally assigns a low score to short, generic, and
frequently used sentences where the masked word
can be easily predicted from its neighbors. We aim
to address this issue in our future work.

6 Conclusion

In conclusion, we propose Dial-M, a masking-
based reference-free framework for dialogue eval-

80



uation. We mask the keywords of the current ut-
terance and use the cross-entropy loss while pre-
dicting the masked keywords as the evaluation met-
ric. Formulating the problem as a keyword mask-
ing task avoids the requirement for multiple mod-
els and negative sampling, making the framework
simple and easily extensible to multiple datasets.
Dial-M achieves comparable performance to state-
of-the-art metrics on several dialogue evaluation
datasets. We also show the utility of keyword mask-
ing in capturing various aspects of a conversation
and discuss the interpretability and error analysis
of Dial-M scores. We want to explore better key-
word extraction strategies in future work. We also
want to investigate better techniques to handle the
cases where no keywords are detected in the current
utterance.
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A Appendix

A.1 YAKE!
YAKE! (Campos et al., 2018, 2020) is a lightweight
unsupervised method for automatic keyword extrac-
tion. It is a feature-based system for extracting key-
words from single documents, which supports texts
of different sizes, domains, or languages. YAKE!
builds upon unsupervised textual features (like cas-
ing, word frequency, word position, etc.) to find
the most important keywords of a text, making it
applicable to documents written in many different
languages without the need for external knowledge.
Thus, YAKE! does not rely on dictionaries/thesauri
and requires no training against any corpora. How-
ever, it performs well and significantly outperforms
other unsupervised methods on texts of different
sizes, languages, and domains.

A.2 Implementation Details
We implemented Dial-M using PyTorch and Hug-
gingface (Wolf et al., 2020) libraries in Python
3.10. All the experiments are performed on two
devices of Nvidia DGX server with 32GB of mem-
ory each. The number of parameters in our pre-
trained and finetuned model is 125M, the same as
the RoBERTa-base model. The whole vocabulary
is considered while predicting the tokens for the
MLM tasks (both pre-training and keyword mask-
ing). The pre-training MLM task is trained for
30 epochs with a batch size 64 on a single GPU.
The finetuning task is trained for 10 epochs with a
batch size of 96 on two GPUs. We used AdamW
(Loshchilov and Hutter, 2019) optimizer with a
learning rate 1e-5 for both the training. The best
model is selected based on minimum validation
loss. The results of the other evaluation metrics in
Table 1 and Table 2 are taken from the following
references - Yeh et al. (2021); Mehri and Eskenazi
(2020b); Jiang et al. (2022).

Fig. 2 shows the parts of speech (POS) of the co-
occurring words in the response and corresponding
knowledge in Topical-Chat (Gopalakrishnan et al.,
2019) training data. We use the most frequent POS
tags (NN, NNP, NNS, JJ, CD, VB, VBN, VBD, VBG,
RB, VBP, VBZ, NNPS, and JJS) to mask the key-
words during evaluation.
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Figure 2: POS analysis on Topical-Chat train data.
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Abstract

Emotion recognition in conversations (ERC)
is a crucial task for building human-like con-
versational agents. While substantial efforts
have been devoted to ERC for chit-chat dia-
logues, the task-oriented counterpart is largely
left unattended. Directly applying chit-chat
ERC models to task-oriented dialogues (ToDs)
results in suboptimal performance as these
models overlook key features such as the corre-
lation between emotions and task completion
in ToDs. In this paper, we propose a frame-
work that turns a chit-chat ERC model into a
task-oriented one, addressing three critical as-
pects: data, features and objective. First, we
devise two ways of augmenting rare emotions
to improve ERC performance. Second, we use
dialogue states as auxiliary features to incor-
porate key information from the goal of the
user. Lastly, we leverage a multi-aspect emo-
tion definition in ToDs to devise a multi-task
learning objective and a novel emotion-distance
weighted loss function. Our framework yields
significant improvements for a range of chit-
chat ERC models on EmoWOZ, a large-scale
dataset for user emotion in ToDs. We further
investigate the generalisability of the best re-
sulting model to predict user satisfaction in dif-
ferent ToD datasets. A comparison with su-
pervised baselines shows a strong zero-shot
capability, highlighting the potential usage of
our framework in wider scenarios.

1 Introduction

Emotion recognition in conversations (ERC) is a
crucial task in conversational artificial intelligence
research because it lays the foundation for affective
abilities in computers such as empathetic response
generation (Picard, 1997). Over years, it has shown
values in downstream applications such as opinion
mining (Colneric and Demšar, 2020) and human-
like dialogue modelling (Zhou et al., 2018).

Dialogue systems can be broadly categorised
into two categories: (1) chit-chat or open-domain

(a) Chit-chat dialogue from Li et al. (2017)

(b) Task-oriented dialogue from Budzianowski et al. (2018)

Figure 1: Comparison of dialogues about holiday in
chit-chat dialogues and task-oriented dialogues.

systems and (2) task-oriented dialogue (ToD) sys-
tems. Chit-chat systems are set up to mimic human
behaviours in a conversation (Jurafsky and Martin,
2009). There are no particular goals associated
with the dialogue and the system aims to keep the
user engaged with natural and coherent responses.
On the other hand, ToD systems are concerned with
fulfilling user goals, such as information retrieval
for hotel booking (Young, 2002).

Recently, the difference between chit-chat and
ToD systems have been blurred by the utilisation
of pre-trained language models as back-bone to
both types of systems. However, emotions in ToDs
and chit-chat dialogues play different roles and are
therefore expressed differently (Feng et al., 2022).
This highlights the need for dedicated emotion
modelling methods for each system.

As illustrated in Figure 1, in chit-chat dialogues,
speakers make use of emotions to facilitate com-
munication by, for example, raising empathy as
a result of emotion-eliciting situations or topics.
On the other hand, emotions in ToDs are centred
around the user’s goal, and therefore emotion cues
lie in both the user’s wording and the task perfor-
mance.
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While many large-scale corpora for emotions in
chit-chat dialogues exist (Busso et al., 2008; McK-
eown et al., 2012; Lubis et al., 2015; Li et al., 2017;
Zahiri and Choi, 2018), there are considerably
fewer resources for emotions in ToDs. EmoWOZ,
which evolved from MultiWOZ, a widely used ToD
dataset, is one notable exception (Feng et al., 2022).
It contains a novel emotion description that is de-
signed for ToDs and inspired by the Ortony-Clore-
Collins (OCC) model (Ortony et al., 1988). Emo-
tion is described in terms of three aspects: valenced
(positive or negative) reactions towards elicitors
(operator, user, or event) in a certain conduct (po-
lite or impolite). However, due to the nature of
ToDs, the occurrence of some emotions (e.g. users
expressing feelings about their situations) are very
rare, leading to a class imbalance in the corpus.

Similarly, advancements on the ERC task are
mainly focused on chit-chat dialogues, involving
an array of diverse factors from speaker person-
ality (Majumder et al., 2019) to commonsense
knowledge (Ghosal et al., 2020). Nevertheless,
since these models are designed for chit-chat dia-
logues, they overlook how emotions are triggered
and expressed with respect to goal completion in
task-oriented context. The work of Devillers et al.
(2003) is among one of the earliest and very few to
address emotion detection in ToDs but uses generic
unigram models instead of dedicated approaches.

In this work, we tackle critical steps of ERC in
ToDs from three angles: the data, the features, and
the learning objective. In particular,

Data: we address the poor ERC performance of
particularly rare emotions in ToDs via two
strategies of data augmentation (DA),

Features: we leverage dialogue state information
and sentiment-aware textual features,

Objective: we exploit the three aspects of emo-
tions, namely valence, elicitor, and conduct, in
two ways: as a multi-task learning (MTL) ob-
jective and to define a novel emotion-distance-
weighted loss (EmoDistLoss).

To the best of our knowledge, our work is the
first to provide dedicated methods for emotion
recognition in ToDs. Our experiments and anal-
yses show that our framework leads to significant
improvements for a range of chit-chat ERC models
when evaluated on EmoWOZ.

We further investigate the generalisability of the
best resulting model to predict user satisfaction in

various ToD datasets under zero-shot transfer. Our
model achieves comparable results as supervised
baselines, demonstrating strong zero-shot capabil-
ity and potential to be applied in wider scenarios.

2 Related Work

2.1 ERC Datasets

Early work on ERC relied on small scale datasets
(Busso et al., 2008; McKeown et al., 2012; Lu-
bis et al., 2015). More recently, a few large-scale
datasets have been made available to the research
community. They contain dialogues from emotion-
rich and spontaneous scenarios such as daily com-
munications (Li et al., 2017) and situation comedies
(Zahiri and Choi, 2018).

For ToDs, the majority of available datasets ad-
dress only one particular aspect of emotions such
as sentiment polarity (Saha et al., 2020; Shi and
Yu, 2018), user satisfaction (Schmitt et al., 2012;
Sun et al., 2021), and politeness (Hu et al., 2022;
Mishra et al., 2023). For more fine-grained emo-
tions, Singh et al. (2022) constructed EmoInHindi
for emotion category and intensity recognition in
mental health and legal counselling dialogues in
Hindi, and Feng et al. (2022) released EmoWOZ,
which concerns user emotions in human-human
and human-machine in information-seeking dia-
logues. Among these datasets, EmoWOZ has the
largest scale, accompanied with a label set tailored
to the task-oriented scenario.

2.2 Data Augmentation (DA)

DA is an effective approach to improve model per-
formance by improving data diversity without ex-
plicitly collecting more data. While textual DA
can be performed in the feature space via inter-
polation and sampling (Kumar et al., 2019), it is
commonly performed in the data space for control-
lability. Rule-based methods involve operations
such as insertion and substitution (Wei and Zou,
2019). While they are easy to implement, the di-
versity in augmented samples depends on the com-
plexity of the rules. On the contrary, model-based
methods are more scalable. These typically include
the use of language models (Jiao et al., 2020), trans-
lation models (Xie et al., 2020a), and paraphrasing
methods (Hou et al., 2018).

Additional training samples can also be obtained
from unlabelled data via weak supervision (Rat-
ner et al., 2017). To generate the automatic la-
bels, a single model or an ensemble of models may
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be used. This method can be interpreted as self-
augmentation (Xu et al., 2022), self-training (Xie
et al., 2020b), or distillation (Radosavovic et al.,
2017).

DA has also been also deployed in ToD mod-
elling. Hou et al. (2018) generated samples by
paraphrasing delexicalised utterances. Gritta et al.
(2021) conceptualised ToDs into transitional graphs
and generate new dialogue paths by sampling.
Heck et al. (2022) proposed a weak supervision
framework to address the lack of fine-grained span
labels for dialogue state tracking. DA for emotions
in ToDs requires careful considerations to avoid
emotion mismatch and is not yet explored.

2.3 ERC Models and Features

Text-based ERC is in essence a text classification
problem with an emphasis on contextual modelling.
Poria et al. (2017) proposed a recurrent neural net-
work (RNN) for multimodal ERC. The follow-up
work of Majumder et al. (2019) considered speaker-
specific context. ERC performance has been con-
tinuously improved by techniques such as incorpo-
rating external knowledge (Ghosal et al., 2020) and
contrastive learning (Song et al., 2022).

Sentiment-aware Embeddings Word-vector em-
beddings tailored for a particular natural language
processing task can effectively improve the perfor-
mance for that task (Naseem et al., 2021). In a
similar vein, Tang et al. (2014) incorporated senti-
ment classification objectives in the training of the
word embedding model of Collobert and Weston
(2008) specifically for sentiment analysis. Yu et al.
(2017) refined static word embeddings with the
aid of a sentiment lexicon. Later, many sentiment-
aware variants of pre-trained language models were
obtained by incorporating sentiment-related objec-
tives in training (Xu et al., 2019; Yin et al., 2020;
Zhou et al., 2020). They successively achieved
state-of-the-art performance in sentiment analysis
tasks among language representation models.

2.4 Learning Objectives for ERC Models

ERC is often considered a single-label sequen-
tial classification problem. Using softmax cross-
entropy loss has been the norm in the training of
deep learning ERC models for categorical emotions
(Poria et al., 2017; Zhong et al., 2019; Ghosal et al.,
2020; Kim and Vossen, 2021) or quantised emo-
tion dimensions (Cerisara et al., 2018; Wang et al.,
2020). However, this simplistic cross-entropy loss

ignores the inter-class relations and output proba-
bilities on incorrect classes.

Chen et al. (2019) proposed to suppress the out-
put probabilities of incorrect classes equally while
minimising the standard cross-entropy loss. Hou
et al. (2016) proposed squared earth mover’s dis-
tance to penalise the misclassifications according to
a ground distance matrix that quantifies the dissim-
ilarities between classes for image age estimation
and aesthetics estimation.

Although highly suitable for emotions, learn-
ing from misclassifications is rarely considered be-
cause the distance between emotion classes is hard
to quantify. Therefore, we propose to leverage the
structured label definition of EmoWOZ to model
inter-class similarity.

Multi-task Learning (MTL) is a technique for
learning tasks in parallel using a shared represen-
tation. It aims to improve generalisation by using
the information in training signals of related tasks
as an inductive bias (Caruana, 1997). In emotion
recognition, auxiliary tasks include topic classifi-
cation (Wang et al., 2020) and personality traits
(Li et al., 2021). When co-labels are not available,
it is also possible to leverage aspects of emotion
for additional labels such as valence-arousal (Kim
et al., 2017). In this work, we exploit the valence-
elicitor-conduct labels in EmoWOZ for MTL.

3 Background

3.1 User Emotion Recognition

We formulate the task as recognising one emotion
class et from a set of n discrete emotions E =
{e1, e2, ..., en} in the user turn ut, given a dialogue
history Ht = [ut, st−1, ut−1, ..., s1, u1], where s
denotes system turns and u denotes user turns. Un-
like existing chit-chat ERC models, which are often
built for static analysis on the dialogue as a whole,
real-time ERC in ToDs does not consider future
utterances in dialogue.

3.2 User Satisfaction Prediction

User satisfaction prediction aims to predict one
satisfaction level ct from a set of m discrete lev-
els C = {c1, c2, ..., cm} in the user turn ut, given
all previous turns Pt = [st−1, Ht−1]. This task
differs from ERC in that the user turn ut is not
available as a part of model input. Since user satis-
faction is highly correlated with the valence aspect
in user emotion, this task can also be viewed as
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user emotion prediction. This is an important task
in building ToD systems and has been used for user
simulation and system evaluation (Sun et al., 2021).

4 Emotion Recogniser for Task-oriented
Dialogues (ERToD)

In this section, we propose our ERToD frame-
work that adapt chit-chat ERC models to the task-
oriented domain, as illustrated in Figure 2.

Figure 2: Our proposed ERToD Framework.

4.1 Data Augmentation
Unlike emotions in chit-chat dialogues, resources
for emotions in ToDs are very limited. In addition,
the data scarcity not only lies in the lack of linguis-
tic diversity but also in the limited domains and
actions in which emotions are expressed.

In ToDs, user’s emotional expressions have dif-
ferent degrees of connection to the dialogue task.
For example, a user can express dissatisfaction to-
wards the system by pointing out the system’s mis-
take. In such a case, simply replacing or para-
phrasing the user’s utterance based on emotion can
potentially break the consistency of the task flow in
the context. Such emotions are context-dependent.

On the other hand, context-independent emotions
are expressed without any connection to the user
goal, such is the case with abusive utterances. Due
to the lack of connection, a simple replacement
with a different abusive sentence can fit into the
context well without impairing the consistency of
task flow in the dialogue.

To obtain augmented samples with meaningful
and coherent context, we adopt two different strate-
gies of DA according to the degree of context de-
pendency of emotional expressions.

Context-independent Emotions To augment
samples for a target emotion e, we select a
user utterance u′ with the equivalent label from
other dialogue datasets. We then use it to re-
place the user utterance ut having label e in the

training data while keeping the original context
[st−1, ut−1, ..., s1, u1]. The new sample is obtained
as H ′

t = [u′, st−1, ut−1, ..., s1, u1].

Context-dependent Emotions We first sample
a pool of unlabelled candidate dialogues H ′

t =
[u′t, s

′
t−1, u

′
t−1, ..., s

′
1, u

′
1] from other ToD datasets.

We train a classifier with an uncertainty estimator
to identify the emotion label et of the user utterance
ut and its confidence in each candidate:

p(et), conf(et) = UncertaintyClassifier(H ′
t) (1)

The candidate is selected for emotion et only if
conft(e) is above a confidence threshold θ.

4.2 Task Information Encoder

We use a dialogue state tracker (DST) to deter-
mine the status of goal completion at each turn.
In ToDs, the dialogue state describes the system’s
understanding of the the user’s goal up to that point
in the dialogue (Young et al., 2010). It encodes
dialogue progress in an abstractive manner.

Here as a proof of concept, we use an ontology-
dependent DST, which means the concepts that the
system can talk about are pre-determined. While
we can eliminate the ontology dependency by, for
example, using an ontology-independent DST and
extracting task features from dialogue state descrip-
tion in natural language, this goes beyond the scope
of this work. The DST takes the dialogue history
to determine SemDSt, the current dialogue state
in semantic form. It is stored as a dictionary that
records slots and filled values. SemDSt is then con-
verted into a vector of 0/1’s, indicating whether a
particular slot has been filled.

Vt = Vectoriser(SemDSt) (2)

To account for the change of dialogue state, which
depicts how the system performs locally, we con-
catenate dialogue states of three consecutive turns
to obtain a contextual dialogue state vector.

Ṽt = Vt ⊕ Vt−1 ⊕ Vt−2 (3)

Vt≤0 are zero vectors, representing the state before
the dialogue starts. Ṽt is then fed into a trainable
fully connected (FC) layer.

St = FC(Ṽt) (4)

Feature Fusion for Emotion Classification For
a chit-chat ERC model with an arbitrary utterance
encoder, Rt = Encoder(Ht), i.e. Rt is the encoded
representation of the dialogue history Ht. The ut-
terance encoder is replaced with a sentiment-aware
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encoder in our framework (see Figure 2).
The utterance and the task information encod-

ings are fused via concatenation and fed into the
emotion classifier. The output probability of all
emotion classes in utterance ut is given by:

pt = Softmax(Classifier(Rt ⊕ St)) (5)

4.3 Learning Objectives
4.3.1 Emotion-Distance Weighted Loss
Emotion classification is a very challenging task
due to the subjectivity in the perception of emo-
tion. Since some emotions are more similar to each
other than others, it may be advantageous to dis-
tinguish marginally wrong recognitions (satisfied
vs excited) from extremely wrong ones (satisfied
vs dissatisfied). Furthermore, different misclassi-
fications can elicit different user reactions to the
dialogue agent. For example, perceiving satisfac-
tion when the user is neutral may or may not annoy
the user, but accusing the user of abusive behavior
by mistake is a serious offense to the user. There-
fore, it is intuitive to penalise misclassifications
according to (1) the distance from the label and (2)
output probabilities on incorrect labels.

Defining the Emotion Distance Since emotion
labels in EmoWOZ are defined in three aspects, we
can define the distance between emotion labels in
terms of their distance on each aspect. A matrix D
is defined where each element D(i, j) is a vector
containing the distance between emotion label i
and j in each of three aspects (valence, elicitor,
and conduct). The matrix D is symmetric with
vector-valued entries.

D(i, j) = [dval(i, j), deli(i, j), dcon(i, j)] (6)

The final distance is obtained by the sum of the
distance in each aspect, followed by an addition
of 1 and smoothing with the log operator. The
addition of 1 ensures that the log distance is still 0
for identical labels.

D̃(i, j) = log (sum(D(i, j)) + 1) (7)

Considering Misclassification Probabilities
For each sample including the dialogue history Ht,
we look at the softmax output from the model.

pt = Classifier(Ht) (8)

We aim to minimise the probability of each mis-
classification pt(e = ei) where ei ̸= labelt. This is
done by maximising 1−pt(e = ei), the probability
of the utterance not being wrongly recognised as
ei. We then calculate the log of this probability so

that in the case of a perfectly correct recognition,
the penalty from misclassification will be 0.

f(pt) = log (1− pt) (9)

Obtaining Weights for Misclassifications We
obtain the relevant row in matrix D that contains
the distance between each emotion and the ground-
truth label j of utterance ut, followed by a nor-
malisation to obtain a vector wt,j of normalised
emotion-distance weights for all emotions.

ot,j = onehot(labelt = j) (10)

D̃(:, j) = D̃ × ot,j (11)

wt,j = D̃(:, j)/sum(D̃(:, j)) (12)

EmoDistLoss The final loss, which we name
EmoDistLoss, is calculated from the negative
weighted sum of log terms from Equation 9. Since
the distance, hence the weight, between identical
labels is 0, this calculation does not involve the
output probability of the correct label.

EmoDistLosst = −wt,j · f(pt) (13)

4.3.2 MTL via Emotional Aspects
In addition to the emotion classification head, we
have a classification head for each emotion aspect
from the label definition, namely the valence, the
elicitor, and the conduct.

The overall classification loss L is a weighted
sum of the loss from softmax outputs of four classi-
fication heads Lemo, Lval, Leli, Lcon with a hyper-
parameter α.

L = αLemo+
1

3
(1−α)(Lval+Leli+Lcon) (14)

5 User Emotion Recognition in ToDs with
ERToD

5.1 Experimental Set-up
5.1.1 Dataset
We train and test our models on EmoWOZ. It con-
tains user emotion annotations for all dialogues
from MultiWOZ (Budzianowski et al., 2018) and
additional 1000 human-machine dialogues. It con-
tains 7 emotion groups (see Table 1 and Appendix
A for details). Four emotion classes are consider-
ably rare: fearful, apologetic, abusive, and excited.
DA examples can be found in Appendix B. Our
primary aim of DA is to address the poor ERC
performance on rare emotions rather than build-
ing a balanced dataset. While the later aim can be
achieved with the aid of large language models for
example, this is out of the scope of our work.
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Class Name Valence Elicitor Conduct Count (%)
Neutral Neutral Don’t Care Polite 58,656 (70.1%)
Satisfied Positive Operator Polite 17,532 (21.0%)
Dissatisfied Negative Operator Polite 5,117 (6.1%)
Excited Positive Event/Fact Polite 971 (1.2%)
Apologetic Negative User Polite 840 (1.0%)
Fearful Negative Event/Fact Polite 396 (0.5%)
Abusive Negative Operator Impolite 105 (0.2%)

Table 1: EmoWOZ Emotion definition and distribution.

Augmenting Abusive Utterances The user
sometimes becomes abusive towards the system.
While this correlates with failure to satisfy the user
goal, exact abusive expressions uttered by the user
are usually independent of the context. Therefore,
we apply our DA method for context-independent
emotions for Abusive. We utilise ConvAbuse, a
dataset for nuanced abusive behaviours in chit-chat
conversations (Cercas Curry et al., 2021), for more
diverse abusive expressions. In ConvAbuse, user ut-
terances are labelled with type, target, strength, and
directiveness. We filter for abuses on the system’s
intellectuality (labelled as type=intellectual
and target=system) to better suit ToD context.
We combine each selected utterance with the con-
text of a random abusive utterance in EmoWOZ,
resulting in 273 augmented samples.

Augmenting Fearful, Apologetic, and Excited
Utterances Expressions of these emotions usu-
ally contain task information. Fearful and Excited
usually co-occur with a description of the situation
that prompts the user to interact with the system.
Apologetic is frequently associated with a correc-
tion of search criteria. There is a strong connection
between these emotion expressions and the pro-
gression of the task in the dialogue history. There-
fore, we apply our DA method for these context-
dependent emotions. We look for samples with
desired emotions from other ToD datasets using
automatic labels. We train a ContextBERT on
EmoWOZ (see Section 5.1.2) with a 30% dropout
on the BERT output. We train the model with 10
different seeds and run inferences on the training
set of existing ToD datasets: Schema-Guided Di-
alogue (SGD, Rastogi et al. 2019), Taskmaster-1
(TM-1), and Taskmaster-2 (TM-2) (Byrne et al.,
2019). In addition, we filter for common do-
mains of EmoWOZ: Hotels, RideSharing, Travel,
Restaurants in SGD, RestaurantTable, PizzaOrder-
ing, CoffeeOrdering, UberLyft in TM-1, and Ho-
telSearch, Restaurants, FoodOrdering in TM-2.
The classification confidence is measured by votes
from 10 models. We use a confidence threshold

of 0.7 and cap the number of augmented samples
at 1000 for each emotion, resulting in 268 fearful,
872 apologetic, and 1000 excited samples.

5.1.2 Baselines
We implement ERToD to a range of ERC models
that have been used to benchmark EmoWOZ, as
listed in Table 2. ContextBERT (Feng et al., 2022)
and EmoBERTa (Kim and Vossen, 2021) are simple
yet robust transformer-based ERC models, and they
have similar spirits except that they respectively
use BERT (Devlin et al., 2019) and RoBERTa (Liu
et al., 2019) as utterance encoder. They are both
built on top of BERT by additionally considering
dialogue context and speaker roles in the input. Di-
alogueRNN (Majumder et al., 2019) and COSMIC
(Ghosal et al., 2020) are RNN-based models. Fol-
lowing (Feng et al., 2022), we use DialogueRNN
with either {GloVe(Pennington et al., 2014)+Con-
volutional Neural Network} or BERT as the ut-
terance encoder. COSMIC additionally extracts
features with a pre-trained commonsense model
(Bosselut et al., 2019)1. It is important to note
that after replacing the original utterance encoder
with the sentiment-aware encoder (as described
in Section 5.1.3), two variants of DialogueRNN
essentially become the same model, and so do
EmoBERTa and ContextBERT.

5.1.3 Training
In our task information encoder, we use Set-
SUMBT DST (van Niekerk et al., 2021) from
ConvLab-3 toolkit (Zhu et al., 2022). SetSUMBT
is a strong DST considering uncertainty with a
joint goal accuracy of 52.26% on MultiWOZ 2.1
(Eric et al., 2020). The FC layer in Equation 4 has
input/output dimensions of 1083 and 256 respec-
tively and hyperbolic tangent activation (TanH, Le-
Cun et al. 2015). We further replace the utterance
encoders of chit-chat ERC models with SentiX, a
sentiment-adapted BERT (Zhou et al., 2020).

We use our proposed EmoDistLoss for the emo-
tion classification head and cross-entropy loss
for MTL heads (valence, elicitor, and conduct).
Since the elicitor of Neutral emotion is not distin-
guishable and therefore not explicitly defined in
EmoWOZ, we mark the elicitor of Neutral samples

1COSMIC requires future utterances in recognising the cur-
rent emotion whereas other models can be configured as either
bidirectional or unidirectional. While we use unidirectional
set-ups where possible to comply with our task formulation in
Section 3.1, we are also interested in how ERToD improves
COSMIC for static dialogue analysis in ToDs.
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as don’t care, and their loss in from elicitor classi-
fication is ignored. α in Equation 14 is set to 0.4
based on several rounds of hyperparameter tuning.

To calculate the EmoDistLoss, we use 1 as the
unit distance and define the distance for each emo-
tional aspect as illustrated in Appendix C. For va-
lence, it is commonly adopted to consider negative
and positive as two polarities and neutral in the mid-
dle (Socher et al., 2013). Therefore, the distance
is 2 between positive and negative, and 1 between
non-neutral and neutral. For emotion elicitors, we
set the distance between don’t care to any specific
elicitor as 0.5 to penalise a “lazy” classifier that
wrongly recognises the emotion as neutral. Doing
so also results in a consistent shortest distance of 1
between any pair of specific elicitors.

We follow the default training set-up of each
model except for ContextBERT. We reduce the
context size of ContextBERT from 512 to 128, re-
sulting in stronger performance and faster training.

5.1.4 Evaluation

We report F1 for each emotion. For overall perfor-
mance, we report both macro F1 and weighted F1.
Macro F1 considers each emotion equally and re-
flects the model’s ability to recognise rare emotions.
Weighted F1 is the weighted sum of F1 scores of
each label. Weights are determined by the propor-
tion of each emotion in the dataset. We exclude
Neutral from calculating the averages as it makes
up more than 70% of labels.

In addition, we also calculate the average
emotion distance (AED) between the recognised
emotion and the label to quantify how wrong
the model is when it misclassifies. The AED
of an emotion e is calculated from the aver-
age of D̃(label=e, recognised_emotion) of sam-
ples whose label is e (see Equation 7). Lower AED
means less severe consequences from mistakes, and
is therefore more desirable. All experiments are
repeated with 10 different seeds.

5.2 ERC Results

Table 2 shows the change in the emotion recog-
nition performance of the selected chit-chat ERC
models after incorporating our ERToD framework.
ERToD achieves significant improvement in aver-
age F1 scores of all models (see Appendix D for
examples of model outputs, Appendix E for F1 of
individual emotions).

Base Model + ERToD Difference
MF1 WF1 MF1 WF1 MF1 WF1

BERT 50.1 73.5 61.4 77.3 +11.3 +3.8
DialogueRNN+GloVe 40.1 74.6 56.5 78.5 +16.4 +3.9
DialogueRNN+BERT 52.1 75.5 56.5 78.5 +4.4 +3.0
COSMIC 56.3 77.1 57.4 79.6 +1.1 +2.5
EmoBERTa 57.9 83.0 65.9 83.9 +9.0 +0.9
ContextBERT 59.1 81.9 65.9 83.9 +6.8 +2.0

Table 2: Macro- and weighted-average F1 (MF1, WF1)
of ERC models before and after incorporating ERToD.
Best average F1s are marked in bold. All differences
are significant with p < 0.05.

Model Neu. Sat. Dis. Exc. Apo. Fea. Abu.

F1
Sc

or
e

(↑
) ContextBERT 93.5 89.1 69.7 45.6 69.6 33.3 47.0

+ DA †94.2 †90.5 †71.0 45.3 †72.1 ‡38.3 †67.4
+ DS †94.2 †90.5 †71.3 45.7 †72.7 35.3 †69.4
+ SentiX †94.2 †90.6 †72.2 ‡47.1 †73.2 †39.0 †66.1
+ MTL †94.2 †90.4 †72.3 ‡47.2 †73.4 †41.0 †67.9

+ ERToD †94.1 †90.6 †72.3 †47.6 †72.0 †42.4 †69.8

A
E

D
Sc

or
e

(↓
) ContextBERT 0.058 0.094 0.304 0.497 0.269 0.605 0.554

+ DA †0.049 †0.080 0.312 0.493 ‡0.292 0.593 †0.339
+ DS †0.053 †0.075 0.296 0.481 0.277 0.582 †0.300
+ SentiX †0.052 †0.077 ‡0.286 †0.454 0.287 0.596 †0.283
+ MTL †0.054 †0.075 ‡0.284 ‡0.456 0.277 0.585 †0.258

+ ERToD 0.056 †0.070 0.296 †0.435 0.244 0.571 †0.277

Table 3: F1 (↑) and AED (↓) scores of Neutral, Satisfied,
Dissatisfied, Excited, Apologetic, Fearful, and Abusive.
† indicates statistically significant difference with p <
0.05 and ‡ indicates p < 0.1 when comparing with
ContextBERT. Best scores are marked in bold.

5.3 Ablation Study on ERToD
We perform an ablation study on the best result-
ing model, ContextBERT-ERToD (Table 3). We
add each technique in the order of data-related,
feature-related, and loss-related approaches. Aver-
aged scores can be found in Appendix F.

Impact of DA DA helps improve almost all F1
scores even with a relatively small number of addi-
tional samples. There is a small and insignificant
drop in the F1 of Excited, which is also frequently
confused among human annotators. Further work
to resolve the ambiguities would be beneficial.

Impact of Dialogue State (+DS) Adding dia-
logue state features further improves most other
non-neutral emotions. Although it does not bring
advantages for the F1 of Fearful, the AED of it
continues to improve, showing that the system is
making less severe mistakes.

Impact of SentiX Initialising BERT with Sen-
tiX parameters further improves the recognition
of all other non-neutral emotions except for Abu-
sive. This suggests that the sentiment information
encoded in SentiX is useful for resolving ambi-
guity. We suspect that, while SentiX is good at
distinguishing the valence of emotion, its effect is
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limited for user conduct, the hallmark of Abusive.

Impact of MTL MTL improves F1 for all non-
neutral emotions except for Satisfied. It also
achieves the best AED for Abusive. This suggests
that MTL heads, especially the conduct classifica-
tion head, help identify emotions in the simpler
valence-elicitor-conduct space. There is a slight
drop in the F1 score of Satisfied, but it is compen-
sated by the improvement in its AED.

Impact of EmoDistLoss (+ERToD) The final
version of the model achieves the best F1 score
in {Satisfied, Dissatisfied, Excited, Fearful, Abu-
sive} and the best AED score in {Satisfied, Ex-
cited, Apologetic, Fearful}, leading to best aver-
aged scores (Table F8). This shows penalising
misclassifications according to emotion distance,
which is only possible thanks to the emotion model,
further helps recognise ambiguous emotions.

For the degradation of both scores in Neutral, we
hypothesise that the model recognises non-neutral
emotions more boldly than annotators, who are
more cautious about subtle emotional cues.

6 Zero-shot User Satisfaction Prediction

6.1 Experimental Set-up

6.1.1 Dataset
We evaluate our model with User Satisfaction Sim-
ulation (USS) dataset where user utterances are an-
notated with 5-level satisfaction ratings (Sun et al.,
2021). Dialogues in USS come from 5 different
ToD datasets:

Jing Dong Dialogue Corpus (JDDC, Chen et al.,
2020) is a multi-turn Chinese dialogue dataset for
E-commerce customer service. USS contains 54.5k
user satisfaction annotations for 3300 dialouges
sampled from JDDC. Since JDDC is in Chinese,
we translated it into English with Google Translate
API first.

Schema-guided Dialogues (SGD, Rastogi et al.,
2020) is a multi-domain, task-oriented conversa-
tions between a human and a virtual assistant.
These conversations involve interactions with ser-
vices and APIs spanning 20 domains, such as banks,
events, media, calendar, travel, and weather. USS
contains 13.8k user satisfaction annotations for
1000 dialogues sampled from SGD. Although we
use SGD for DA, our DA samples do not overlap
with SGD dialogues in USS.

Recommendation Dialogue (ReDial, Li et al.,
2018) is an annotated dataset of dialogues, where
users recommend movies to each other. USS con-
tains 11.8k user satisfaction annotations for 1000
dialogues sampled from ReDial.

Coached Conversational Preference Elicitation
(CCPE, Radlinski et al., 2019) is a dialogue dataset
where the “ assistant” is tasked with eliciting the
“user” preferences about movies collected in the
Wizard-of-Oz framework. USS contains 6.8k user
satisfaction annotations for 500 dialogues sampled
from CCPE.

MultiWOZ (Budzianowski et al., 2018) is a
multi-domain task-oriented dialogue dataset col-
lected in the Wizard-of-Oz framework spanning 7
domains such as restaurant, hotel, and attraction.
USS contains 12.5k user satisfaction annotations
for 1000 dialogues sampled from MultiWOZ. Since
we trained our ERC model on EmoWOZ, which
was based on MultiWOZ, we excluded it in our
evaluation.

6.1.2 Baselines
We compare our zero-shot results with supervised
models of Sun et al. (2021) and Kim and Lipani
(2022). HiGRU (Yang et al., 2016) and BERT (De-
vlin et al., 2019) were the best two models trained
by Sun et al. (2021) to benchmark USS dataset
when it was first released. SatAct and SatActUtt
are T5-based models (Raffel et al., 2020). SatAct is
trained to predict user satisfaction and user action
in a MTL set-up, whereas SatActUtt additionally
incorporates user utterance generation. For satisfac-
tion prediction, these models were set up to predict
a 5-level rating during training.

These baseline models were trained on each one
of the five ToD subsets in USS with a 10-fold
cross-validation. Although non-3 ratings were up-
sampled by 10 times in their training, the training
data size is still smaller than that of ContextBERT-
ERToD (68.9k emotion annotations, EmoWOZ and
DA samples altogether).

6.1.3 Zero-shot Inference
We experimented with ContextBERT-ERToD, the
best resulting model from ERC training. After
training the model for ERC, we fixed its parame-
ters and ran inference with USS dataset for zero-
shot user satisfaction prediction. To adapt to user
satisfaction prediction set-up, we excluded infor-
mation about the user turn at t from the model
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input as well as the dialogue state. Specifically, for
utterance encoding, we excluded ut from the dia-
logue history to have Ht = [st−1, ut−1, ..., s1, u1].
For task information encoding, we shifted the
context window in Equation 3 by one and have
Ṽt = Vt−1 ⊕ Vt−2 ⊕ Vt−3 as the new contextual
dialogue state vector.

6.1.4 Evaluation
In the works of baseline models, satisfaction rat-
ings {1,2} were considered the negative class and
{3,4,5} as the positive. To map the emotion pre-
diction from our ERC model to binary satisfaction
ratings, it is intuitive to leverage the valence as-
pect of emotions. Emotion classes with a negative
valence were considered Not Satisfied and those
with a positive valence as Satisfied. The emotion
Apologetic is an exception among emotions with
a negative valence. Since its elicitor is the user
him/herself, it should not be considered as a sign of
user dissatisfaction. Regarding the emotion class
Neutral, we mapped it to Satisfied because the origi-
nal evaluation set-up of baseline models considered
the medium satisfaction rating, 3, as the positive
class.

Overall, we considered {Neutral, Apologetic, Ex-
cited, Satisfied} as the positive class and {Fearful,
Dissatisfied, Abusive} as negative.

6.2 Results

JDDC SGD ReDial CCPE

HiGRU (Sun et al., 2021) 17.1 8.6 8.3 27.4
BERT (Sun et al., 2021) 18.5 4.8 12.5 24.5
SatAct (Kim and Lipani, 2022) - 71.3 - 16.5
SatActUtt (Kim and Lipani, 2022) - 84.7 - 73.4
ContextBERT-ERToD (0-shot) 50.8 78.8 78.1 77.6

Table 4: Binary F1 scores on different USS subsets.
Best scores are marked in bold.

Following existing work, we first report binary
F1 for direct comparison. In Table 4, ContextBERT-
ERToD performs comparably with SatActUtt and
significantly outperforms other models. This shows
that our ERToD framework in combination with
the ERC model generalises well to user satisfaction
prediction.

7 Conclusion

In this work, we propose ERToD, a framework to
address three critical steps in learning and effec-
tively adapt chit-chat ERC models to recognise
emotions in ToDs. We propose two strategies of

DA for different emotions to improve ERC per-
formance in ToDs on rare emotions. We further
leverage dialogue state and sentiment-aware em-
beddings for a richer feature representation. In
addition, we apply MTL and devise a novel loss
function, EmoDistLoss, which take the similarities
between emotions into account. Our framework
significantly improves existing chit-chat ERC mod-
els’ performance in recognising user emotions in
ToDs. By further applying our best resulting model
to perform the task of user satisfaction prediction,
we show that our method generalises well on other
similar valence-related classification tasks in ToDs.

As more sophisticated and powerful dialogue
systems such as ChatGPT arise, there is an urge to
recognise, understand and handle the emotion of
the user, especially in the age where online abuse
is omnipresent. The long-term aim of this work
is to obtain valuable insight for downstream ToD
modelling tasks. This allows further investigation
of emotion regulation strategies on the system side
to improve task performance and user satisfaction,
and to prevent undesirable user behaviours.
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A Emotion Definitions in EmoWOZ

Elicitor Valence Conduct OCC Emotion Tokens EmoWOZ Emotion Implication of User
Polite Satisfied, liking, appreciative Satisfied with the operator because the goal is fulfilled.

Positive
Impolite

Admiration, gratitude, love
Not applicable to EmoWOZ

Polite Dissatisfied, disliking Dissatisfied with the operator’s suggestion or mistake.
Operator

Negative
Impolite

Reproach, anger, hate
Abusive Insulting the operator when the goal is not fulfilled.

Polite
Positive

Impolite
Pride, gratification Not applicable to EmoWOZ

Polite Apologetic Apologising for causing confusion to the operator.
User

Negative
Impolite

Shame, remorse, hate
Not modelled in EmoWOZ Insulting the operator for no reason.

Polite Excited, happy, anticipating Looking forward to a good event (e.g. birthday party).
Positive

Impolite
Happy-for, gloating, love,
satisfaction, relief, joy Not applicable to EmoWOZ

Polite Fearful, sad, disappointed Encountered a bad event (e.g. robbery and option not available).
Events,

facts
Negative

Impolite
Distress, resentment, hate, fears-
confirmed, pity, disappointment Not applicable to EmoWOZ

Polite Neutral Describing situations and needs.
- Neutral

Impolite
-

Not modelled in EmoWOZ No emotion but rude (e.g. using imperative sentences).

Table A1: EmoWOZ labels and similar emotions tokens from the OCC emotion model. For simplicity, emotion
words in blue are used to represent each emotion category.

B Examples of Augmented Samples

B.1 Augmentation with Automatic Label

Figure B.1: DA sample for emotion Excited.

Figure B.2: DA sample for emotion Apologetic.
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Figure B.3: DA sample for emotion Fearful. Please note that although this class is called “fearful” for simplicity,
user’s negative emotion due to any undesirable events that is out of the control of the operator also belongs to this
category in EmoWOZ according to Table A1.

B.2 Augmentation with Existing Dataset and Utterance Replacement

Figure B.4: DA sample for emotion Abusive. Candidate DA samples from ConvAbuse can be used to replace the
abusive user utterance in EmoWOZ without causing any context inconsistency.

C Emotional Aspect Distance Definition

Figure C.1: Distance definition for Equation 6.
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D Examples of Model Recognitions

Figure D.1: Model Recognitions on dialogue DMAGE3777 in EmoWOZ.

Figure D.2: Model Recognitions on dialogue PMUL2437 in EmoWOZ

E Detailed ERC Performance on Each Emotion

Model Neutral Satisfied Dissatisfied Excited Apologetic Fearful Abusive

BERT 89.8 88.8 35.1 42.9 70.4 36.2 27.5
DialogueRNN+GloVe 83.5 86.4 51.4 32.7 57.7 12.7 0.0
DialogueRNN+BERT 86.9 87.6 47.5 39.4 71.5 41.3 25.6
COSMIC 89.8 88.4 50.7 44.4 70.9 52.0 31.6
EmoBERTa 94.0 90.3 71.0 44.9 70.6 31.3 39.3
ContextBERT 93.5 89.1 69.7 45.6 69.6 33.3 47.0

Table E2: F1 scores of selected chit-chat ERC models BEFORE incorporating ERToD framework. The best score
for each emotion is marked in bold.
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Neu. Sat. Dis. Exc. Apo. Fea. Abu. M-Avg W-Avg
P R P R P R P R P R P R P R P R P R

BERT 90.3 89.3 88.4 89.2 38.9 38.6 47.7 39.1 69.7 71.5 47.7 30.0 42.1 22.4 55.7 48.5 74.5 74.5
DialRNN-GloVe 97.6 73.0 78.5 95.9 36.5 87.6 22.2 65.7 44.7 82.5 11.2 18.9 0 0 32.2 58.4 65.0 91.4
DialRNN-BERT 94.0 80.7 84.7 90.7 34.8 75.3 36.5 42.9 68.3 75.0 46.7 37.5 28.6 23.5 49.9 57.5 70.4 84.2
COSMIC 93.1 86.8 86.2 90.7 42.3 64.4 43.7 45.3 71.9 70.1 65.0 43.3 77.3 20.0 64.4 55.6 74.0 81.7
EmoBERTa 94.2 94.0 88.7 92.2 74.6 69.5 45.6 42.6 73.0 70.3 37.9 27.2 54.0 24.7 62.3 54.4 82.9 83.8
ContextBERT 93.4 93.7 88.5 89.8 72.6 67.2 46.4 45.4 68.3 71.6 37.9 30.0 64.5 37.6 63.0 57.0 82.3 81.8

Table E3: Precision and Recall scores of selected chit-chat ERC models BEFORE incorporating ERToD framework.
We report scores of each emotion: Neutral, Satisfied, Dissatisfied, Excited, Apologetic, Fearful, Abusive, as well
as Macro- and Weighted Averaged scores. The best score for each emotion is marked in bold. Neutral is excluded
when calculating the averaged scores. For better presentation, DialogueRNN is shortened to DialRNN.

Model Neutral Satisfied Dissatisfied Excited Apologetic Fearful Abusive

BERT 92.4 90.4 43.7 49.7 75.4 39.5 69.7
DialogueRNN+GloVe 92.6 90.1 51.4 43.9 77.6 42.4 33.8
DialogueRNN+BERT 92.6 90.1 51.4 43.9 77.6 42.4 33.8
COSMIC 91.1 89.5 58.1 45.6 73.3 36.3 41.6
EmoBERTa 94.0 90.5 72.3 47.9 71.9 43.4 69.7
ContextBERT 94.0 90.5 72.3 47.9 71.9 43.4 69.7

Table E4: F1 scores of selected chit-chat ERC models AFTER incorporating ERToD framework. The best score for
each emotion is marked in bold.

Neu. Sat. Dis. Exc. Apo. Fea. Abu. M-Avg W-Avg
P R P R P R P R P R P R P R P R P R

BERT 91.0 93.8 88.9 92.0 57.5 35.5 51.2 48.9 81.6 70.3 48.1 33.9 74.8 65.9 67.0 57.7 79.8 76.3
DialRNN-GloVe 91.3 94.0 89.7 90.5 60.9 41.5 44.4 45.6 76.5 77.3 42.6 38.3 54.3 30.0 61.4 53.9 80.6 76.5
DialRNN-BERT 91.3 94.0 89.7 90.5 60.9 41.5 44.4 45.6 76.5 77.3 42.6 38.3 54.3 30.0 61.4 53.9 80.6 76.5
COSMIC 94.4 88.3 86.9 92.3 51.6 68.9 38.7 57.4 68.2 79.3 36.2 38.3 44.7 38.8 54.4 62.5 75.9 84.6
EmoBERTa 94.3 93.9 88.9 92.4 75.6 68.0 45.7 50.7 70.8 74.4 54.6 35.6 72.4 68.2 68.0 64.9 83.5 84.3
ContextBERT 94.3 93.9 88.9 92.4 75.6 68.0 45.7 50.7 70.8 74.4 54.6 35.6 72.4 68.2 68.0 64.9 83.5 84.3

Table E5: Precision and Recall scores of selected chit-chat ERC models AFTER incorporating ERToD framework.
We report scores of each emotion: Neutral, Satisfied, Dissatisfied, Excited, Apologetic, Fearful, Abusive, as well
as Macro- and Weighted Averaged scores. The best score for each emotion is marked in bold. Neutral is excluded
when calculating the averaged scores. For better presentation, DialogueRNN is shortened to DialRNN.

Model Neutral Satisfied Dissatisfied Excited Apologetic Fearful Abusive

BERT +2.6 +1.6 +8.6 +6.8 +5.0 +3.3 +42.2
DialogueRNN+GloVe +9.1 +3.7 +0.0 +11.2 +19.9 +29.7 +33.8
DialogueRNN+BERT +5.7 +2.5 +3.9 +4.5 +6.1 +1.1 +8.2
COSMIC +1.3 +1.1 +7.4 +1.2 +2.4 -15.7 +10.0
EmoBERTa 0.0 +0.2 +1.3 +3.0 +1.3 +12.1 +30.4
ContextBERT +0.5 +1.4 +2.6 +2.3 +2.3 +10.1 +22.7

Table E6: Change of F1 scores of selected chit-chat ERC models after incorporating ERToD framework. The only
degradation in performance is marked in bold.

In terms of F1 scores, ERToD results in improvement in all emotions except for fearful in COSMIC (Table
E6). We further investigate this exception. While most of fearful utterances are located at the beginning

101



of the dialogue in the training and development set in EmoWOZ, the position of such utterances are more
evenly distributed in the test set as well as the augmented samples. Upon toggling the development set
and the test set for evaluation, we observe that the F1 of fearful by COSMIC drops significantly (52.0%
→ 28.8%) while that of COSMIC-ERToD remains roughly unchanged (35.5%→ 37.6%). The trend in
all other results remains unchanged.

The drastically different performance of COSMIC on the development and the test set suggests that
COSMIC develops a positional bias from the training set of EmoWOZ. At the same time, COSMIC-
ERToD performs similarly on both non-training sets, likely relying more on textual and task information.
The limited performance of COSMIC-ERToD is likely due to the extra false-positives at the later stage of
dialogues.

Neu. Sat. Dis. Exc. Apo. Fea. Abu. M-Avg W-Avg
P R P R P R P R P R P R P R P R P R

BERT +0.7 +4.5 +0.5 +2.8 +18.6 -3.1 +3.5 +9.8 +11.9 -1.2 +0.4 +3.9 +32.7 +43.5 +11.3 +9.2 +5.3 +1.8
DialRNN-GloVe -6.3 +21.0 +11.2 -5.4 +24.4 -46.1 +22.2 -20.1 +31.8 -5.2 +31.4 +19.4 +54.3 +30.0 +29.2 -4.5 +15.6 -14.9
DialRNN-BERT -2.7 +13.3 +5.0 -0.2 +26.1 -33.8 +7.9 +2.7 +8.2 +2.3 -4.1 +0.8 +25.7 +6.5 +11.5 -3.6 +10.2 -7.7
COSMIC +1.3 +1.5 +0.7 +1.6 +9.3 +4.5 -5.0 +12.1 -3.7 +9.2 -28.8 -5.0 -32.6 +18.8 -10.0 +6.9 +1.9 +2.9
EmoBERTa +0.1 -0.1 +0.2 +0.2 +1.0 -1.5 +0.1 +8.1 -2.2 +4.1 +16.7 +8.4 +18.4 +43.5 +5.7 +10.5 +0.6 +0.5
ContextBERT +0.9 +0.2 +0.4 +2.6 +3.0 +0.8 -0.7 +5.3 +2.5 +2.8 +16.7 +5.6 +7.9 +30.6 +5.0 +7.9 +1.2 +2.5

Table E7: The difference in Precision and Recall scores of selected chit-chat ERC models before and after
incorporating ERToD framework. We report scores of each emotion: Neutral, Satisfied, Dissatisfied, Excited,
Apologetic, Fearful, Abusive, as well as Macro- and Weighted Averaged scores. The best score for each emotion is
marked in bold. Neutral is excluded when calculating the averaged scores. For better presentation, DialogueRNN is
shortened to DialRNN.

F Averaged Scores for the Ablation Study

Model Macro Avg Weighted Avg

F1
Sc

or
e

(↑
)

ContextBERT 59.1 81.9
+ DA †64.1 †83.4
+ DS †64.1 †83.5
+ SentiX †64.8 †83.7
+ MTL †65.3 †83.7

+ ERToD †65.7 †83.9

A
E

D
Sc

or
e

(↓
) ContextBERT 0.387 0.168

+ DA †0.351 †0.159
+ DS †0.335 †0.151
+ SentiX †0.331 †0.149
+ MTL †0.322 †0.147

+ ERToD †0.316 †0.145

Table F8: Ablation Study of ERToD. † indicates statistically significant difference with p < 0.05 when comparing
with ContextBERT. The best score in each category is in bold. For each of the additional methods: DA = Data
Augmentation, DS = Dialogue State Features, SentiX = Sentiment-aware Text Embedding, MTL = Multi-task
Learning. Neutral is excluded when calculating the averaged scores.
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Neu. Sat. Dis. Exc. Apo. Fea. Abu. M-Avg W-Avg
P R P R P R P R P R P R P R P R P R

ContextBERT 93.4 93.9 88.5 92.4 72.6 68.0 46.4 50.7 68.3 74.4 37.9 35.6 64.5 68.2 63.0 64.9 82.3 84.3
+ DA 93.9 94.4 89.4 91.6 75.6 67.2 47.2 44.6 75.0 70.0 53.1 30.6 70.1 65.9 68.4 61.6 84.0 83.1
+ DS 93.8 94.6 90.1 90.9 74.5 68.4 47.9 44.6 75.8 69.0 50.7 27.8 69.9 69.4 68.1 61.7 84.2 82.9
+ SentiX 94.1 94.3 89.5 91.7 76.0 69.1 47.5 49.3 76.7 70.3 50.9 32.2 66.0 66.5 67.8 63.2 84.1 83.9
+ MTL 94.2 94.0 88.9 91.5 76.4 70.6 45.7 49.8 76.6 71.6 51.2 35.0 67.0 72.4 67.6 65.1 83.8 84.2

+ ERToD 94.3 94.1 88.9 91.9 75.6 69.3 45.7 48.8 70.8 70.8 54.6 34.4 72.4 70.0 68.0 64.2 83.5 84.1

Table F9: Ablation study on Precision and Recall scores of ERToD. We report scores of each emotion: Neutral,
Satisfied, Dissatisfied, Excited, Apologetic, Fearful, Abusive, as well as Macro- and Weighted Averaged scores.
The best score for each emotion is marked in bold. For each of the additional methods: DA = Data Augmentation,
DS = DialogueState Features, SentiX = Sentiment-aware Text Embedding, MTL = Multi-task Learning.. Neutral is
excluded when calculating averaged scores.
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Abstract

Estimating the subjective impressions of hu-
man users during a dialogue is necessary when
constructing a dialogue system that can respond
adaptively to their emotional states. How-
ever, such subjective impressions (e.g., how
much the user enjoys the dialogue) are inher-
ently ambiguous, and the annotation results
provided by multiple annotators do not always
agree because they depend on the subjectiv-
ity of the annotators. In this paper, we ana-
lyzed the annotation results using 13,226 ex-
changes from 155 participants in a multimodal
dialogue corpus called Hazumi that we had
constructed, where each exchange was anno-
tated by five third-party annotators. We inves-
tigated the agreement between the subjective
annotations given by the third-party annotators
and the participants themselves, on both per-
exchange annotations (i.e., participant’s senti-
ments) and per-dialogue (-participant) annota-
tions (i.e., questionnaires on rapport and person-
ality traits). We also investigated the conditions
under which the annotation results are reliable.
Our findings demonstrate that the dispersion
of third-party sentiment annotations correlates
with agreeableness of the participants, one of
the Big Five personality traits.

1 Introduction

To achieve adaptive human-machine (or human-
robot) dialogue, it is necessary to estimate the hu-
man user’s subjective impressions and emotions
during the dialogue. The user’s satisfaction with
the dialogue can be increased by appropriately
changing the dialogue content in accordance with
the user’s emotions. Estimated subjective impres-
sions and emotions can also be utilized to evaluate
the dialogue.

The difficulty here is that such impressions and
feelings are inherently subjective, and it is impos-
sible to objectively determine unique references
for subjective content. References are necessary

Participant Third-party 
annotators

System
(Wizard-of-Oz)

Annotations

After dialogue

Watch 
video

Annotations

• Sentiment
• 18 rapport items
• Personality traits

Figure 1: Subjective annotations given by participants
themselves and by third-party annotators.

for training and evaluating machine learning mod-
els. Even when manual annotations are performed,
the results among annotators do not always agree,
which is a common problem in annotations of sub-
jective labels.

In this paper, we analyze the disagreement
among human annotation results, especially the dif-
ferences between annotations given by participants
themselves and by third-party annotators (Fig. 1).
Specifically, we conducted investigations on per-
exchange annotations, i.e., sentiments, and per-
dialogue (per-participant) annotations, i.e., ques-
tionnaires measuring the participant’s rapport and
personality traits. We used the Osaka University
Multimodal Dialogue Corpus Hazumi, which we
had previously constructed (Komatani and Okada,
2021), for the analysis. Our findings show that
third-party annotators tend to give subjective anno-
tations on the basis of their rather simple impres-
sions compared to the participants themselves, who
may not always fully express their inner states dur-
ing the dialogue. We also clarify why automatic es-
timation performances of per-exchange sentiments
from multimodal features differ between cases in
which the reference sentiments were given by the
participants themselves and by the third-party an-
notators, where the latter usually obtains better
performances.
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We then investigate the conditions under which
estimated sentiments given by third-party annota-
tors would be reliable by examining the dispersion
of the annotation results. The estimation of users’
sentiments based on multimodal data with machine
learning will never be perfect, so it would be help-
ful to know whether the estimation results can be
reliable for each user on the basis of other infor-
mation sources. In this paper, after showing how
the dispersion of sentiments given by third-party
annotators correlates with machine learning per-
formance, we demonstrate that this dispersion is
negatively correlated with one of the personality
traits, namely, agreeableness. This finding indi-
cates that a personality trait can be a useful clue for
determining the reliability of the sentiment estima-
tion results.

2 Related Work

We here describe related studies on adaptive di-
alogue systems, emotion recognition, datasets of
multimodal dialogues, reference labels for subjec-
tive annotations, and personality traits, in that or-
der.

It is essential that dialogue system responses be
adaptive to user states. In task-oriented dialogues,
task success rates can be improved and the num-
ber of turns to task completion can be reduced by
adapting system responses in accordance with sev-
eral user types (Komatani et al., 2005). As for
non-task-oriented dialogues, personalization based
on the user’s domain expertise has been attempted
(Ferrod et al., 2021). System responses are prefer-
ably based on various modalities such as vision
and prosody in addition to textual input. A vari-
ety of studies have examined text-based chatbots
based on large pre-trained language models (e.g.,
(Adiwardana et al., 2020; Roller et al., 2021)). Cur-
rently, studies on dialogue systems have been ac-
tively expanded from the text-based perspective to
a multimodal one, as evidenced by a recent dia-
logue competition using a humanoid robot (Minato
et al., 2022).

User impressions (such as emotions) can be an
important clue for adaptive dialogue systems. In
particular, adapting to the user’s emotions is es-
sential for social interaction (Barros et al., 2021).
Moreover, different types of information, including
multimodal information (e.g., vision and prosody),
can be utilized to recognize the user’s emotions, as
can physiological signals (Katada et al., 2022; Wu

et al., 2022). In this paper, emotion is treated as
sentiments per exchange.

A famous multimodal dialogue corpus with emo-
tion labels is the IEMOCAP dataset (Busso et al.,
2008), which contains dialogues between actors in
role-playing scenarios. The Emotional Dyadic Mo-
tion CAPture (IEMOCAP) dataset is a well-known
dataset used to recognize emotion during dialogues
(Busso et al., 2008). It is a well-controlled dataset
in the sense that data were collected by asking ac-
tors to speak with designated emotions. Therefore,
this dataset contains objective reference labels for
each emotion, i.e., the designated emotions. In con-
trast, our Hazumi dataset (Komatani and Okada,
2021) utilized in this paper consists of natural and
spontaneous dialogues. Thus, there are no objec-
tive reference labels. We opted to use this dataset
because our objective is to analyze the differences
between several manual annotation results and dis-
cuss reference labels for subjective annotations.

Prior studies in the fields of social signal process-
ing and affective computing have examined how
to determine the ground truth of subjectively as-
signed labels (Spodenkiewicz et al., 2018; Bourvis
et al., 2021; Maman et al., 2022). Maman et al.
(2022) proposed three strategies for utilizing self-
assessment labels and external assessment labels in
training data for two dimensions of a group engage-
ment state (called cohesion) and compared their
prediction performances. Wang et al. (2023) re-
cently proposed a method to train a classifier that
fits better with the annotation results in medical
binary classification tasks. In this paper, we do not
train a classifier but analyze what happened in a
multimodal dialogue data. We also extend analysis
from single to several subjective annotations, i.e.,
per-exchange annotation and per-dialogue annota-
tions.

Emotion depends on individual users, e.g., their
personality traits (such as the Big Five (Gold-
berg, 1990)). Personality traits also play an impor-
tant role in a variety of user-adapted interactions
(Mairesse and Walker, 2010; Mota et al., 2018;
Fernau et al., 2022; Yamamoto et al., 2023). The
personality traits of a robot and human interlocu-
tors are known to be effective for engagement esti-
mation in human-robot interactions (Salam et al.,
2017), and correlation between the engagement and
the personality traits given per dialogue has been
investigated in human-robot and human-human in-
teractions (Celiktutan et al., 2019). In this work, we
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Table 1: Hazumi versions and corresponding annotations.

Version Recording No. of participants No. of Self- Third-party 18 rapport Personality
environment (dialogues) exchanges sentiment sentiment items traits

Hazumi1712 29 2,422
√

Hazumi1902 in-person 30 2,514
√ √ √

Hazumi1911 30 2,859
√ √ √ √

Hazumi2010 33 2,798
√ √ √

Hazumi2012 online 63 5,334
√ √ √

Hazumi2105 29 2,235
√ √ √

Total 214 18,162

comprehensively analyzed the relationship between
the user’s personality traits on the basis of per-
dialogue questionnaire results and per-exchange
sentiments.

3 Target Corpus

We utilized the multimodal dialogue corpus
Hazumi, which we had previously constructed (Ko-
matani and Okada, 2021). It is a dataset that can
be used extensively for research and development
purposes1. Table 1 lists the various versions of the
Hazumi corpus along with their recording environ-
ments, numbers of participants and exchanges, and
annotations. It has six versions: 1712, 1902, 1911,
2010, 2012, and 2105, where the numbers corre-
spond to the year and month the data collection
started; for example, the collection of Hazumi1911
data began in November 2019. The first three ver-
sions were collected in-person and the following
three were collected online due to the COVID-19
pandemic. Each dialogue lasted approximately 15
to 20 minutes.

The annotation unit at the utterance level is the
exchange. An exchange is defined from the begin-
ning of a system utterance to the beginning of the
next system utterance. The data contain 18,162
exchanges in total; the mean duration was 13.10
seconds and its standard deviation was 7.80.

3.1 Dialogue data details
In Hazumi, the system used by the participants for
talking was MMDAgent (Lee et al., 2013), which
was operated by the Wizard-of-Oz (WoZ) method
in which the virtual agent was controlled by a hu-
man operator (Wizard) located in another room.
The Wizard controlled a graphical user interface
built for this task while remotely observing the par-
ticipants. Since the operators were trained to select

1The corpus has been distributed by the Informatics Re-
search Data Repository at the National Institute of Informatics
(NII-IDR). https://www.nii.ac.jp/dsc/idr/en/
rdata/Hazumi/

the next utterance while the participant was still
speaking (approximately ten seconds), there was a
short wait time before the agent started responding.

The dialogue was chit-chat, meaning there was
no specific task to be completed. The conversa-
tions were in Japanese and spanned several topics
such as travel and movies. The Wizard attempted
to select utterances that would engage the partic-
ipants for a longer time. Specifically, the Wizard
changed topics when the participants seemed unin-
terested, and listened when the participants seemed
interested and were actively talking.

The participants were recruited from the general
public through a recruiting agency for the in-person
collection and through crowdsourcing for the on-
line collection. A total of 214 participants (99
men, 115 women) were included, ranging in age
from their 20s to 70s. They were given no spe-
cial instructions, such as requests to act out their
emotions strongly. Data were collected only from
participants who signed a consent form that stated
the data could be distributed to researchers for re-
search and development purposes.

3.2 Subjective annotations

Manual annotations were given at the utterance and
dialogue levels. The right half of Table 1 shows
the types of subjective annotations and the Hazumi
versions to which they were annotated.

3.2.1 Per-exchange annotations
Sentiment is scored on a 7-point scale representing
how much the participant enjoyed the dialogue. An-
notators gave it once per exchange, while watching
the recorded videos of the dialogues. The senti-
ment annotation given by the third-party annotators
is called third-party sentiment. For Hazumi1902
and Hazumi1911, the sentiment was also given by
the participants themselves, which is called self-
sentiment. They watched the recorded video and
provided annotations immediately after their dia-
logue.
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Table 2: Cronbach’s alpha values among five third-party annotators for per-dialogue annotations.

Personality traits (Big Five) Average of
Extraversion Agreeableness Conscientiousness Neuroticism Openness 18 rapport items

Hazumi1911 0.835 0.761 0.622 0.620 0.696 0.876
Hazumi2010 0.911 0.791 0.560 0.697 0.883 0.883
Hazumi2012 0.867 0.827 0.598 0.599 0.747 0.856
Hazumi2105 0.903 0.843 0.663 0.645 0.786 0.813

3.2.2 Per-dialogue annotations

As per-dialogue annotations, participants answered
two questionnaires after completing their dialogue:
18 rapport items, which measured their rapport in
the dialogue, and Personality traits, which exam-
ined their personality traits. Five third-party anno-
tators also answered the same questionnaires about
the participants from a third-party perspective after
watching the recorded videos of the dialogues (i.e.,
they did not just read the transcribed texts).

The 18 rapport items questionnaire was devel-
oped by social psychologists and originally con-
sisted of 18 English adjectives2 (Bernieri et al.,
1996). It aims to examine the interlocutor’s rapport
and the results indicate how the dialogue was per-
ceived. We utilized 18 questionnaire items with the
18 adjectives translated and converted into Japanese
sentences (Kimura et al., 2005), such as “1. The
dialogue was well-coordinated,” “2. The dialogue
was boring,” and “18. The dialogue was slow.”
Each item is scored on an 8-point scale.

The second questionnaire asked about the par-
ticipants’ personality traits modeled on the Big
Five, that is, extraversion, agreeableness, consci-
entiousness, neuroticism, and openness (Goldberg,
1990; Vinciarelli and Mohammadi, 2014). We used
the 10-item personality inventory translated into
Japanese (TIPI-J) (Oshio et al., 2012), which mea-
sures the Big Five with ten items. The items are
scored on a 7-point scale, with two questions for
each of the traits, one of which is an inverted item.
Each of the Big Five scores is the sum of the two
question items, one of which corresponds to the
inverted item subtracted from 8 (i.e., the minimum
is 2 and the maximum is 14).

As a preliminary analysis, Table 2 shows the
Cronbach’s alpha values among the five third-party
annotators for the two kinds of per-dialogue annota-
tions. An annotation result is considered consistent
if the Cronbach’s alpha is greater than 0.8. As we
can see, extraversion, agreeableness, and openness
tended to be around 0.8 or above, while conscien-

2All adjectives appear in Table 4.
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Figure 2: Positioning of the analyses.

tiousness and neuroticism tended to be below 0.8.
This is consistent with the results of personality
trait annotation agreement rates in other studies
(Aran and Gatica-Perez, 2013). The values of the
Cronbach’s alpha for the average of the 18 rapport
items also tended to be consistent.

4 Analyses on Relationship Between
Annotations Given by Participants and
Third-Party Annotators

We analyzed the correlations between the manual
annotations given by the participants themselves
and by five third-party annotators. Sentiments were
analyzed using Hazumi1902 and Hazumi1911 due
to their availability (see Table 1). As for the two
annotations given per dialogue, we used the data of
the four versions after Hazumi1911, which consist
of 13,226 exchanges from 155 participants. Fig-
ure 2 depicts the positioning of the analyses we
conducted.

If any correlation is found between two metrics
corresponding to the annotations, it will provide
useful insights for the machine learning design.
For example, it would be effective to use one of
the metrics as input when estimating the other by
machine learning. The correlation would also be
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Figure 3: Example of sentiment annotation results and standard deviations (participant ID: 1911M4001).

helpful in designing multi-task learning with deep
neural networks in which some layers are shared
(Hirano et al., 2019). The two metrics can be uti-
lized together to improve the machine learning per-
formance.

4.1 Sentiment

Figure 3 shows an example of the sentiment an-
notation results for a male participant in his 40s
(participant ID: 1911M4001). Horizontal and ver-
tical axes indicate time in units of exchange and
the annotation results on the 7-point scale, respec-
tively. The solid lines in different colors represent
the third-party sentiments by the five annotators (1
male, 4 female; Annotator 5 was male). The thick
orange line in the center is self-sentiment, which
does not agree with the third-party sentiments. The
third-party sentiments by the five annotators share
certain trends but do not completely agree. The
correlation coefficient between the self-sentiment
and the average of the third-party sentiments was
0.45. The figure also shows standard deviations
of the third-party sentiments per exchange at the
bottom, which will be used in Section 5.

Table 3 shows the correlation coefficients be-
tween self-sentiments and third-party sentiments,
which were calculated per participant. The macro
average of all correlation coefficients was 0.43.
The maximum was 0.79 and the minimum was
0.01, indicating large individual differences. These
results clarify that the self-sentiments and third-
party sentiments are not necessarily correlated, as
reported in (Truong et al., 2012).

This is why automatic estimation performances
from multimodal features differ between cases in
which self-sentiments and third-party sentiments
are used as the references (Katada et al., 2022),
where the latter obtained better performances.
Third-party sentiments can be perceived from out-
side the participants, which suggests that comput-

Table 3: Correlation between self-sentiments and third-
party sentiments.

No. of Macro
participants average (max., min.)

Hazumi1902 30 0.45 (0.69, 0.11)
Hazumi1911 30 0.41 (0.79, 0.01)
Total 60 0.43 (0.79, 0.01)

ers attempting to estimate the sentiments can uti-
lize the same information that the third-party an-
notators use. Self-sentiment is more difficult to
estimate because it is not necessarily perceivable
from the outside, even by human third-party anno-
tators. Additional use of physiological signals has
thus improved the estimation performance of self-
sentiment (Katada et al., 2022). The signals can
be regarded as extra information that third-party
annotators can perceive.

We also confirmed here that the correlation coef-
ficients differ among participants and that the sen-
timent annotations results differ among the third-
party annotators. We therefore attempted to use the
deviation of the third-party sentiments in Section 5.

4.2 18 rapport items

We investigated the correlation between the an-
swers by participants themselves and the averages
of third-party annotators for each of the 18 rap-
port items. Table 4 lists the correlation coefficients
in descending order. Excluding the three below
the solid line, all correlations were statistically sig-
nificant (p < 0.05). The correlation between the
averages of the correlation coefficients was 0.34
(bottom line), and it was also statistically signifi-
cant (p = 0.023).

Thus, the averaged answers to the 18 rapport
items, which correspond to the posterior evalua-
tion of the dialogue, showed a correlation between
the participants themselves and the averages of
the third-party annotations. The results in Table 4
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Table 4: Correlation coefficients of all 18 rapport items
between self- and third-party annotations.

5* unsatisfying 0.38
9 engrossing 0.35
2* boring 0.32
17 worthwhile 0.29
8* awkward 0.27
16* dull 0.25
10* unfocused 0.23
6* uncomfortably paced 0.23
1 well-coordinated 0.22
12* intense 0.21
11 involving 0.21
14 active 0.20
4 harmonious 0.20
7* cold 0.19
18* slow 0.17
13 friendly 0.13
15 positive 0.09
3 cooperative 0.07
Average of 18 items 0.34

‘*’ denotes inverted items.

also suggest that the upper-level items are mostly
related to the content of the conversation (e.g., un-
satisfying, engrossing, and boring). In contrast, the
lower-level items are related to the feeling and at-
mosphere of the dialogue (e.g., friendly, positive,
and cooperative).

We also applied principal component analysis
(PCA) to the results of the answers to the 18 rapport
items for each of those by participants themselves
and the averages by the third-party annotators. Ta-
ble 4 lists the cumulative contribution ratio of the
PCA. The contribution ratios of the first principal
components were 0.790 and 0.484 for the answers
by the third-party annotators and participants them-
selves, respectively. These results indicate that
one dimension could explain about 80% of the an-
swers by the third-party annotators; in other words,
the third-party annotators tended to answer the 18
items on the basis of rather simple impressions of
positive or negative. In contrast, the participants
presumably answered after considering more com-
plicated inner impressions of the dialogue that they
were actually participating in.

4.3 Personality traits

Table 5 shows the correlations between the person-
ality traits reported by the participants themselves
and the averages given by the five third-party anno-
tators. The correlation coefficients for extraversion
were consistently large and statistically significant
among the versions, but the overall tendency ap-
pears to be that the other personality traits by the

Figure 4: Cumulative contribution ratios by PCA for 18
rapport items.

participants themselves do not necessarily corre-
late with the averages by the third-party annotators.
Openness had the next largest correlation coeffi-
cient, followed by conscientiousness. The reason
extraversion had high correlation coefficients is that
it (by definition) tends to be more easily expressed
during dialogue. This result is consistent with an
experiment in the psychology field (Borkenau et al.,
2009) in which extraversion was reported to be
highly consistent between self-rating and rating by
others.

It makes sense that the annotation results do not
necessarily correlate if the personality traits of the
participants are not sufficiently expressed in the
dialogue, e.g., for neuroticism and agreeableness.
This is because third-party annotators do not know
the participants and score personality traits based
only on their impression during the dialogue.

4.4 Relation among annotation results by
third-party annotators

We investigated the correlations among the above
annotation results given by the third-party annota-
tors for sentiments, 18 rapport items, and personal-
ity traits. Table 6 lists the correlation of each of the
five personality traits with the averages of the 18
rapport items and sentiments. As we can see, the
average of the 18 rapport items correlated with all
of the five personality traits with statistical signif-
icance, especially for agreeableness, extraversion,
and openness, whose correlation coefficients were
0.68, 0.53, and 0.52, respectively. Similarly, the
average of sentiments correlated with three person-
ality traits (openness, agreeableness, and extraver-
sion) with statistical significance; their correlation
coefficients were 0.36, 0.30, and 0.21, respectively.
In addition, the average of the 18 rapport items
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Table 5: Correlation between personality traits given by participants themselves and averages given by third-party
annotators.

No. of participants Extraversion Agreeableness Conscientiousness Neuroticism Openness
Hazumi1911 30 0.53 0.08 0.43 0.25 0.29
Hazumi2010 33 0.58 −0.44 0.17 0.10 0.34
Hazumi2012 63 0.39 0.19 0.11 0.14 0.19
Hazumi2105 29 0.57 0.37 0.06 0.21 0.17

Total 155 0.49 0.06 0.16 0.15 0.21

Underlined values indicate statistical significance (p < 0.05).

Table 6: Correlation of personality traits with 18 rapport items and sentiments. All are averages given by five
third-party annotators.

Extraversion Agreeableness Conscientiousness Neuroticism Openness
Average of 18 rapport items 0.53 0.68 0.21 −0.22 0.52
Average of sentiments 0.21 0.30 0.12 0.00 0.36

Underlined values indicate statistical significance (p < 0.05).

also correlated with the average of sentiments with
statistical significance; its correlation coefficient
was 0.55.

These results confirm that there were correla-
tions between the three annotation results given by
the five third-party annotators, thereby demonstrat-
ing that these three metrics can help each other in
their estimation using machine learning. For exam-
ple, in a dialogue where the participant seemed to
enjoy talking, the average of the sentiments was
high, the average of the 18 rapport items was also
high, and the participant’s extraversion, cooper-
ativeness, and openness also seemed high. This
simple tendency is echoed our discussion about the
results of the PCA analysis in Section 4.2: that is,
the third-party annotators tended to annotate on the
basis of rather simple impressions of positive or
negative.

5 Analyses on Dispersion of Third-Party
Sentiments

We here focus on the dispersion of sentiments given
by the five third-party annotators (third-party senti-
ments). We discuss the conditions under which the
third-party sentiments would be reliable.

5.1 Formulating dispersion of third-party
sentiments

The bottom line in Fig. 3 shows the standard de-
viations of the third-party sentiments for each ex-
change. Using this as a basis, we formulate the
dispersion of third-party sentiments as the averages
of the standard deviations, as follows.

Let dispersion(i) denote the dispersion of third-
party sentiments for a participant i (i.e., dialogue).

Values aijk denote third-party sentiments for the
j-th exchange (j = 1, ..., Ji) in the dialogue
with participant i by the k-th third-party annota-
tor (k = 1, ...,K). The values of sentiments are
annotated on a 7-point scale, i.e., aijk ∈ {1, ..., 7}.
Ji denotes the total number of exchanges in the dia-
logue with participant i, which is 95 in the example
in Fig. 3. K denotes the number of third-party an-
notators, i.e., K = 5. Standard deviations of the
annotated sentiments

stdev(i, j) =

√√√√ 1

K

K∑

k=1

(aijk − aij)2 (1)

can be calculated per exchange. Here, aij denotes
the averages of the third-party sentiments given
by K annotators for the j-th exchange. We de-
fine dispersion(i) of third-party sentiments for a
participant i (i.e., dialogue) as the average of the
standard deviations stdev(i, j), i.e.,

dispersion(i) =
1

Ji

Ji∑

j=1

stdev(i, j). (2)

5.2 Relationship between dispersion and
machine learning performance

Here, we discuss the relationship between the dis-
persion of third-party sentiments and the perfor-
mance of machine learning. This explains why we
focused on the dispersion.

It is known empirically that machine learning
performs better when the manual annotations agree
more. For example, in an emotion recognition task
for spoken utterances, it was reported that the recog-
nition performance based on machine learning was
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Table 7: Correlation between the dispersion of third-party sentiments and personality traits.

No. of participants Extraversion Agreeableness Conscientiousness Neuroticism Openness
Hazumi1911 30 0.24 −0.44 0.16 0.12 0.27
Hazumi2010 33 0.38 −0.38 −0.15 0.11 0.04
Hazumi2012 63 −0.13 −0.20 0.00 0.08 −0.05
Hazumi2105 29 −0.20 −0.13 0.29 −0.04 0.03

Total 155 −0.05 −0.26 −0.05 0.03 −0.04
Underlined values indicate statistical significance (p < 0.05).
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Figure 5: Correlation between the dispersions and the
scores of agreeableness for each participant.

better on units to which multiple annotators gave
the same labels (Seppi et al., 2008). As a prelim-
inary investigation, we also calculated the mean
square error of the sentiment estimation results as
the regression from multimodal features (Katada
et al., 2020) using 2,468 exchanges in Hazumi1911,
where the references were the average of third-party
sentiments. The correlation coefficient between the
mean square errors and the standard deviations of
the third-party sentiments per exchange was 0.342,
which is statistically significant (p = 1.57×10−68).
In other words, the error in machine learning re-
sults tends to be larger for exchanges with large
standard deviations of third-party sentiments.

These results suggest that the sentiment estima-
tion performance based on machine learning tends
to be lower for parts with large deviations in human
judgment.

5.3 Correlation between dispersion and
personality traits

We investigated the correlation between the dis-
persion of third-party sentiments and the person-
ality traits of each participant. The personality
traits utilized here are those reported by the par-
ticipants themselves. Table 7 lists the correlation
coefficients between each of the five personality
traits and the dispersions of third-party sentiments

per participant (calculated by Eq. (2)), for each of
the four versions and in total. We can see here
that agreeableness negatively correlates with the
dispersion of third-party sentiments. Specifically,
the correlation coefficient with agreeableness was
−0.26 for the total, which is statistically significant
(p = 9.1× 10−4).

Figure 5 shows the dispersions of the third-party
sentiments and the scores of agreeableness. Each
point denotes 155 participants from Hazumi1911
to Hazumi2105. Horizontal and vertical axes de-
note the score of agreeableness and the dispersions
of the third-party sentiments for each participant.
We can see here that there is a negative correla-
tion between these two metrics. In other words,
there were fewer dispersions of the third-party sen-
timents for the participants who recognized them-
selves as more agreeable. This result can be inter-
preted as a phenomenon that the more agreeable
the participant is, the more he/she tries to express
his/her sentiments in a way that the interlocutor
(and thus the third-party annotators) can recognize.

The results of the sentiment estimation for highly
agreeable users thus tend to be reliable, given the
low dispersion of the third-party sentiments, which
tend to correlate with machine learning perfor-
mance, as discussed in Section 5.2.

6 Conclusion

In this paper, we investigated the correlation of
subjective annotation results between the partici-
pants themselves and five third-party annotators.
We found that some are correlated, which will po-
tentially be useful in machine learning to estimate
one of the annotation targets, such as the partici-
pants’ sentiments, their evaluation of dialogues (18
rapport items), or their personality traits.

We also investigated the dispersion of the senti-
ments given by the five third-party annotators. We
showed that a difference in annotation results corre-
lates with the estimation error of machine learning
and found that the dispersion was negatively cor-
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related with agreeableness, one of the Big Five
personality traits.

These results can provide insights into the de-
velopment of adaptive dialogue systems: specifi-
cally, a personality trait can be used as a clue to
determine whether or not to rely on the sentiment
recognition results. One of our future works is to
estimate the user’s personality traits before and dur-
ing the dialogue. The system can then utilize the
personality trait to decide how actively to adapt to
the user on the basis of the discussion in this paper.
Personality traits such as neuroticism are not ex-
pressed by users during dialogues such as chit-chat
and thus are difficult for the system and third-party
annotators to observe. The analyses in this paper
considered all of the Big Five traits, but it will be
necessary to select personality traits observable in
the dialogue accordingly, e.g., extraversion.

The results presented in this paper are based on
our Japanese dataset Hazumi. Various factors such
as the behavior of the participants and annotators,
for example, can be involved. Further investigation
is needed to confirm the generalizability of the
obtained results to other languages and cultures, as
well as to different experimental settings including
dialogue tasks and instructions to the participants.
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Abstract

Online discussions on controversial topics with
many participants frequently include hundreds
of arguments that cover different framings of
the topic. But these arguments and frames are
often spread across the various branches of the
discussion tree structure. This makes it difficult
for interested participants to follow the discus-
sion in its entirety as well as to introduce new
arguments. In this paper, we present a new rank-
based approach to extractive summarization of
online discussions focusing on argumentation
frames that capture the different aspects of a dis-
cussion. Our approach includes three retrieval
tasks to find arguments in a discussion that are
(1) relevant to a frame of interest, (2) relevant
to the topic under discussion, and (3) informa-
tive to the reader. Based on a joint ranking by
these three criteria for a set of user-selected
frames, our approach allows readers to quickly
access an ongoing discussion. We evaluate our
approach using a test set of 100 controversial
Reddit ChangeMyView discussions, for which
the relevance of a total of 1871 arguments was
manually annotated.

1 Introduction

Web-based forums like Reddit facilitate discussions
on all kinds of topics. Given the size and scope of
some communities (known as “Subreddits”), mul-
tiple individuals regularly participate in the dis-
cussions of timely controversial topics, such as on
ChangeMyView.1 Notably, the volume of argu-
ments tends to grow substantially in a tree-like re-
sponse structure wherein each branch forms a con-
current discussion thread. These threads develop in
parallel as different perspectives are introduced by
the participants. After a discussion subsides, the
resulting collection of threads and their arguments
often represents a comprehensive overview of the
most pertinent perspectives (henceforth, referred to
as frames) put forth by the participants.
1(CMV) https://www.reddit.com/r/changemyview/

Frames help shape one’s understanding of the
topic and deliberating one’s own stance (Entman,
1993; Chong and Druckman, 2007). However, in
large discussions, prominent arguments as well as
the various frames covered may be distributed in ar-
bitrary (and often implicit) ways across the various
threads. This makes it challenging for participants
to easily identify and contribute arguments to the
discussion. Large online forums like Reddit typi-
cally provide features that enable the reorganiza-
tion of posts, for example, based on their popularity,
time of creation, or in a question–answer format. A
popularity-based ranking may seem beneficial, but
Kano et al. (2018) discovered that an argument’s
popularity is not well correlated with its informa-
tiveness. Furthermore, a popularity-based ranking
does not cover the breadth of frames of a discus-
sion, as we will show in this paper (Section 4.1).

In this paper, we cast discussion summarization
as a ranking task with an emphasis on frame diver-
sity, thereby introducing a new paradigm to discus-
sion summarization in the form of multiple sum-
maries per discussion (one per frame). Previous
research has focused on creating a single summary
per discussion instead (Section 2). As illustrated in
Figure 1, we first assign arguments to one or more
frames. Next, we re-rank arguments in a frame ac-
cording to their topic relevance. Additionally, we
also rank them based on their informativeness via
post-processing. Finally, we fuse these rankings
to create the final ranking from which the top-k
candidates can be used as an extractive summary
of the discussion centered around a specific frame.

In our experiments, we explore various state-of-
the-art methods to realize the three steps of our
approach. Our results suggest that: (1) Utilizing
retrieval models together with query variants is an
effective method for frame assignment, reducing
the reliance on large labeled datasets. Here, our
approach outperforms a state-of-the-art supervised
baseline. (2) Re-ranking arguments of a frame
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Figure 1: The proposed modular approach to frame-oriented discussion summarization: 1. Frame assignment
assigns arguments to frames ensuring frame relevance. 2. Argument re-ranking ensures topic relevance of a frame’s
arguments (here, the morality frame is exemplified). 3. Post-processing fuses the re-ranked arguments with an
informativeness ranking. The top-k arguments are then taken as an extractive summary of the discussion.

based on content overlap with the discussion topic
is more effective than retrieval-based approaches
for ensuring the relevance of the frame’s arguments
to the topic. (3) Post-processing the argument rank-
ings based solely on content features is insufficient
to signal informativeness.

In summary, our contributions include: (1) A
fully unsupervised frame assignment approach that
assigns one or more frame labels to every argument
within a discussion (Section 3.1). (2) An argument
retrieval approach that ranks frame-specific argu-
ments based on their topic relevance and informa-
tiveness (Section 3.2). (3) A dataset consisting of
1871 arguments sourced from 100 ChangeMyView
discussions, where each argument has been judged
in terms of frame relevance, topic relevance, and in-
formativeness (Section 4) which forms the basis for
an extensive comparative evaluation (Section 5).2

2 Related Work

Previous approaches to summarizing discussions
can be broadly classified into two categories: dis-
cussion unit extraction and discussion unit group-
ing. We survey the literature on discussion summa-
rization according to these two categories, followed
by the literature on argument framing.
2Code and data: https://github.com/webis-de/SIGDIAL-23

2.1 Discussion Unit Extraction
Extraction-based approaches use either heuristics
or supervised learning to identify important units,
such as key phrases, sentences, or arguments within
a discussion, then presented as the summary.

Tigelaar et al. (2010) identified several features
for identifying key sentences from the discussion,
such as the use of explicit author names to detect
the response-tree structure, quoted sentences from
the preceding arguments, and author-specific fea-
tures such as participation and talkativity. They
found that, while these features can be helpful,
summarizing discussions primarily involves bal-
ancing coherence and coverage in the summaries.
Ren et al. (2011) developed a hierarchical Bayesian
model trained on labeled data to track the various
topics within a discussion and a random walk al-
gorithm to greedily select the most representative
sentences for the summary. Ranade et al. (2013) ex-
tracted relevant and sentiment-rich sentences from
debates, using lexical features to create indicative
summaries. Bhatia et al. (2014) leveraged manu-
ally annotated dialogue acts to extract key posts
as a concise summary of discussions on question-
answering forums (Ubuntu, TripAdvisor). This
dataset was further extended with more annota-
tions by Tarnpradab et al. (2017) who proposed a
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hierarchical attention network for extractive sum-
marization of forum discussions. Egan et al. (2016)
extracted key content from discussions via “point”
extraction derived from a dependency parse graph
structure, where a point is a verb together with its
syntactic arguments.

Closely related to the domain we consider, Kano
et al. (2018, 2020) studied the summarization of
non-argumentative discussions on Reddit. They
found that using the karma scores of posts was
not correlated with their informativeness and that
combining both local and global context features
for comments was the most effective way to iden-
tify informative ones. Therefore, we do not rely
on karma scores in our post-processing module
(Section 4.2) and instead extract several content
features for computing informativeness.

The outlined approaches all create a single sum-
mary for the entire discussion via end-to-end mod-
els. In contrast, we model the extraction of informa-
tive arguments organized by frames, thus enabling
diverse summaries for a discussion. Furthermore,
our experiments with unsupervised retrieval models
for frame assignment (Section 4.2) enable us to as-
sess the need to create labeled datasets beforehand
to develop strong frame-oriented summarization
models tailored to discussions.

2.2 Discussion Unit Grouping
Grouping-based approaches first categorize a dis-
cussion’s units into explicit (or implicit) classes,
such as queries, aspects, topics, dialogue acts, ar-
gument facets, or expert-labeled keypoints, and
then generate individual summaries for each class.
They rely on specific reference points to organize a
discussion’s units, providing flexibility to the read-
ers by allowing them to choose from diverse sum-
maries that best fit their information needs.

Qiu and Jiang (2013) modeled the discovery of
latent viewpoints to group arguments based on two
user characteristics: user identity, as arguments
from the same user are likely to contain the same
viewpoint; and user interaction, as users with differ-
ent viewpoints may express disagreement or attack
each other, while those with similar viewpoints
may support each other. Misra et al. (2015) used
summarization to discover repeating arguments and
grouped them into facets. Reimers et al. (2019)
proposed agglomerative clustering via contextual
embeddings to identify similar arguments on a sen-
tence level based on their aspects.

Nguyen et al. (2021) proposed an unsupervised
approach to class-specific abstractive summariza-
tion of customer reviews with the goal of reducing
generic and uninformative content in summaries.
They model reviews in the context of topical classes
of interest, which are treated as latent variables.
These classes represent their reference points as la-
tent variables to be discovered through supervised
or reinforcement learning. In contrast, our frame in-
ventory provides a more controlled—and thus more
interpretable—set of reference points for discus-
sion summarization. More recently Shapira et al.
(2022) proposed a query-assisted, sentence-level
interactive summarization approach for news re-
ports using reinforcement learning. Their approach
consists of two subtasks of query-based sentence se-
lection and generating query suggestions to enable
an interactive setting. In our scenario, we enable
this interaction via the predefined set of frames.

Summarizing public debates, Bar-Haim et al.
(2020a,b) investigated mapping similar arguments
to expert-written key points. Bražinskas et al.
(2021) summarized product reviews by selecting
subsets of informative reviews, treating the choice
of review subset as a latent variable that is learned
by a model trained on a dataset compiled from pro-
fessional product review forums. Amplayo et al.
(2021) proposed aspect-controlled opinion summa-
rization via employing multi-instance learning on
a labeled dataset to identify aspects in reviews for
grouping followed by summarization. The refer-
ence points of these approaches are defined either
through manual annotations or distant supervision.
Some of these reference points are highly topic-
specific, requiring them to be created manually for
each topic, for instance, the key points from Bar-
Haim et al. (2020a). In contrast, we use a fixed and
topic-independent set of reference points, namely
media frames (Boydstun et al., 2014), grounded in
framing theory (Chong and Druckman, 2007).

2.3 Argument Framing
Framing theory was initially utilized to categorize
(political) newspaper articles in order to manifest
the specifically reported perspective (Neuman et al.,
1992; Semetko and Valkenburg, 2006; Boydstun
et al., 2014). It was first introduced to the field of
argumentation by Naderi and Hirst (2017). Later,
Ajjour et al. (2019) modeled framing in argumenta-
tion more systematically, introducing automatically
extracted, fine-grained, issue-specific frame labels.
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Heinisch and Cimiano (2021) successfully com-
bined computational argumentation with framing
theory by showing a latent connection between the
different frame granularities for the media frames
defined by Boydstun et al. (2014). Hartmann et al.
(2019) also used frame-labeled data from newswire
corpus to successfully train frame classifiers for
political discussions via multi-task and adversarial
learning. Following the literature, we use the media
frames due to their wide adoption in categorizing
arguments (Card et al., 2015; Chen et al., 2021).

3 Ranking-based Summarization

This section describes our ranking-based approach
to the extractive summarization of online discus-
sions, centered around argumentation frames (Fig-
ure 1). First we describe our novel unsupervised
approach for frame assignment, followed by meth-
ods for re-ranking arguments of a frame based on
their relevance to the discussion topic and infor-
mativeness. The top-k arguments from the joint
ranking are taken as the frame’s summary.

3.1 Frame Assignment
Our approach to frame assignment IRFRAME is
completely unsupervised in that it employs infor-
mation retrieval models to rank arguments in a
discussion by their frame relevance. Here, we
consider arguments as documents and frames as
queries. This offers a basic and interpretable alter-
native to frame assignment that does not require
labeled data to train supervised models. We inves-
tigated both lexical and dense retrieval models.

We used an existing inventory of media frames
to organize the arguments in a discussion. This
originates from Boydstun et al. (2014) and consists
of the 15 frames listed in Table 1. This inventory
aims to support an issue-generic frame categoriza-
tion of political communication. In the context of
discussions on Reddit CMV, these issue-generic
frames ideally cover a wide variety of controver-
sial topics. The other frame is a catch-all category
for frames that do not fit into any of the others.
We excluded it from our experiments as it is not
well-defined, and thus difficult to evaluate. For full
frame descriptions see Table 4 in the appendix.

Employing query variants—semantically related
queries derived from the primary query—has been
shown to improve the retrieval performance (Ben-
ham et al., 2019). Thus, we manually created ten
query variants for each frame to retrieve and rank

Frame Inventory

Capacity & Resources Health & Safety
Constitutionality & Morality

Jurisprudence Policy Prescription &
Crime & Punishment Evaluation
Cultural Identity Political
Economic Public Opinion
External Regulation & Quality of Life

Reputation Security & Defense
Fairness & Equality Other

Table 1: Inventory of frames proposed by Boydstun et al.
(2014) to track the media framing on policy issues.

all arguments in the discussion based on their frame
relevance. Each variant is a high-quality sentence
describing the various aspects of a frame. We man-
ually curated these sentences from the Wikipedia
pages of the frame labels as well as those of the
various aspects mentioned in their descriptions (in
Table 4). For example, a query variant for the frame
cultural identity is: “Cultural identity is defined as
the identity of a group or culture or of an individual
as far as one is influenced by one’s belonging to
a group or culture and is similar to, and overlaps,
with identity politics”. The complete list of query
variants for all frames is provided in the supplemen-
tary material. The output of this module is a ranked
list of arguments for each frame, which is then used
for extractive summarization (Section 3.2).

We first obtained ten rankings of the arguments
(one for each query variant) and then combined
these via reciprocal rank fusion (Cormack et al.,
2009) to obtain the final list of ranked arguments
for a frame. We also compare our approach with
a supervised baseline, SUPERFRAME, a classifier
finetuned on a set of labeled arguments (details in
Section 4.2).

3.2 Extractive Summarization
Building upon the frame assignment component
described above that ensures frame relevance, we
now perform an extractive summarization of the
discussion by re-ranking the frame-relevant argu-
ments based on their relevance to the discussion
topic and informativeness. This modular approach
to summarizing discussions does not require ex-
pensive ground-truth summaries, and is thus more
scalable than supervised approaches. We first de-
scribe the argument re-ranking module followed by
the post-processing module.
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Argument Re-ranking Besides being relevant
to a frame, arguments in the summary must also be
relevant to the discussion topic. Thus, we re-rank
the frame’s arguments according to their topic rele-
vance. In our scenario, a “topic” is the combination
of the title and the reasoning of the original post on
CMV. We propose two approaches for computing
topic relevance. The first approach computes con-
tent overlap (lexical and semantic) between each
argument and the topic. We used Jaccard similarity
for lexical overlap, and for semantic overlap, we
used the cosine similarity between the contextual
sentence embeddings of an argument and the topic.
Arguments within a frame are then re-ranked by
their overlap scores. The second approach employs
retrieval models and (re-)ranks the frame’s argu-
ments using the entire topic as the query (details in
Section 4).

Post-processing Parallel to the aforementioned
re-ranking by topic relevance, we derive a sepa-
rate re-ranking of the frame’s arguments based
on their informativeness. Our goal is to priori-
tize content-rich and argumentative texts in the top-
k arguments of our approach. We operationalize
this through content scoring and argumentativeness
scoring. For content scoring we employed a set of
content-specific features such as named entities,
noun phrases, the number of discourse markers,
and the number of children an argument has in the
discussion. Next, for argumentativeness scoring,
we trained a topic-based argumentativeness scoring
model (details in Section 4). The informativeness
score of an argument is the sum of its content score
and the argumentativeness score. We then re-rank
the frame’s arguments by this score.

Frame-oriented Extractive Summaries Given
the list of arguments first ranked by frame rele-
vance, then re-ranked by topic relevance, we fuse
this ranking with the standalone informativeness
ranking from the post-processing module (via re-
ciprocal rank fusion) to derive the final ranking.
The top-k arguments from this ranking are taken
as the extractive summary of the discussion. A
key benefit of our ranking-based extractive sum-
marization approach is the flexibility to determine
the summary length (i.e., k) by the user accord-
ing to the discussion’s length and their information
need. Thus we refrain from setting a specific length
budget for the summary.

4 Data and Experiments

This section describes the dataset on which our ap-
proach was evaluated, the various retrieval models
with their respective parameters, and the content
features that we used in our experiments. Also
described is the supervised baseline for frame clas-
sification SUPERFRAME that we implemented to
assign multiple frames to each argument.

4.1 Data
We constructed a dataset of 100 long discussions
from CMV, dated January 2020, using the Pushshift
Reddit dataset (Baumgartner et al., 2020). For the
purpose of this study, we defined a long discussion
as a post with at least 100 comments. As prepro-
cessing, we filtered out comments that were deleted
by their authors, removed by moderators due to vi-
olating community rules, or posted by bots (e.g.,
DeltaBot, RemindMeBot). The average length of
the posts in our dataset is 304 words, with a mini-
mum of 83 words and a maximum of 1611 words.
These posts have a total of 25,385 comments, with
an average of 253 comments per discussion. The
shortest discussion has 105 comments, while the
longest has 1066 comments. The average length
of a comment is 90 words, with a minimum of
2 words and a maximum of 1589 words excluding
the quoted text from either the post or the parent
comments they responded to.3

Popularity Ranking We investigated to what ex-
tent does ranking the arguments only by their pop-
ularity (via karma scores on Reddit) cover all the
top-k arguments of the frames in the discussion (as
assigned by our approach). To quantify this, we
computed the mean coverage of the top 10 argu-
ments across all frames and models by their popu-
larity ranking. We considered discussions with at
least 500 arguments and ranked them by their pop-
ularity scores provided by the Reddit API. Then, at
each rank, we computed the percentage of top 10 ar-
guments from all frames that have been covered by
the popular arguments. Figure 2 shows that in or-
der to completely cover the top 10 arguments from
all frames, a user must read through hundreds of
arguments. This encourages us to investigate novel
approaches to group arguments in a discussion via
3The strict community guidelines of CMV (https://www.reddit.
com/r/changemyview/wiki/rules) ensure that comments are
primarily argumentative. Therefore, in this paper, we con-
sider each comment to be an argument and do not perform
any argument mining.
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Figure 2: Mean coverage percentage by popularity rank
of the top 10 (unique) frame arguments as assigned by
our approaches.

frames instead of solely relying on their popular-
ity. A similar conclusion was drawn by Kano et al.
(2018) who investigated the effectiveness of pop-
ularity scores as a feature for summarizing Reddit
discussions.

4.2 Experiments
We first describe the models and parameters for
our approaches to frame assignment and extractive
summarization. We then describe the supervised
baseline for frame assignment.

Frame Assignment We experimented with three
retrieval models for IRFRAME to retrieve frame-
relevant arguments: BM25 (Robertson et al., 1994),
SBERT (Reimers and Gurevych, 2019), and Col-
BERT (Khattab and Zaharia, 2020). The latter two
are dense retrieval models based on contextual em-
beddings to match arguments to frames, address-
ing the limitation of BM25 not finding arguments
with exact lexical matches to our query variants.
We used the Okapi BM25 model with default set-
tings (k=1.5, b=0.75),4 initialized SBERT with the
all-mpnet-base-v2 model, and used ColBERT-
v2 (Santhanam et al., 2022).5

Argument Re-ranking We experimented with
two approaches to re-rank the arguments retrieved
by IRFRAME: content overlap and retrieval-based
re-ranking. Content overlap considers both lexi-
cal and semantic overlap between the topic and the
argument. For lexical overlap, we used Jaccard sim-
ilarity and for semantic overlap, we used SBERT
(all-mpnet-base-v2 model). For the retrieval-
based re-ranking, we experimented with BM25 and
4We used the Rank BM25 toolkit (Brown, 2020)
5We used PyTerrier (Macdonald and Tonellotto, 2020) for the
ColBERT pipeline

ColBERT, with the topic as the query, to (re-)rank
the frame’s arguments. We excluded SBERT as an
additional retrieval model since it is already inte-
grated in the content overlap approach.

Post-processing Informativeness is computed
based on the content richness and the argumen-
tativeness of the arguments. Content is scored as
the sum of the ratios of named entities, discourse
markers, and noun phrases found in the argument
and the number of children for an argument in the
discussion. We used spaCy (Honnibal et al., 2020)
for text tokenization and extraction of the named
entities and noun phrases.6 For discourse mark-
ers, we used a lexicon of claim-related words con-
structed by Levy et al. (2017) for identifying claim-
containing sentences. The ratios of named entities
and noun phrases were on the token level, while the
ratio of discourse markers was on the word level,
all normalized by the arguments’ lengths. For ar-
gumentativeness, we developed ArgDetector,7 a
RoBERTa model (Liu et al., 2019) fine-tuned on
the dataset by Schiller et al. (2022), containing 150
controversial topics with 144 sentences labeled for
their argumentativeness, given the topic. Imple-
mentation details are described in Appendix A.

SUPERFRAME This is the supervised baseline
for frame assignment. Extending the state-of-the-
art frame classification model of Heinisch and
Cimiano (2021), we developed a new classifier
trained on an external frame-labeled dataset. The
existing classifier of Heinisch and Cimiano (2021),
utilizes a recurrent neural network to assign a sin-
gle frame to an argument, and combines it with a
model that predicts a cluster of frame labels from
the inventory of Ajjour et al. (2019) in a multi-task
setting. Particularly longer arguments, however,
often contain multiple frames. Thus, assigning a
single frame to an argument may not be sufficient
(Reimers et al., 2019). We therefore extend the
model to predict multiple frames for an argument.
Given the probability distribution of the classifica-
tion model P = (pf1 , · · · , pfk) over a set of frames
F = {f1, . . . , fk}, k ≥ 2, we apply nucleus sam-
pling (Holtzman et al., 2020) to predict multiple
frames for an argument. Specifically, given a cu-
mulative probability mass threshold τ , we assign
6We used the en_core_web_md model.
7https://huggingface.co/pheinisch/
roberta-base-150T-argumentative-sentence-detector
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the minimal subset of frames F ⊆ F such that:
∑

f∈F
pf ≥ τ

When the model is very confident in predicting
one frame, it is hence likely that an argument is
classified to that frame. In cases where the model
has lower confidence in its prediction, the argument
may consist of multiple frames. This overcomes
the limitation of clustering-based approaches and
classifiers which strictly assign a single frame to
arguments that may contain multiple ones (Reimers
et al., 2019; Heinisch and Cimiano, 2021).

To train SUPERFRAME, we used the Media
Frames Corpus by Card et al. (2015) consisting
of 14,515 news articles with text spans manually
annotated for the frame classes in Table 1. Follow-
ing Heinisch and Cimiano (2021), we trained two
variants of the classifier, a single-task and a multi-
task classifier which additionally used the fram-
ing dataset by Ajjour et al. (2019) with 12,326 la-
beled arguments. Both models were based on BiL-
STMs, used GloVe embeddings,8 and trained up
to 12 epochs using early stopping. We truncated
the input to 75 words with a batch size of 64. To
choose between the single-task and multi-task vari-
ants, three of the authors first manually assigned
frame(s) for 150 arguments. We then predicted
the frames for these arguments using both vari-
ants.9 We opted for higher precision as our goal is
to minimize mislabeling arguments with an unre-
lated frame that can negatively impact the resulting
frame-oriented summaries. Since frame assign-
ment is a subjective task (Card et al., 2015) and the
boundaries of the frame classes are fuzzy (Reimers
et al., 2019; Budzynska et al., 2022), we observed
some diversity in our manual annotations. Specif-
ically, we observed that 92% of all the annotated
arguments have at least one frame, which was as-
signed by only a single annotator (minority), indi-
cating different perceptions of observing specific
frames in texts. On average, an argument was as-
signed 3.8 frames (or 1.3 and 0.4 considering the
majority and full agreements, respectively).

Table 2 presents the precision scores of both vari-
ants with cumulative probability threshold τ = 0.9.
Assigning only the most probable frame as pre-
8https://nlp.stanford.edu/data/glove.840B.300d.zip
9We also experimented with multiple preprocessing methods
(e.g. generating a conclusion or ranking the sentences) before
automatically predicting the frames. However, these methods
negatively impacted the frame prediction.

Model Minority Majority Full

single-task 59.6 / 49.6 41.7 / 34.1 38.8 / 28.8
single-τ = .8 55.0 / 45.5 32.6 / 27.6 34.8 / 27.6
single-τ = .9 60.5 / 55.4 27.8 / 24.5 30.4 / 23.7

multi-task 52.4 / 50.1 27.9 / 22.7 38.4 / 29.5
multi-τ = .8 56.4 / 55.0 33.0 / 26.6 27.4 / 20.1
multi-τ = .9 51.0 / 46.9 26.7 / 21.7 25.4 / 17.9

Table 2: Precision scores (micro / macro %) of the SU-
PERFRAME model variants at different annotator agree-
ments and thresholds τ for multi-frame prediction.

dicted by the single-task model results in a preci-
sion of 59.6% (micro-average) and 49.6% (macro-
average), respectively. The multi-task model is
slightly better at predicting rare frame classes
(+0.5% macro-average) but worse at predicting
the frequent ones (-7.2% micro-average). Assign-
ing multiple frames per argument increases the
effectiveness of the single-task model by +0.9%
(micro-average), and especially the prediction of
rare frame classes, increasing the macro-average
prevision by +5.8% (at τ = 0.9).

Considering only the majority-labeled frame
classes as ground truth restricts the set of manu-
ally assigned frame classes, and hence, reduces
the precision scores. On this restricted subset of
frame labels, the single-task model performs best
in nearly all cases, by predicting only the most
probable frame class due to the sparsity of the
manually assigned frame classes. This variant of
the single-task model which predicts only a single
frame for an argument has a micro-averaged preci-
sion of 41.7% and 38.8% in the majority and full
agreement scenarios, respectively. Despite this, we
extended the single-task variant to predict multiple
frames per argument, resulting in a high overlap
with ground truth frame labels from at least one
annotator as well as benefiting from a higher recall.
This also avoids having sparse sets of arguments
assigned under rare frames.

In conclusion, our internal evaluation supports
using the single-task model, as opposed to the find-
ings of Heinisch and Cimiano (2021) due to our
emphasis on precision while the multi-task vari-
ant primarily encourages the model in its recall-
generalization ability. On average, SUPERFRAME

(single-task variant) assigned 2.6 frames per argu-
ment, with a minimum of 1 and a maximum of 8.2.
The frequency counts of all frames in both posts
and arguments are shown in Appendix Table 5.
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5 Evaluation

Given that our entire approach is based on retrieval
models, we evaluated it manually via relevance
judgments. We followed the evaluation style of
TREC (Harman, 1993) as best practice. Our evalua-
tion was comprised of judging the frame relevance,
the topic relevance, and the importance (in the dis-
cussion’s context) of arguments retrieved by our
models. Following the TREC protocol, we first cre-
ated 50 evaluation topics, each comprising a post’s
title, the post itself, and a frame of interest (see
supplementary material). To obtain a sufficiently
large set of arguments to pool from, we then se-
lected only those discussions for which all models
assigned at least 20 arguments to each of the five
most frequent frames identified in the comments:
cultural identity, economic, quality of life, public
opinion, and political (see Table 5 in the Appendix
for the full list). We retrieved arguments for each
evaluation topic and performed pooling at depth 5
using TrecTools (Palotti et al., 2019), resulting in
1871 unique arguments to be judged.

5.1 Pilot Study
Multi-annotator relevance judgments can often re-
sult in low agreement due to the subjective nature
of defining relevance and the varying perspectives
of annotators (Voorhees, 1998; Bailey et al., 2008;
McDonnell et al., 2016; Thomas et al., 2022). Addi-
tionally, judges may experience inconsistencies in
their decisions as the task progresses (Scholer et al.,
2011). To mitigate these issues, we conducted a
pilot study with 100 arguments (not included in
the main evaluation) to train three annotators and
gather feedback for improving the main evaluation
interface. The annotators were Computer Science
graduates with backgrounds in NLP and IR.

Task Design Following McDonnell et al. (2016),
we used a four-point scale for assessing the frame
and topic relevance, and the importance of an argu-
ment with these options: definitely not, probably
not, probably, and definitely relevant/important.10

In assessing importance, we asked annotators to
indicate the relevance of an argument to a discus-
sion by answering this question: “How important
is the argument to be included in a summary of the
discussion?”. We also experimented with an auto-
matic summary (Nathan, 2016) for long arguments
10We mapped these labels to numerical values ranging from

0 (definitely not relevant/important) to 3 (definitely rele-
vant/important) for computing nDCG scores.

to reduce the cognitive load of the annotators. They
were instructed to use the summary if they found it
helpful, otherwise to read the entire argument (for
details, see Appendix B, Figure 3).

Pilot Agreement and Feedback We measured
the inter-annotator agreement (IAA) for the three
evaluated criteria using Krippendorff’s α, similar to
Card et al. (2015). The resulting α values were 0.22
for frame relevance, 0.33 for topic relevance, and
0.22 for importance, respectively. While the agree-
ment is thus limited, the values are consistent with
the findings of Card et al. (2015) in their annotation
of frame-relevant text spans for the Media Frames
Corpus, particularly the frame relevance α value.
From feedback, we improved the task design for the
main evaluation. Firstly, we removed the automatic
summary for each argument since it did not provide
significant help. Secondly, we rephrased the impor-
tance question to “How important is the argument
to be included in the discussion of the given topic?”
to make it more straightforward, since we did not
have ground-truth summaries of the discussions at
hand. Annotators also reported that assessing the
relevance of an argument for a single frame was
too restrictive, since an argument may belong to
multiple frames, which aligns with the observations
of Card et al. (2015). Therefore, we allowed them
to assign multiple frames to an argument if the
currently-assigned one was not relevant. Accord-
ingly, we proceeded with the main evaluation by
assigning each annotator an independent set of ar-
guments to judge. This allowed us to collect more
relevance judgments while ensuring a certain level
of shared understanding of the task.

5.2 Main Evaluation Results
The evaluated models are shown in Table 3.11 We
obtained relevance judgments for a total of 1871
arguments and calculated nDCG@5 (Järvelin and
Kekäläinen, 2002) as the effectiveness measure
(mean over all topics). Described below are the
key findings for each module of our ranking-based
extractive summarization framework.

Frame Relevance Our frame assignment ap-
proach (IRFr with BM25) outperforms other mod-
els for identifying frame-relevant arguments in a
11Model names in Table 3 shortened for brevity. SUPER-

FRAME→ SupFr denotes the baseline, IRFRAME→ IRFr
denotes our frame assignment approach, Argument Re-
ranking→ _rr (via overlap and retrieval models), and Post-
processing→ _post
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discussion with an nDCG@5 of 0.573. Among
the retrieval models, BM25 performs better than
SBERT and ColBERT, also for re-ranking by topic
relevance. Upon further inspection, we found that
BM25 often retrieves longer arguments compared
to the embedding-based SBERT and ColBERT
models. This may provide annotators with more
context for informed judgments compared to the
shorter arguments. Given the computational costs
of running dense retrieval models in real-time, it is
promising that a relatively simple and explainable
model performs well on our query variants. For the
baseline (SupFr), combinations with argument re-
ranking (via BM25 and topic overlap) also perform
reasonably well. However, as various query vari-
ants can be easily designed, our IRFr approach is
more flexible and can be adapted to other domains
and topics without the need for labeled data.

Topic Relevance Argument re-ranking by over-
lap (*_rr_overlap) outperforms retrieval models for
ensuring topic relevance of a frame’s arguments.
This benefits both IRFr and SupFr frame assign-
ment approaches with an nDCG@5 scores of 0.847
and 0.785 for the top two models, respectively.
Among the retrieval models, BM25 slightly out-
performs ColBERT. Given the intuitive nature of
content overlap, we conclude that it is favorable to
use for re-ranking arguments in a frame.

Importance None of the post-processed models
(using informativeness) appear in the top-5 for rank-
ing arguments by importance in the context of the
discussion. Instead, argument re-ranking by topic
relevance performs best, with nDCG@5 of 0.381
combined with SupFr for frame assignment. This
contradicts our intuition of post-processing to pro-
mote important arguments in the final ranking. As
future work, we plan to investigate using context
features of the arguments (Kano et al., 2018), as
well as pairwise judgments for importance (Zopf,
2018; Luo et al., 2022).

6 Conclusion and Future Work

We introduced a novel ranking-based approach to
frame-oriented (extractive) discussion summariza-
tion in web-based forums, aiming to enhance the
accessibility and comprehension of large-scale on-
line discussions for participants. Our approach
involves three key steps: frame assignment, argu-

Model nDCG@5

Frame Topic Imp.

Our Approach

IRFr_BM25 0.5731 0.708 0.3752

IRFr_SBERT 0.480 0.525 0.303
IRFr_ColBERT 0.522 0.659 0.3613

IRFr_BM25_rr_BM25 0.516 0.7813 0.349
IRFr_BM25_rr_overlap 0.5602 0.8471 0.3505

IRFr_BM25_rr_ColBERT 0.5404 0.761 0.3584

IRFr_BM25_rr_BM25_post 0.489 0.735 0.297
IRFr_BM25_rr_overlap_post 0.522 0.755 0.339
IRFr_BM25_rr_ColBERT_post 0.526 0.719 0.325

Supervised Baseline

SupFr_rr_BM25 0.5453 0.7654 0.3811

SupFr_rr_overlap 0.5365 0.7852 0.334
SupFr_rr_ColBERT 0.529 0.7645 0.348
SupFr_rr_BM25_post 0.493 0.714 0.322
SupFr_rr_overlap_post 0.493 0.734 0.348
SupFr_rr_ColBERT_post 0.487 0.709 0.329

Table 3: nDCG@5 for the manual relevance judgments
for frame relevance, topic relevance, and importance.
The best results for each evaluated criterion are high-
lighted in bold, alongside the rankings for the five best
models. We evaluated our frame assignment approach
(IRFr) against the supervised baseline (SupFr), com-
bined with our argument re-ranking (_rr) and post-
processing components (_post). We see that our ap-
proach to frame assignment results in the best models
for frame and topic relevance and is also competitive
for argument importance.

ment re-ranking, and post-processing. Specifically,
we developed unsupervised methods for both frame
and topic assignment leveraging standard retrieval
models. Extensive experiments on a dataset of 1871
arguments from 100 ChangeMyView discussions
demonstrate the effectiveness of our approach in
ensuring frame and topic relevance in the summary,
outperforming a state-of-the-art supervised base-
line for frame assignment. Nevertheless, further
exploration is needed to enhance summary infor-
mativeness through post-processing.

In the future, we plan to develop practical appli-
cations that leverage our approach for scalable ex-
ploration of online discussions guided by argumen-
tation frames. Moreover, we will explore the appli-
cation of our approach to summarize discussions
in various Subreddits beyond ChangeMyView and
across different debate portals.
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A Argumentativeness Scoring

The dataset from Schiller et al. (2022) consists of
topics formulated as phrases as opposed to the topic
titles in CMV, which are often formulated as claims.
To unify this, we manually transformed their topics
by appending them with stance-indicative phrases
(e.g., “Abortion”→ “Abortion should be banned”).
We trained the RoBERTa model for the binary clas-
sification task with default training parameters: a
learning rate of 5e-5, 5% of the training data for
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Frame Description

Capacity & Resources The lack of or availability of physical, geographical, spatial, human, and financial
resources, or the capacity of existing systems and resources to implement or carry
out policy goals.

Constitutionality & Jurisprudence The constraints imposed on or freedoms granted to individuals, government, and
corporations via the Constitution, Bill of Rights and other amendments, or judicial
interpretation. This deals specifically with the authority of government to regulate,
and the authority of individuals/corporations to act independently of government.

Crime & Punishment Specific policies in practice and their enforcement, incentives, and implications.
Includes stories about enforcement and interpretation of laws by individuals and law
enforcement, breaking laws, loopholes, fines, sentencing and punishment. Increases
or reductions in crime.

Cultural Identity The social norms, trends, values and customs constituting culture(s), as they relate
to a specific policy issue.

Economic The costs, benefits, or monetary/financial implications of the issue (to an individual,
family, community or to the economy as a whole).

External Regulation & Reputation A country’s external relations with another nation; the external relations of one
state with another; or relations between groups. This includes trade agreements and
outcomes, comparisons of policy outcomes or desired policy outcomes.

Fairness & Equality Equality or inequality with which laws, punishment, rewards, and resources are
applied or distributed among individuals or groups. Also the balance between the
rights or interests of one individual or group compared to another individual or
group.

Health & Safety Healthcare access and effectiveness, illness, disease, sanitation, obesity, mental
health effects, prevention of or perpetuation of gun violence, infrastructure and
building safety.

Morality Any perspective—or policy objective or action (including proposed action)— that
is compelled by religious doctrine or interpretation, duty, honor, righteousness or
any other sense of ethics or social responsibility.

Policy Prescription & Evaluation Particular policies proposed for addressing an identified problem, and figuring out
if certain policies will work, or if existing policies are effective.

Political Any political considerations surrounding an issue. Issue actions or efforts or stances
that are political, such as partisan filibusters, lobbyist involvement, bipartisan
efforts, deal-making and vote trading, appealing to one’s base, mentions of political
maneuvering. Explicit statements that a policy issue is good or bad for a particular
political party.

Public Opinion References to general social attitudes, polling and demographic information, as
well as implied or actual consequences of diverging from or getting ahead of public
opinion or polls.

Quality of Life The effects of a policy, an individual’s actions or decisions, on individuals’ wealth,
mobility, access to resources, happiness, social structures, ease of day-to-day rou-
tines, quality of community life, etc.

Security & Defense Security, threats to security, and protection of one’s person, family, in-group, nation,
etc. Generally an action or a call to action that can be taken to protect the welfare of
a person, group, nation sometimes from a not yet manifested threat.

Other Any frames that do not fit into the above categories.

Table 4: Descriptions of frames as per Boydstun et al. (2014). We substituted the term “policy” with the phrase
“actions/decisions” to align the frame definitions with the individualistic style of arguments in CMV. Similarly, in
External Regulation & Reputation, we substituted “United States” with “country” to generalize it.

warmup, early stopping, and a batch size of 32.
On the test split provided by Schiller et al. (2022),
our fine-tuned model performs with a macro-F1
of 67%, which is comparable with the results from
the best model reported in Schiller et al. (2022).

A text is labeled as argumentative if the output
probability from the finetuned classifier is higher
than 50%. Given an input text and the discussion
topic we take the mean scores of its constituent
sentences as the text’s argumentativeness score.
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Posts Comments

Frame Count Frame Count

Cultural Identity 53 Cultural Identity 13,540
Quality of Life 37 Economic 8931
Economic 33 Quality of Life 8559
Public Opinion 26 Public Opinion 7257
Health & Safety 22 Political 5177
Political 19 Health & Safety 4927
Morality 12 Morality 4237
Policy Prescription & Evaluation 10 Policy Prescription & Evaluation 4108
Fairness And Equality 10 Constitutionality & Jurisprudence 3226
Constitutionality & Jurisprudence 9 Fairness & Equality 2457
Security & Defense 1 Crime & Punishment 898
Crime & Punishment 1 Security & Defense 515

External Regulation & Reputation 216
Capacity & Resources 169

Table 5: Counts of frames in posts and comments in our dataset of 100 discussions as predicted by SuperFrame.
Since each text can be assigned multiple frames, the counts include duplicates. Here, we observe that there are two
additional frames found in the comments: External Reputation & Regulation, Capacity & Resources that are not
found in the posts.

B Annotation Interface

Annotation interfaces for the pilot study and the
main evaluation are shown in Figures 3 and 4, re-
spectively. We improved the interface for our main
evaluation based on annotator feedback from the
pilot study with the following changes: (1) We
substituted “probably” with “rather” in our scales
to indicate a clearer relevance judgment. (2) For
non-argumentative texts or meta-arguments (e.g. “I
agree.”, “I don’t understand what you mean.” etc.),
we allowed annotators to mark the text as noisy
and skip it. (3) We asked annotators to select at
least one relevant frame if the current frame was
(definitely/rather) not relevant, with the possibility
of selecting multiple frames if required.
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Figure 3: Annotation interface for the pilot study. Annotators were provided a summary of the argument alongside
the entire argument. There was no option to mark a text as noisy/non-argumentative. Furthermore, the importance of
an argument was assessed based on how likely it was to be included in a frame-oriented summary of the discussion.
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Figure 4: Annotation interface for the main evaluation. First, we removed the summary of the argument and always
showed the complete argument. Next, we allowed marking a text as “noisy” and skip answering the remaining
questions. Finally, as it was difficult to decide if an argument was important enough to be included in a summary
of the discussion before reading the entire discussion, we rephrased the important question as the likelihood of
including an argument in the discussion of the topic.
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Abstract
The main limiting factor in the development of
robust multilingual open-domain dialogue eval-
uation metrics is the lack of multilingual data
and the limited availability of open-sourced
multilingual dialogue systems. In this work,
we propose a workaround for this lack of data
by leveraging a strong multilingual pretrained
encoder-based Language Model and augment-
ing existing English dialogue data using Ma-
chine Translation. We empirically show that
the naive approach of finetuning a pretrained
multilingual encoder model with translated data
is insufficient to outperform the strong baseline
of finetuning a multilingual model with only
source data. Instead, the best approach consists
in the careful curation of translated data using
MT Quality Estimation metrics, excluding low
quality translations that hinder its performance.

1 Introduction

Open-domain dialogue systems have gained sub-
stantial attention in the NLP (Natural Language
Processing) and ML (Machine Learning) fields,
thanks to their increasingly human-like behaviour
(Thoppilan et al., 2022; Shuster et al., 2022). Their
impressive generation capabilities can be attributed
to new milestones in model development and scal-
ing (Adiwardana et al., 2020), and the amount of
data used during training. Despite this research
and development effort, advertised generation ca-
pabilities were only attainable in a select few lan-
guages (typically English or Chinese) due to low
resources in dialogue for other languages (Zhang
et al., 2022b). More recently, however, the advent
of LLMs (Large Language Models) finetuned with
Reinforcement Learning from Human Feedback
such as ChatGPT (Ouyang et al., 2022) has opened
the path for high-quality and easily accessible mul-
tilingual dialogue generation.

Similarly, automated open-domain dialogue eval-
uation has also been largely limited to evaluating a

∗ Work conducted as a visiting scholar at CMU.
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LANG

1. 𝑐#, 𝑟#
2. 𝑐', 𝑟'

...
𝑁. 𝑐%, 𝑟%

Dialogue Submetric top 𝑘

Figure 1: Proposed architecture. The original dia-
logue dataset is transformed into context-response pairs
(cn, rn) and translated using MT. The final dialogue
submetric is trained using a combination of the original
English data and the top k sentences or (cn, rn) from
each language, depending on the submetric.

select few languages. Word-overlap based metrics
from NLG (Natural Language Generation) such
as BLEU (Papineni et al., 2002) and METEOR
(Banerjee and Lavie, 2005) are agnostic to lan-
guage, only requiring a reference response. How-
ever, these metrics are known to correlate poorly
with human judgments due to the multifaceted na-
ture of dialogue (Liu et al., 2016). Reference-free
metrics such as USR (Mehri and Eskenazi, 2020)
and USL-H (Phy et al., 2020), however, require
dialogue data for training. Considering most open-
source dialogue data is in English, these models
are expected to underperform significantly in other
languages. Additionally, most open sourced dia-
logue systems are also limited to English, further
disincentivising multilingual research.

One solution to the issues previously mentioned
is to leverage MT (Machine Translation). With MT
services becoming more affordable and consistent,
some authors resort to translation when developing
their multilingual dialogue systems (Schuster et al.,
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2019; Anastasiou et al., 2022). This can either
be included as a module in the system’s pipeline
– allowing the use of proven English generation
models for other languages; or as a cross-lingual
transfer method – by translating training data.

In this paper, we extend the approach of training
using data generated by MT for the development of
multilingual models for evaluation of open-domain
dialogue responses. We experiment with and evalu-
ate several different possible workarounds for this
problem. Namely, we leverage the availability of
strong pretrained multilingual encoders as a foun-
dation for training multilingual dialogue evalua-
tion models. As a first step, we translate existing
publicly-available English dialogue data into the
target languages. We then explore multiple alterna-
tive ways to leverage this translated data in order to
finetune and train monolingual and multilingual di-
alogue evaluation models for two specific dialogue
submetrics. To address the impact of low quality
translations, we propose using an MT Quality Es-
timation (QE) model to rank the translations and
investigate the impact of finetuning models with
varying amounts of quality-ranked data. Figure 1
illustrates the proposed approach.

The performance of these alternative models is
evaluated on a curated test set of dialogues which
were human-annotated with dialogue quality scores
for two subqualities. The original English test
set was translated using MT and then post-edited
by editors into six different target languages (PT-
Portuguese, DE-German, FR-French, ZH-Chinese,
ES-Spanish and JA-Japanese). The quality scores
from the human annotations of the original En-
glish dialogues were then carried over to the target-
language dialogues. Our finetuned multilingual dia-
logue evaluation models exhibit strong correlations
with human judgements, comparable to LLMs, in-
dicating it is possible to leverage multilingual di-
alogue evaluation metrics without the constraints
LLMs currently possess (costs, latency, etc.). We
hope this will encourage other researchers to update
existing metrics using our proposed multilingual
finetuning approach.

In summary, the primary contributions of this
work are as follow:

• We evaluate cross-lingual transfer and transla-
tion augmented training approaches using MT
for the task of training multilingual dialogue
evaluation models, showing that, on average,
the best performance is achieved by finetun-

ing with subsets consisting of only the best
translations. We found that, depending on the
subquality and target language, the optimal
amount of translated data can be as low as 5%
and as high as 75%.

• We translate and release DailyDialog and a
corresponding test set of human quality an-
notations in 6 languages to facilitate future
benchmarking of multilingual dialogue evalu-
ation metrics1.

2 Background

2.1 Open-Domain Dialogue Evaluation
Metrics

The recent trend in open-domain dialogue evalu-
ation is to train dialogue submetrics using well-
defined self-supervised tasks which correlate well
with their corresponding subqualities. The most
used self-supervised task is Next Sentence Predic-
tion (NSP), as it is known to correlate well with
subqualities that evaluate "Context Awareness". Ex-
amples of this include: Uses Context (Mehri and
Eskenazi, 2020), Sensibleness (Phy et al., 2020;
Mendonca et al., 2022) and Relevance (Zhao et al.,
2020; Zhang et al., 2022a). Other subqualities in-
clude: Fluency, Grammatically Correct or Under-
standability, which use word-level noising tech-
niques to generate negative samples (Phy et al.,
2020; Mendonca et al., 2022; Zhang et al., 2022a);
and Specificity, which uses an MLM (Masked
Language Modelling) score (Mehri and Eskenazi,
2020; Phy et al., 2020; Zhang et al., 2022a). For
overall quality, these submetrics are typically com-
bined using different methods (e.g. empirical ob-
servation, trained Linear Regression or multilayer
perceptrons).

To the best of our knowledge, there has not been
any published research on cross-lingual transfer
and/or development of trained multilingual metrics
for open-domain dialogue evaluation.

2.2 Multilingual Text Classification

Despite the lack of research on multilingual dia-
logue evaluation, extending text classification to
other languages is a well established subfield of
research in NLP. The main constraint for mul-
tilingual performance parity is the lack of task-
specific resources in the vast majority of written
languages. Given the creation of these resources is

1github.com/johndmendonca/DialEvalML
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both time consuming and expensive, most research
effort has been geared towards general-purpose
cross-lingual representations that are learned in
an unsupervised way, therefore leveraging the un-
structured data available in the wild. Large mul-
tilingual Transformer-based models (e.g mBERT,
XLM-RoBERTa, and mT5) have been successfully
used in a variety of classification tasks (Conneau
et al., 2020; Pires et al., 2019; Xue et al., 2021).
The standard approach for cross-lingual transfer is
to finetune on existing domain data in a source lan-
guage and perform inference in a target language.
However, this approach typically lags behind mod-
els specifically trained with in-domain (both task
and language) data.

As a solution to this problem, Pfeiffer et al.
(2020) propose learning language-specific adapter
modules via MLM on unlabelled target-language
data followed by task-specific adapter modules by
optimising a target task on labelled data in the
source language. Task and language adapters are
stacked, allowing cross-lingual transfer to the tar-
get language by substituting the target-language
adapter at inference.

Bornea et al. (2021) propose an augmentation
strategy where a corpus of multilingual silver-
labelled QA pairs is generated by combining the
original English training data with MT-generated
data. A language adversarial training and arbi-
tration framework bring the embeddings closer to
each other, making the model language invariant.

To the best of our knowledge, there has not been
any research on the utilization of MT Quality Es-
timation (QE) scoring as a means for identifying
and demoting or excluding poorly translated data
in such cross-language training scenarios.

3 Problem Formulation

The goal of reference-free turn-level dialogue eval-
uation is, given a dialogue history (frequently de-
noted as context) c of varying amount of turns, and
a response r, to learn a scoring function that assigns
a score f(c, r)→ s. This scoring function is com-
pared against human judgements, which annotate
the same context-response pairs. These responses
are evaluated using a scaling method, for instance,
a binary (0, 1) judgement or a [1, 5] scale, where
the lowest value means lowest quality and high-
est value maximum quality. The notion of quality
varies wildly depending on the annotation. In this
work, we evaluate dialogue in two dimensions:

• Understandability An understandable re-
sponse is one that can be understood without
context. Such responses may contain minor
typos that do not hinder the comprehension of
the response.

• Sensibleness A sensible response is one that
takes into account its preceding context.

Most automatic evaluation metrics reformulate
the problem as regression. Performance is then
evaluated using Pearson and Spearman correlations
with human annotations.

3.1 Automatic Dialogue Evaluation Metrics

The majority of competitive metrics for dia-
logue evaluation include models trained in a self-
supervised way for Valid Sentence Prediction
(VSP) and Next Sentence Prediction (NSP) (Yeh
et al., 2021; Zhang et al., 2021). As such, the focus
of this work was to evaluate multilingual dynamics
for these models, which can then be employed on
existing metrics.

VSP: Valid Sentence Prediction In this paper,
we followed the approach used by Phy et al. (2020)
and initially proposed by Sinha et al. (2020). A re-
gression model was trained to differentiate between
positive samples and synthetic negative samples.
Positive samples are perturbed by randomly apply-
ing one of the following: (1) no perturbation, (2)
punctuation removal, (3) stop-word removal. Neg-
ative samples are generated by randomly applying
one of the following rules: (1) word reorder (shuf-
fling the ordering of the words); (2) word-drop; and
(3) word-repeat (randomly repeating words).

NSP: Next Sentence Prediction The task of pre-
dicting sensibleness can be considered a binary
(NSP) task, distinguishing a positive example from
a semantically negative one, given a context. A dis-
criminative regression model was trained using the
following sampling strategy: positive responses are
drawn directly from the dialog; negative responses
are randomly selected and a token coverage test dis-
cards semantically similar sentences. All responses
are processed using the positive-sample heuristic
used by VSP.

4 Cross-lingual Transfer Learning

The goal of the experiments described in this sec-
tion was to evaluate different basic approaches of
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cross-lingual transfer for the task of automatic dia-
logue evaluation. For encoder model training, we
leveraged Machine Translation (MT) by fully trans-
lating an English source dialogue dataset and then
finetuning monolingual and multilingual models
using these translations.

4.1 Experimental Setup

4.1.1 Dataset

All experiments in this paper were based on the Dai-
lyDialog (Li et al., 2017) dataset, a high-quality
human-human open-domain dialogue dataset fo-
cused on day-to-day conversations. After process-
ing, we obtained train/dev splits of 58,515/25,078
and 89,707/38,449 per language for the VSP and
NSP models, respectively. For training and evalua-
tion, the post-processed dataset was translated into
the target languages using MBART50 (Liu et al.,
2020). We opted for using MBART50 as it is a
relatively lightweight open sourced model with a
large language coverage.

For the test set, we leveraged the annotations
from Phy et al. (2020). These human annotations
evaluate five responses from two retrieval methods,
two generative methods, and one human-generated
response for 50 contexts. These responses were
annotated in terms of Understandability and Sensi-
bleness 2. We translated this set using Unbabel’s3

translation service. A total of 300 sentences were
translated, corresponding to the 50 shared contexts
and 250 responses. The translations were then
split into smaller tasks and were corrected by ed-
itors from a commercial provider. Editors were
specifically asked to retain any source disfluencies
or hallucinations stemming from low quality re-
sponse generation (e.g. "I’m afraid you can’t. I’m
afraid you can’t."; "Au contraire, you need to be a
bahn."). This ensured the original human quality
annotations remained valid for the translation. A
secondary senior editor reviewed the edited content
as a whole.

4.1.2 Finetuned Encoders

We used XLM-RoBERTa (Conneau et al., 2020) as
the encoder model for the experiments. This model
is the multilingual version of RoBERTa, pretrained
on CommonCrawl data containing 100 languages.

2Annotations for Specificity and Overall Quality were also
conducted, but were excluded since they do not map to the
learned metrics under study.

3unbabel.com

For both the VSP and NSP models, we added a
regression head on top of the encoder model.

EN – Zero-shot inference As a baseline for our
results, we conducted zero-shot inference on the
target languages using a model finetuned only on
the original English data.

LANG – Target-Language Finetuning We fine-
tuned the encoder with target-language translated
dialogue data only. The downside of this approach
is that a unique model needs to be trained for each
target language. However, this method can be
scaled to every language, including new ones, and
is optimised to perform best in that language.

ML – Multilingual Finetuning Instead of fine-
tuning a new model for each target language, one
can finetune a single multilingual model by combin-
ing all of the translated data. In this case, the result-
ing single trained model is then used to evaluate re-
sponses in all languages. However, its performance
may suffer in languages it has not seen during fine-
tuning, even if they are supported by the encoder
model. Furthermore, unlike target-language fine-
tuned, the multilingual model is optimised jointly
for all included languages.

MAD-X In this approach, we trained a VSP and
NSP task adapter using the original English data by
stacking the task adapter with a pretrained English
language adapter (kept frozen during training). For
zero-shot inference, the English language adapter
was replaced by the target-language counterpart,
while keeping the trained task adapter in place.

4.1.3 Large Language Model
As an additional strong baseline, we leveraged
gpt-3.5-turbo (colloquially known as ChatGPT)
as an evaluator of Understandability and Sensible-
ness. The context (exclusively for Sensibleness)
and response was provided as input, together with
the prompt "{Given the context,} evaluate from 1-
5 the response in terms of {dimension}. Provide
the score and nothing else.". This prompt, paired
with a temperature setting of 0.0 attempted to min-
imises the variability of the output. Nevertheless,
we report a standard deviation of (.003, .003) and
(.001, .001) for Understandability and Sensibleness
correlations, respectively, across 3 runs.

4.2 Results
The correlation results for all subqualities and the
overall quality are presented in Table 1.
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EN PT DE FR ZH ES JA AVG
Pr. Sp. Pr. Sp. Pr. Sp. Pr. Sp. Pr. Sp. Pr. Sp. Pr. Sp. Pr. Sp.

Understandability
EN .376 .187 .366 .167 .328 .172 .351 .120 .318 .202 .342 .204 .204 .176 .327 .194
LANG - - .176 .164 .214 .138 .052 .034 .274 .156 .219 .144 .185 .132 .214 .146
ML .336 .117 .176 .167 .262 .150 .012 .015 .225 .138 .117 .158 .091 .092 .174 .126
MAD-X .363 .166 .189 .103 .237 .122 .168 .078 .305 .168 .217 .119 .119 .129 .228 .126
ChatGPT .397 .334 .365 .230 .332 .263 .369 .273 .276 .182 .394 .263 .228 .223 .337 .263

Sensibleness
EN .658 .676 .636 .651 .657 .655 .646 .656 .640 .656 .646 .657 .590 .599 .639 .649
LANG - - .649 .661 .669 .699 .635 .655 .634 .671 .629 .669 .617 .640 .642 .664
ML .651 .691 .606 .675 .634 .680 .605 .669 .642 .667 .596 .676 .599 .637 .619 .664
MAD-X .660 .681 .614 .604 .664 .652 .624 .624 .608 .647 .688 .661 .558 .595 .631 .638
ChatGPT .746 .724 .636 .626 .683 .675 .695 .666 .655 .645 .680 .677 .625 .610 .674 .662

Table 1: Average correlation results across 3 runs with different seeds. Pr. denotes Pearson and Sp. denotes
Spearman. Bold denotes best performance, Italic p < 0.05.

Understandability The results show that, on av-
erage, the best performing encoder approach is
the zero-shot inference using the English model
(EN). Both the target-language finetuning (LANG)
and multilingual finetuning approaches (ML) have
much lower performances, indicating that transla-
tion augmentation is detrimental for this task. We
also note that the MAD-X approach, although per-
forming slightly better than ML and LANG, still
lags behind EN considerably. In any case, ChatGPT
largely outperforms other models on both metrics.

Sensibleness The best performing encoder ap-
proach for this subquality is LANG. Intuitively
this makes sense, given that during finetuning the
model is exposed to target-language data for the
language it is being evaluated on. Furthermore,
the performance difference between the different
approaches is relatively much smaller, which indi-
cates the Sensibleness subquality is less sensitive
to MT quality. When comparing these results with
ChatGPT, we observe a much smaller performance
gap, with the best encoder models slightly outper-
forming on Spearman.

5 MT Quality-aware finetuning

The effects of noise introduced to the training data
is a subject of intense research in the literature
(Zhang et al., 2017; Hu et al., 2020; Swayamdipta
et al., 2020). It is expected that, for this task, noise
is introduced by low quality translations, reducing
the performance of trained models. This issue was
identified in Section 4, where for the VSP model
in particular, the models trained using translations
performed much worse than the baseline approach.
Our hypothesis is that some translations heavily dis-
rupt morphosyntactic cues used to infer response
fluency, as shown in Table 2. We acknowledge
that these low quality translations may also reduce

EN: Yes, I’d like to see the receipt.
Oh ! I see you bought the watch last week.

PT: Sim, gostava de ver o receio.
Oh! Vejo-te a fazer o relógio na semana passada.

QE score: -0.670
EN: Just look around ? Ah, that’s boring.
ES: ¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡
QE score: -1.481
EN: Eight tens, six ones and large silver for others.
ZH:八个十个,六个十个,其他十个十个十个十个十...
QE Score: -1.312

Table 2: Examples of low quality translations with cor-
responding QE score. Red denotes MT error, with
underline in the source sentence indicating the closest
alignment of the error. Blue denotes keywords that refer
to prior context.

the quality of the response by disrupting keywords
that point to the context (which is important for
Sensibleness), or even more subtle quality cues
(e.g. loss of empathy, inconsistency with named
entities). However, the NSP model is trained to
discriminate between the original response and ran-
domly selected response from the corpus. As such,
the model’s prediction will remain invariant to most
translation errors.

These observations, paired with the fact encoder
models only slightly underperform ChatGPT (a
much larger and expensive model), motivate the
work described in this section. We hypothesise
that, by ameliorating the MT noise via identifying
and filtering low quality translations, the encoder
model performance can outperform LLMs such as
ChatGPT, at a fraction of the cost.

Since there are no available references, an MT
QE (Specia et al., 2018) automatic metric is used
for this purpose. Formally, an MT QE model is a
scoring function that assigns a score given a source
sentence and hypothesis translation. The unbound-
edness and uncalibrated nature of this score across
languages results in the need for a cumbersome
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Figure 2: Normalised Pearson and Spearman correlation for the Understandability and Sensibleness submetric with
varying amount of translated training data. Numeric results available in Appendix B.

analysis for each individual language in order to
determine a threshold for filtering. Instead, we pro-
pose to use QE scores for response ranking, for
each target language. This ensures a standardised
method for filtering, improving the scalability of
this method to new languages.

5.1 Experimental setup
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Figure 3: MT QE unnormalised score boxplot per lan-
guage.

In order to confirm our hypothesis, we retrained
all models using different amounts of translated
data (100, 75, 50, 20, 10 and 5%). The ranking of
the translations was conducted by scoring them us-
ing the WMT20 COMET-QE-DA model (Rei et al.,

2020). For the VSP model, we ranked the individ-
ual sentences, and then applied negative sampling.
For the NSP model, we ranked the positive and
negative samples separately and then merged them
together. Figure 3 presents the unnormalised score
boxplot per language for all sentences (context and
responses) for DailyDialog.

One of the things we noticed when finetuning
the monolingual models was that the VSP models
had large variations in performance. This can be
attributed to (1) the low amount of training data, es-
pecially when using very few examples (5%, 10%),
and (2) low quality translations, which is the re-
search question this experiment attempts to answer.
Since the true impact of low quality translations is
obfuscated by other factors, we decided to finetune
the LANG models starting from the EN checkpoint
instead of the pretrained XLM-RoBERTa, and in-
clude the zero-shot results as 0%.

5.2 Results

LANG For the monolingual models, we plot nor-
malised correlation results with the amount of MT
data used during finetuning in Figure 2. The Un-
derstandability correlation results show that the
optimal amount of translated data is language de-
pendent, but with a clear indication that the inclu-
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EN PT DE FR ZH ES JA AVG
Pr. Sp. Pr. Sp. Pr. Sp. Pr. Sp. Pr. Sp. Pr. Sp. Pr. Sp. Pr. Sp.

Understandability
0 (EN) .376 .187 .366 .167 .328 .172 .351 .120 .318 .202 .342 .204 .204 .176 .327 .194
5 .403 .182 .490 .219 .344 .172 .385 .091 .320 .235 .429 .236 .230 .179 .372 .211
10 .377 .180 .514 .227 .381 .193 .294 .091 .338 .214 .385 .212 .216 .175 .358 .206
20 .384 .177 .478 .236 .333 .203 .153 .087 .318 .219 .315 .214 .174 .168 .308 .202
50 .413 .201 .481 .242 .381 .213 .103 .053 .310 .200 .315 .221 .219 .149 .317 .200
75 .311 .145 .247 .211 .320 .195 .047 .048 .163 .149 .111 .198 .108 .127 .187 .158
100 .336 .117 .176 .167 .262 .150 .012 .015 .225 .138 .117 .158 .091 .092 .174 .126
ChatGPT .397 .334 .365 .230 .332 .263 .369 .273 .276 .182 .394 .263 .228 .223 .337 .263

Sensibleness
0 (EN) .658 .676 .636 .651 .657 .655 .646 .656 .640 .656 .646 .657 .590 .599 .639 .649
5 .637 .674 .629 .632 .627 .648 .637 .656 .629 .646 .626 .647 .567 .596 .621 .640
10 .642 .675 .639 .664 .661 .669 .636 .661 .637 .656 .635 .668 .575 .604 .632 .654
20 .650 .689 .627 .670 .649 .681 .627 .666 .621 .661 .637 .673 .568 .614 .626 .660
50 .667 .691 .642 .687 .650 .672 .621 .662 .652 .664 .629 .673 .600 .642 .637 .666
75 .677 .712 .629 .694 .679 .702 .633 .679 .661 .673 .643 .695 .593 .635 .645 .679
100 .651 .691 .606 .675 .634 .680 .605 .669 .642 .667 .596 .676 .599 .637 .619 .664
ChatGPT .746 .724 .636 .626 .683 .675 .695 .666 .655 .645 .680 .677 .625 .610 .674 .662

Table 3: Average correlation results across 3 runs with different seeds for multilingual models when varying the
amount of translated data.

sion of more translations decreases performance
significantly. Instead, a lower amount of transla-
tions (5-10%) yields optimal performance. This
shows that this small finetuning step is essentially
adapting a model that was already finetuned for
the downstream task to the target-language domain.
For Sensibleness, we see that the inclusion of more
translations yields the best results. As such, we can
conclude that low-quality MT does not adversely
affect performance. We hypothesise this is due to
MT being able to correctly translate keywords that
indicate context awareness. Since we are only con-
cerned about relevance, the overall sentence may
still contain MT errors and be scored highly.

ML The correlation results for the multilingual
models are presented in Table 3. For Understand-
ability, we note that, on average, and similar to
LANG, the best performance is attained with the
minimum amount of translated data (ML-5), with
the performance decreasing when more translations
are added. Comparing these results with ChatGPT,
we observe an improvement in performance, but
our encoder models are still generally weaker when
using Spearman as a metric. For Sensibleness,
decreasing the amount of data reduces the perfor-
mance of the model. However, we note a decrease
in performance when including the full amount of
translated data (ML-100). This may be due to the
inclusion of the worst translations – typically hallu-
cinations – which is compounded by training on all
languages. Unlike in Understandability, here we
see that ChatGPT still outperforms the best encoder
model in terms of Pearson correlation.

5.3 Effect of low-quality translation during
prediction

One might ask if a low-quality translation can in-
duce the submetrics to output a different score. In-
tuitively, we hypothesise each model will attribute
different scores in the face of low quality transla-
tions. More specifically, given the results presented
in previous sections, we expect the test prediction
error to be:

• Negatively correlated with the MT QE
scores for VSP. We know this model is highly
sensitive to low quality translations, since MT
errors frequently affect the fluency of the re-
sponse (as identified in previous sections);

• Weakly correlated for the NSP model. The
model showed robustness when including
more translations during training, with per-
formance decreasing only when we included
all translations (ML-100) during training.

In order to evaluate these assumptions, the cor-
relation plots of the MT QE z-scores (obtained
independently for each language) against the sub-
metric absolute error using the best ML models
(ML-5 for VSP and ML-75 for NSP) for the test
set are presented in Figure 4.

For the Understandability subquality, we note
that there is a slight negative correlation between
the absolute error and the MT QE score. This is
also confirmed by a calculated Pearson Correla-
tion value of -0.245. For the Sensibleness sub-
quality, the relationship between these two mea-
sures is less obvious. For instance, we note that,
unlike for Understandability, maximum deviations
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(a) Understandability scatter plot.
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(b) Sensibleness scatter plot.

Figure 4: Scatter plot comparing the test set MBART50 per-language QE z-scores (x-axis) versus the per sample
Absolute Prediction Error (y-axis in log scale) for Understandability and Sensibleness subqualities.

are spread evenly across the QE scale, which points
to the model erroneously predicting Sensibleness
irrespective of the translation quality. Conversely,
we also note a higher density of accurate predic-
tions with lower QE scores. These results, paired
with the calculated Pearson Correlation value of
-0.129, confirm our hypothesis that the NSP model
is more agnostic of MT quality than VSP.

CTX: Também me apercebi desta questão. E a
automatização dos processos do escritório é essencial.
RES: Sim, fazer tudo manualmente demora demasiado.
EN-VSP: .394 EN-NSP: .824
ML-VSP: 1.00 ML-NSP: 1.00
Unders.: 1.00 Sensibl: 0.00
CTX: Ja, ich leite die Jungs am Kai.
RES: Wow, das klingt nach einem fantastischen Job, de
du da bekommen hast.
EN-VSP: .963 EN-NSP: .315
ML-VSP: .941 ML-NSP: .981
Unders.: 1.00 Sensibl: 1.00

Table 4: Examples of subquality predictions from the
test set.

5.4 Example test predictions

We present representative examples of our best ML
models’ prediction (ML 5/75) in Table 4. In the
first example, the baseline English model fails to
appropriately identify the understandability of the
response. In the second example, we see that the
multilingual model is able to correctly identify that
the response takes into account the job presented in
the context (manager) by complimenting it ("fan-
tastic job"), which the EN model failed to identify.

6 Conclusions

This paper explored the use of cross-lingual knowl-
edge transfer for the novel task of automatic mul-
tilingual dialogue evaluation. We evaluated dif-
ferent strategies for this task, including zero-shot
inference, MAD-X and Machine Translation aug-
mentation. Empirically we showed that the naive
approach of leveraging MT for augmentation is
insufficient to outperform the baseline of English
finetuning with a multilingual encoder-based LM,
let alone a strong LLM. Instead, by filtering out
low quality translations, we were able to reduce the
gap of performance on ChatGPT, outperforming
it on select correlation metrics. Experimental re-
sults showed that we obtain the best performance
when training encoder models with the following
proportions of MT-QE: 5% for Understandability
and 75% for Sensibleness.

One could argue the notion of quality is intrin-
sically related to cultural norms. For instance,
Japanese speakers may prefer a polite conversation,
whereas German speakers might prefer a more di-
rect interaction. A future research direction is to
evaluate generative model responses in different
languages using annotators exposed to the culture
associated with a given language. In addition to
ensuring the evaluation of the response meets the
criteria of "quality" in different cultures, it would
also allow for a qualitative analysis of the differ-
ences in the notion of quality between languages.
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Limitations

Perhaps the main limitation of this work is the
restricted amount of languages studied. Ideally,
we would have used a more comprehensible set of
languages, including low-resource ones, to evaluate
the consistency of the conclusions drawn from the
experiments.

Another limitation is the focus on a single open-
domain dialogue dataset. Dialogue evaluation met-
rics are known to correlate poorly when evaluated
on unseen datasets (Yeh et al., 2021). As such,
it is not certain that the observations presented in
this work would hold for other datasets, or even
different annotations (Mehri et al., 2022).

Finally, the pretrained encoder, MT and QE mod-
els used in this work are not fully representative
of all available models. We acknowledge that the
optimal amount of filtering is likely to be different,
depending on the combination of models used.
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A Training setup and Hyperparamters

We used the XLM-R Large encoder model down-
loaded from HuggingFace 4 for all experiments. A
token representing the speaker was added for each
turn, and a history length of 3 turns was used. We
applied a regression head consisting of a 2-layer
MLP with a hidden size of 1024 and a hyperbolic
tangent function as activation for prediction. All
parameters were trained/finetuned using Adam op-
timizer (Kingma and Ba, 2015).

The task adapters were trained using the recipe
from Mendonca et al. (2022), using a learning rate
of 1e-4 and training for 10 epochs, with a batch
size of 32. We used the existing language adapters
from AdapterHub whenever possible (EN, ZH, JA)

4huggingface.co/xlm-roberta-large

and trained the remaining using the AdapterHub’s
MLM recipe 5 on Wikipedia data6. The fully fine-
tuned models used a learning rate of 3e-6 and were
trained for 3 epochs using a batch size of 16. Eval-
uation was conducted every 1,000 steps for the
smaller training sets and 10,000 steps for the larger
ones (75% and 100 %). The best performing model
on the evaluation set was selected for testing.

For the dialogue data preprocessing we
used spaCy 7 and the corresponding core lan-
guage models. For the translations we used
facebook/mbart-large-50-one-to-many-mmt
from HuggingFace. Batch size was set to 16 and
decoding was conducted using beam search, with
the number of beams set to 4.

We used a single Quadro RTX 6000 24GB GPU
for all experiments.

B Additional Results

Table 5 presents the monolingual model results for
the experiments of Section 5. Due to time and
computational constraints, we only conduct these
experiments using a single seed.

5github.com/adapter-hub
6dumps.wikimedia.org
7spacy.io
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EN PT DE FR ZH ES JA AVG
Pr. Sp. Pr. Sp. Pr. Sp. Pr. Sp. Pr. Sp. Pr. Sp. Pr. Sp. Pr. Sp.

Understandability
0 .347 .192 .381 .176 .353 .184 .349 .106 .406 .251 .372 .210 .268 .223 .354 .212
5 .534 .259 .469 .223 .347 .095 .318 .263 .459 .223 .236 .208 .387 .231
10 .563 .236 .489 .227 .199 .102 .300 .233 .300 .191 .303 .206 .357 .218
20 .499 .233 .356 .211 .153 .082 .323 .223 .257 .163 .251 .191 .312 .201
50 .433 .214 .418 .185 .117 .017 .250 .198 .233 .140 .225 .163 .289 .175
75 .186 .189 .306 .158 .089 .026 .319 .198 .243 .156 .226 .185 .245 .169
100 .240 .165 .347 .144 .082 .043 .248 .206 .191 .109 .216 .146 .239 .155

Sensibleness
0 .621 .654 .618 .627 .667 .668 .621 .644 .605 .647 .628 .628 .577 .592 .620 .635
5 .615 .636 .687 .657 .632 .628 .618 .629 .599 .631 .538 .553 .616 .626
10 .647 .646 .672 .655 .562 .596 .607 .626 .635 .637 .587 .606 .619 .630
20 .639 .644 .680 .679 .627 .640 .620 .633 .615 .634 .582 .595 .626 .638
50 .651 .680 .654 .671 .601 .631 .637 .665 .613 .639 .603 .609 .626 .647
75 .634 .670 .640 .681 .643 .664 .629 .673 .615 .639 .608 .635 .627 .656
100 .671 .693 .681 .698 .631 .666 .650 .688 .589 .659 .617 .633 .637 .666

Table 5: Average correlation results for the monolingual models when varying the amount of translated data.
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Abstract

Recent works usually address Dialog policy
learning DPL by training a reinforcement
learning (RL) agent to determine the best
dialog action. However, existing works on
deep RL require a large volume of agent-
user interactions to achieve acceptable per-
formance. In this paper, we propose to
make full use of the plain text knowledge
from the pre-trained language model to
accelerate the RL agent’s learning speed.
Specifically, we design a dialog action-aware
transformer encoder (DaTrans), which inte-
grates a new fine-tuning procedure named
masked last action task to encourage Da-
Trans to be dialog-aware and distils action-
specific features. Then, DaTrans is further
optimized in an RL setting with ongoing in-
teractions and evolves through exploration
in the dialog action space toward maximiz-
ing long-term accumulated rewards. The
effectiveness and efficiency of the proposed
model are demonstrated with both simula-
tor evaluation and human evaluation.

1 Introduction

A task-oriented dialog system that can serve
users on certain tasks has increasingly attracted
research efforts. Dialog policy learning (DPL)
aiming to determine the next abstracted system
output plays a key role in pipeline task-oriented
dialog systems (Kwan et al., 2023). Recently,
it has shown great potential for using reinforce-
ment learning (RL) based methods to formulate
DPL (Young et al., 2013; Su et al., 2016; Peng
et al., 2017). A lot of progress is being made in
demonstration-based efficient learning methods
(Brys et al., 2015; Cederborg et al., 2015; Wang
et al., 2020; Li et al., 2020; Jhunjhunwala et al.,
2020; Geishauser et al., 2022). Among these
methods, dialog state tracking (DST), compris-
ing all information required to determine the

∗ Equal Contribution

response, is an indispensable module. However,
DST inevitably accumulates errors from each
module of the system.

Recent pre-trained language models (PLMs)
gathering knowledge from the massive plain
text show great potential for formulating DPL
without DST. Recently, the studies on PLMs
for dialog, including BERT-based dialog state
tracking (Gulyaev et al., 2020) and GPT-2
based dialog generation (Peng et al., 2020; Yang
et al., 2021) are not centred on DPL. To this
end, we proposed the Dialog Action-oriented
transformer encoder termed as DaTrans, for
efficient dialog policy training. DaTrans is
achieved by a dialog act-aware fine-tuning task,
which encourages the model to distil the dialog
policy logic. Specifically, rather than commonly
used tasks, like predicting randomly masked
words in the input (MLM task) and classifying
whether the sentences are continuous or not
(NSP task) (Devlin et al., 2019), DaTrans is
fine-tuned by predicting the masked last acts
in the input action sequences (termed as MLA
task). After that, DaTrans works as an RL
agent which evolves toward maximizing long-
term accumulated rewards through interacting
with a user simulator. Following the traditional
RL-based dialog policy learning framework, the
main novelty of DaTrans is that it integrates a
proposed dialog action-aware fine-tuning task
(MLA), which helps to extract action-specific
features from historical dialog action sequences
to improve dialog policy learning. The empiri-
cal results prove the excellent performance of
DaTrans. Our main contributions include 1)
We propose the DaTrans that integrates the
dialog act-aware fine-tuning task to extract the
dialog policy logic from the plain text; 2) We
validate the efficiency and effectiveness of the
proposed model on a multi-domain benchmark
with both simulator and human evaluation.
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Figure 1: The Illustration of Dialog Action-
oriented Transformer Encoder (DaTrans). In this
example, DaTrans generates the dialog action Aa

based on historical actions.

2 Approach

We cast the dialog policy learning problem
as a Markov Decision Process and optimize
the policy with deep reinforcement learning ap-
proaches. RL usually involves an interactive
process (as shown in Figure 1), during which
the dialog agent’s behavior should choose ac-
tions that tend to increase the long-turn sum
of rewards given by the user. It can learn to
do this over time, by systematic trials and er-
rors until reaches the optimal. In our setting,
the dialog agent is encoded with the proposed
DaTrans, which perceives the state s and de-
termines the next action Aa. We consider a
transformer decoder-based policy model, which
takes text concatenating of tuples containing a
domain name, an intent type, and slot names
as input and determines the next action.

2.1 DaTrans

We apply Deep Q-learning to optimize dia-
log policy. Qθ(s, a), approximating the state-
action value function parameterized θ, is im-
plemented based on DaTrans as illustrated in
Figure 1. In each turn, perceiving the state s
that consists of historical action sequences and
a database vector denoting the matches of the
current constraints, DaTrans determines the di-
alog action a with the generated value function
Qθ(·|s). Historical action sequences are tok-
enized started from [CLS], followed by the tok-
enized actions separated and ended with [SEP ].
Then the transformer encoder gets the final hid-
den states denoted [t0..tn] = encoder([e0..en])
(n is the current sequence length, ei is the em-

bedding of the input token). The contextual-
ized sentence-level representation t0, is passed
to a linear layer named action decoder T to
generate:

Qθ(s, a) =T a(encoder(Embed(s))) (1)

where Embed is the embedding modules of
transformer encoder, T a denoted the ath out-
put unit of T . Based on DaTrans, the dialog
policy is trained with ϵ-greedy exploration that
selects a random action with probability ϵ, or
adopts a greedy policy a = argmaxa′Qθ(s, a

′).
In each iteration, Qθ(s, a) is updated by mini-
mizing the following square loss with stochastic
gradient descent:

Lθ = E(s,a,r,s′)∼D[(yi −Qθ(s, a))
2]

yi = r + γmax
a′

Q′
θ(s

′, a′)
(2)

where γ ∈ [0, 1] is a discount factor, D is the ex-
perience replay buffer with collected transition
tuples (s, a, r, s′), s is the current state, r refers
to the reward, and Q′(·) is the target value
function, which is only periodically updated,
and s′ is the next state. By differentiating the
loss function with regard to θ, we derive the
following gradient:

∇θL(θ) = E(s,a,r,s′)∼D[(r+

γmaxa′Q
′
θ′(s

′, a′)−Qθ(s, a))∇θQθ(s, a)]
(3)

In each iteration, we update Q(.) using mini-
batch Deep Q-learning.

2.2 Dialog Action-aware Fine-tuning

A vanilla transformer decoder without pre-
training can encumber the learning of dialog
policy since it is totally unaware of the text
and dialog logic. Meanwhile, well-pre-trained
models like BERT, due to the generality of pre-
training tasks and corpus, are still difficult with
competent in dialog modeling. The NSP task
encourages BERT to model the relationship
between sentences, which may benefit natural
language inference, however, biased dialog pol-
icy learning due to the inconsistency between
success and continuity of sentences, e.g. discon-
tinuous sentences can form a successful dialog.
Also, the MLM task allows the word represen-
tation to fuse the left and right context, while
the dialog agent is only allowed to access the
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left one. Considering that the ability to reason
the next dialog action plays a key role in dialog
policy, we replace the MLM and NSP task with
a novel fine-tuning task: predicting masked
last dialog action (MLA). MLA is based on
a dialog action-aware fine-tuning corpus, each
piece of which is a dialog session composed of
the annotated historical action sequences, for
example, “[CLS] Police-Inform Name [SEP]
Police-Inform Phone Addr Post [SEP] general-
thank none [SEP] ”, (denoted as sentence A).
Then we randomly cut between two consecu-
tive actions of a session, and select the first
half with the masked last act as input. For
example, we cut sentence A between the 2nd
and the 3rd action, and mask the last act to get
the input: "[CLS] Police-Inform Name [SEP]
[MASK]..[MASK]". The label for the masked
tokens is "Police - Inform Phone Addr Post".
Significantly, the proposed MLA task for BERT
is actually different from auto-regression. The
way auto-regression works is after each token is
produced, that token is added to the sequence
of inputs and this new sequence becomes the
input to the model in its next step. However,
in DaTrans, the MLA task works as predicting
the last dialog action word by word without
adding a new predicted word.

The goal of MLA is to minimize the cross-
entropy loss with input tokens w0, w1, .., wn:

Lmla =− 1

m

m∑

i=1

n∑

j=n−k+1

log p(wi
j |wi

0:j−1,j+1:n)

(4)
where wi

0:j−1,j+1:n = wi
0 · · · wi

j−1, w
i
j+1..w

i
n,

p is the action decoder head for predicting
masked tokens. wi

j ∈ {0 · · ·v−1} is the label for
the masked token, v is the required vocabulary
size, and m is the number of dialog sessions.
Besides, n and k are the length of the input
and masked action sequences, respectively.

3 Experiments and Results

We first conduct the simulator evaluation to
assess the DaTrans’ performance of learning
efficiency, the robustness of fine-tuning Cor-
pus, and domain adaptation. Besides, the case
study and human evaluation are conducted and
the results are presented in Section D & E in
Appendix. In our experiment, NLU and NLG
modules are ignored since the interactions are

made with dialog actions. Notably, DaTrans
can be equipped with any NLU and NLG mod-
els. Two datasets, MultiWoz (Budzianowski
et al., 2018) and Schema-Guided dialog (SGD)
(Rastogi et al., 2020) are involved. We leverage
a public available agenda-based user simulator
(Zhu et al., 2020) setup on MultiWoz. The de-
tails of the dataset, implementation, and the
user simulator are illustrated in the Appendix.

3.1 Baseline Agents

We compare the performance of the proposed
DaTrans with the state-of-art model JOIE
(Wang and Wong, 2021), vanilla BERT, and
its variants of different optimization and fine-
tuning settings. 1 DQN agent is trained with
a deep Q-Network. BERT agent is equipped
with BERT as the encoder that replaces the
fully connected layer in DQN. BERTMWoz agent
is with BERT pre-trained with MLM and NSP
tasks on MultiWoz. JOIE agent (Wang and
Wong, 2021) is a collaborative multi-agent
framework factoring the joint action space
and learning each part by a different agent.
DaTransMWoz is our proposed agent that is pre-
trained with MLA task as described in Section
3.1 on MultiWoz dataset.

Table 1: The simulation performance of different
agents. Succ. denotes the final success rate, Turn
and Reward are the average turn and the average
reward of the whole training process, respectively.

Model Succ.↑ Turn↓ Reward↑
DaTransMWoz 0.84 10.21 27.35
BERTMWoz 0.72 12.14 14.21
BERT 0.64 14.75 -15.47
DQN 0.01 19.51 -53.66
JOIE-3 0.38 15.98 -21.42

3.2 Simulator Evaluation

All agents are evaluated with the success rate
(Succ.) at the end of the training, average turn
(Turn), average reward (Reward). The main
simulation results are shown in Table. 1 and
Figure 2(a). The results indicate that the pro-
posed DaTransMWoz learns faster and achieves

1“optimization” refers to the interactive training pro-
cess with Reinforcement Learning. “pre-train” means
the process of PLMs trained with massive plain text.
Besides, we use both “pre-train” and “fine-tuning” to
refer to the self-supervised training process of BERT
with annotated historical action sequences.
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(a) Main results. (b) Domain adaptation. (c) Altering fine-tuning corpus.

Figure 2: Comparison of the success rate evolving during the training process.

a better convergence in in-domain evaluation.
DaTransMWoz, pre-trained with the mask last act
task (MLA) on the MultiWoz corpus achieves
the best Succ. (on average 0.84) with the high-
est learning efficiency in BERT-based models.
The performance of DaTransMWoz reveals that
our MLA pre-training task can not only encode
the characteristics of dialog policy for efficiency
improvement but also show better transfer abil-
ities because dropping it BERTMWoz degrades
the performance of DaTransMWoz. Addition-
ally, BERT is consistently the worst in BERT-
based models, which is not surprising since
it is only initialized with official BERT’s pre-
trained weights without in-domain fine-tuning.
The generality of fine-tuning corpus and task,
domain awareness, and knowledge transferabil-
ity of BERT are poor. Furthermore, without
any fine-tuning, JOIE and DQN are worse than
BERT-based agents. Finally, the comparison
results of Turn and Reward are illustrated in
Table. 1. It depicts that DaTransMWoz achieves
the shortest average turn and highest average
reward, which is consistent with the learning
curves in Figure 2(a).

Effect of fine-tuning Corpus. We further
test the effect of different fine-tuning corpus on
the performance. The models are pre-trained
on SGD and optimized on MultiWoz to inves-
tigate the influence of fine-tuning corpus. We
denote DaTransSGD as a variant of DaTrans
which is pre-trained on SGD and optimized on
MultiWoz. We only compared the results of
fine-tuning on SGD, because the agents who
have fine-tuned on MultiWoz have seen the dia-
logue logic of MultiWoz, so it is of little signifi-
cance to optimize the comparison on MultiWoz.
Besides, we don’t optimize the models with RL

on SGD because we didn’t find an open-source
simulator for SGD. Thus, we only take SGD to
explore the effect of corpus and domain adapta-
tion. The core conclusion indicated from Figure
2(b) is that DaTrans is robust to the different
fine-tuning corpus. Firstly, the proposed MLA
pre-training task does better in extracting the
knowledge of dialog action sequence, especially
the structure information that is invariant over
domains. As a consequence, DaTransSGD out-
performing BERTSGD.

Domain Adaptation. To assess the ability
for new task adaptation, we compare the agents
that continually learn a new domain Restau-
rant, starting from being well-trained on the
other six domains (i.e. Train, Hotel, Hospital,
Taxi, Police, Attraction). Figure 2(c) shows
the performances of new task adaptation for
dialog policy learning. The results confirm
that DaTrans pre-trained with masked last ac-
tion task is capable of quickly adapting to the
new environment compared to DaTransSGD and
BERTSGD. Besides, pre-training counts because
removing it (BERT) damages the results.

4 Conclusion and Future Work

In this paper, we investigate the pre-trained
language model enhancing the reinforcement
learning agent for dialog policy learning. We
propose DaTrans, which is equipped with a
new fine-tuning task that masks the last dialog
action to extract the dialog logic for efficient
dialog policy learning. The evaluation results
show the effectiveness of the proposed DaTrans
in terms of learning efficiency and domain adap-
tation ability.
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Limitations

Due to the high cost of interactions with human
users, the dialog policy model was trained in a
simulated environment rather than real-world
scenarios. Our approach is able to construct
a highly responsive dialog system because it
shortens the required interaction turns, and
reduces labour costs associated with interac-
tive training with human users. However, it is
worth noting that the model optimized in our
experiments may not be suitable for dealing
with real-world users, thus simulation evalua-
tion results alone are not sufficient to prove
DaTrans’s superiority. Despite this limitation,
as there are few studies dedicated to investigat-
ing PLMs advanced dialog policy learning, We
hope that DaTrans will inspire further research
in this field in the future.
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A Dataset

Two datasets are involved: 1) MultiWoz
(Budzianowski et al., 2018), a large-scale fully
annotated corpus of human-human conversa-
tions; 2) Schema-Guided dialog (SGD) (Ras-
togi et al., 2020), multi-domain, task-oriented
conversations between a human and a virtual
assistant. MultiWOz contains 8,434 pieces of
corpus covering 9 domains, while SGD consists
of 16,142 pieces of dialog sessions involving 16
domains.

B Implementation Details.

We adopt BERTbase (uncased) with default
hyperparameters in Huggingface Transformers
(Wolf et al., 2020) as the backbone transformer
encoder model. We pre-train and optimize
BERT-based models on one RTX 2080Ti GPU
and GTX TITAN X. The pre-training batch
size is 8. The learning rate for the BERT-
based model is 0.00003. The action decoder
of DaTrans is a linear layer with 400 output
units corresponding to the 400 action candi-
dates. Meanwhile, we set the discount factor γ
as 0.9. Besides, we apply the rule-based agent
from ConvLab (Lee et al., 2019) to warm start
the policy with 1000 dialog epochs.

C User Simulator

We leverage a public available agenda-based
user simulator (Zhu et al., 2020) setup on Mul-
tiWoz. During training, the simulator initial-
izes with a user goal and takes a system action
as input and outputs the user action with a
reward. The reward is set as -1 for each turn
to encourage short turns and a positive reward
(2 ·T ) for successful dialog or a negative reward
of −T for failed one, where T (set as 40) is the
maximum number of turns in each dialog. A
dialog is considered successful only if the agent
helps the user simulator accomplish the goal
and satisfies all the user’s search constraints.

D Human Evaluation

We further conduct a human evaluation to val-
idate the simulation results. We choose the
agents trained with 10000 epochs. Before the
test, all evaluators are instructed to interact
with the agents to achieve their goals. In each
session, a randomly selected goal and a ran-
dom agent are assigned to a user. They can

Table 2: The Human performance of different
agents. The evaluation is conducted at 10000
epochs in Figure 2(a) for all agents. Succ. de-
notes success rate.

Model Succ.↑
DaTransMWoz 0.68
BERTMWoz 0.58
BERT 0.46
DQN 0.00
JOIE-3 0.24

Figure 3: Sampled dialogue examples generated by
DaTransMWoz, BERTMWoz, BERT, DQN, JOIE3. The
grey boxes convey the queries from the users while
the blue boxes are the responses from the agents.
At the bottom of the boxes, we marked whether
the session is successful or not.

terminate the dialog if they think the session is
doomed to fail. At the end of each session, the
user is required to judge if the dialog is a suc-
cess or a failure. We collect 50 conversations for
each agent. The results are illustrated in Table.
2. We see that the human evaluation results
further convince the simulator evaluation.

E Case Study

To further explore the performance of the
agents after training, we randomly sampled
some real examples generated for a shared
restaurant goal. From the samples placed in
Fig. 3, some explicable clues are found. In this
example, BERTMWoz fails because it makes mis-
takes in the restaurant’s dialogue logic though
it recognizes the right domain. Besides, the
response involving “castle galleries” indicates
BERTMWoz suffers from disturbance from other
task Attraction. As for BERT and JOIE3, it
seems that the knowledge regarding restaurant
has not been mastered. Only DaTransMWoz sys-
tematically handles the issues by taking reason-
able actions.
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Abstract

Introducing curiosities in a conversation is a
way to teach something new to the person in
a pleasant and enjoyable way. Enriching dia-
logues with contextualized curiosities can im-
prove the users’ perception of a dialog system
and their overall user experience. In this paper,
we introduce a set of curated curiosities, target-
ing dialogues in the cooking and DIY domains.
In particular, we use real human-agent conver-
sations collected in the context of the Amazon
Alexa TaskBot challenge, a multimodal and
multi-turn conversational setting. According to
an A/B test with over 1000 conversations, cu-
riosities not only increase user engagement, but
provide an average relative rating improvement
of 9.7%.

1 Introduction

The concept of curiosity has for decades been de-
bated by neuroscientists and psychologists. Ac-
cording to Kidd and Hayden (2015), it can be
framed into two research views: (1) curiosity as
a natural impulse for seeking extended cognition;
and (2) a phenomenon related to exploring, playing,
learning, and the desire for information. Berlyne
(1966) went even further, meditating about how
humans had inherently a special type of curiosity,
an epistemic curiosity, meaning that above the ex-
ploration and information-seeking need, humans
also strive for knowledge.

Multimodal conversational task assistants (Got-
tardi et al., 2022) seek to guide users in accom-
plishing complex tasks (e.g. "Cooking a Strawberry
Pie" or "Fixing a broken chair"), in an objective,
concise, and engaging manner. Naturally, conver-
sations are rich in knowledge and senses, that are
transmitted to users in a dosed manner, towards a
successful completion of the task, such that at all
phases, knowledge complexity is managed. From
the user’s perspective, executing a task can be cog-
nitively demanding, potentially involving learning

new procedures, using new tools, and following
complex task instructions. Thus, conversational
assistants should not only ensure a smooth comple-
tion of the tasks but also seek to make the task exe-
cution a pleasant and entertaining experience that
appeals to human senses and curiosity (Dean et al.,
2020). To that end, we propose to enrich conversa-
tional task assistants with contextualized fun facts,
exploiting humans’ curiosity-driven information-
seeking traits (Kidd and Hayden, 2015). As seen
in the work of Konrád et al. (2021), trivia facts
have a positive impact on conversations with vir-
tual agents, if used correctly. Hence, in this paper,
when dialoguing about a complex task, the user is
guided through a sequence of steps as shown in the
example in appendix A. Any attempt to fruitfully
extend a conversation flow must be done with care.
Thus, dialog curiosities should be used as a dialog-
enriching element that seeks to maximize user sat-
isfaction. User’s psychological factors aligned with
the agent efficacy and correctness will be determin-
ing aspects. Inspired by Berlyne (1966)’s work,
and by the computational model of curiosity of Wu
et al. (2012), we propose the introduction of dia-
log curiosities closely contextualized with certain
flows of a conversation, to improve user satisfac-
tion/engagement.

In this context, our contributions are twofold:
first, we propose a manually curated dataset of cu-
riosities for the recipes and DIY domains; second,
we propose a robust method to naturally insert cu-
riosities in dialogues1. An A/B test with over 1000
conversations, conducted with real Alexa users,
showed that the proposed approach achieves a rela-
tive rating improvement of 9.7%.

2 Curiosities Dataset

In this section, we explain the curiosities dataset
creation process, that seeks to fill the existing gap

1https://github.com/Mr-Vicente/
Curiosity-Dataset
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with regards to dialog curiosities for task assis-
tants in the recipes and DIY domains. In particular,
we considered the following principles: i) the cu-
riosities’ length matters significantly; ii) curiosities
should be simple since dense and complex facts
could have a negative impact on user engagement;
and iii) the quality of each curiosity is more impor-
tant than the number of curiosities.

2.1 Dataset Categories and Statistics
The dataset consists of a total of 1351 curiosities,
with 754 curiosities for the cooking domain and 597
for the DIY domain, which are the target domains
of the Alexa TaskBot challenge (Gottardi et al.,
2022). Some examples of the curiosities general
classes are listed below.

Sample Recipe concepts. Fruit (e.g. Avocado,
Vitamin C); Meat (e.g. beef); Seafood (e.g. shrimp);
tools (e.g. spatula); cuisine concepts (e.g. temper-
ature); Popular countries’ food (e.g. pizza, sushi);
U.S. National food days.

Sample DIY concepts. American DIY statistics;
DIY tools (e.g. hammer); Gardening (e.g. lawn
mower); Garage (e.g. car, bike). House furniture
(e.g. bookshelf); DIY tasks U.S. National days.

2.2 Curiosities Dataset Creation
The dataset was created by a manual process of
searching and curating information found online.
We started by considering a main class of a con-
cept, for example “Fruit”, and used Google search
to find curiosities. After this first process, we get
into more specific concepts, such as “Avocado”.
We complement our dataset with diverse tempo-
rally contextualized curiosities. Specifically, we
employed a template-based approach to generate
curiosities from national food days.

All the curiosities were manually curated to fit
the characteristics and specifications identified, en-
suring their quality and appropriateness for dialog
and its domain.

2.3 Length per Curiosity
The length of a sentence can significantly affect the
user’s comprehension, especially in voice-based
interactions, such as Alexa. Figure 1 shows the
length distribution in words of the dataset for both
domains. We deposited careful attention to con-
forming the curiosities length distribution to an
average of 15 words, avoiding long sentences to
maximize the readers’ comprehension.
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Figure 1: Curiosities length distribution.

3 Dialogues and Contextual Curiosities

One of the objectives of our work is to incorporate
curiosities into a conversational assistant’s flow
while users are being guided through a task in nat-
ural language (Colas et al., 2020). However, in-
serting the right curiosity in the right dialog turn
is a non-trivial task. Moreover, matching curiosi-
ties to a particular task with human effort would
produce a high-quality reward, but, in practice, it
is intractable due to the large amount of both tasks
(> 100k) and curiosities (> 1k). To this end, we
propose two distinct automatic approaches as de-
scribed in the following sections.

3.1 Extracting Relevant Information

Recipes and DIY articles in their raw form con-
sist of structured text composed of various ele-
ments such as the title, steps, and possibly extra
information (e.g. ingredients, categories, and short
descriptions). As a first step, we pre-process the
tasks’ content to match the curiosities by consider-
ing the most relevant content, taking into account
the current phase of the conversation. Thus, for
the recipes, we extracted the title, the steps, and
the ingredients, whereas, for the DIY tasks, we ex-
tracted only the title and steps. The main goal is to
capture fine-grained and task-specific details from
each task, that will allow us to link a task to highly
relevant curiosities, as described next.

3.2 Matching Curiosities to Dialogues

Given the information extracted from the tasks, we
considered two approaches to match the curiosities
to the conversation: (1) a text-based method, and
(2) a semantic similarity search using pre-trained
LM embeddings (Reimers and Gurevych, 2019).
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Did you know that:
(introducer)

In the United States, on the 23rd of March, 
it’s the national chip and dip day.

(curiosity)

Interesting right?
(closer)

Figure 2: Example of a curiosity enclosed by an opener and a closer.

Text-based Method. In this approach, we first
process the curiosities and the tasks’ text by re-
moving punctuation, stopwords, verbs, plurals, and
domain-specific common words such as “hours”
and “degrees”. Then, we calculate two bag-of-
words vectors considering the domain-specific
words and both the curiosity and the current step of
the task. After this, we perform the cosine similar-
ity between both of these vectors for each curiosity
available in the dataset and re-rank them according
to this score.

Semantic Similarity Search Method. Matching
a curiosity to the context of a dialogue requires
some level of language understanding that goes
beyond keyword matching. Hence, we consid-
ered a two-stage process considering a Sentence-
BERT (Reimers and Gurevych, 2019) model that
first separately encodes the task’s content and all
curiosities to map them to a common embedding
space, allowing the assessment of the similarity
between both. This is followed by a re-ranking
cross-encoder method to further improve the re-
sults. Details of the algorithm are in Appendix B.

3.3 Inserting Curiosities in Dialogue
In a conversational task assistant, the primary ob-
jective is to assist the user in accomplishing a
task (Gottardi et al., 2022). Therefore, the intro-
duction of curiosities in the conversation should
improve the dialog flow and maximize engagement.
This requires a careful and contextualized blend of
curiosities throughout the conversation.

Curiosity Offer/Backoff. Curiosities should im-
prove the user experience, without negatively af-
fecting the quality of a dialogue (Zheng et al.,
2021). To ensure the overall users’ satisfaction,
and avoid non-intrusive behaviors, we designed a
dialogue curiosity offer/backoff strategy (see Ap-
pendix C for the full algorithm).

An important aspect of our offer/backoff strat-
egy is that we consider the user’s cognitive load,
and we never introduce curiosities at the beginning
of a dialog, or when the user is listening to long
steps (≥200 words). This aims to keep the user
focused, to provide short responses that account

for the users’ attention span. At these points of
the dialogue, there are multiple voice instruction
commands being explained to the user. Prompting
and telling a curiosity would only cause confusion
and cognitive overload.

We opted to ask the user at the end of a task step
if they want to hear a curiosity (Appendix A, blue
text). Given the question, the user can accept, deny,
or ignore the request. If the user denies or ignores
the curiosity, we opted to not prompt the user again,
since the user might not have interest in this feature
or may become frustrated. If the user accepts the
curiosity, the bot responds with a fun fact following
the structure discussed next.

Curiosities Openers and Closers. To smoothly
insert individual curiosities in the dialog flow,
while keeping the conversational gist, we propose
a curiosity-to-dialog scheme, that encompasses cu-
riosity linguistic openers and closers. To deliver
a curiosity with the right tone of voice, we select
an opener from a pre-defined list, to introduce the
curiosity. Similarly, to gracefully end the insertion
of a curiosity, we appended a closer phrase after
the curiosity sentence. Given that the closer needs
to act as a bridge between the curiosity and the
main dialog flow, we formulated a set of ending
sentences for the terminator phrase, with the aim
of making them sound exciting, while signaling
the end of the curiosity sub-flow. An example of a
curiosity along with its corresponding opener and
closer phrases, is illustrated in Figure 2.

4 Experimental Results

In this section, we detail the A/B testing setup and
discuss the obtained results.

4.1 A/B Testing Setup

To measure the impact of introducing curiosities
in a conversation, we performed A/B testing with
Alexa device users, in the context of the Alexa Prize
TaskBot Challenge 2021 (Gottardi et al., 2022).

The implemented dialogue system interacted
with thousands of real users (Ferreira et al., 2022).
The dialog state tracking is based on a BERT intent
detector (Tavares et al., 2023) and the task retriever
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Table 1: A/B testing results: system A engaged users in
curiosities and system B had no possibility of curiosities
at all. In system A, the user can accept, deny or ignore
the curiosity recommendation.

Sys User action Conversations Rating

A Accepted (≥ 1) 526 (50.8%) 3.94
Not-accepted 211 (20.4%) 3.55

B Curios. disabled 299 (28.9%) 3.62

is based on a conversational search method (Fer-
reira et al., 2021). At the end of a conversation, the
user is prompted to give a 1 to 5 rating regarding
the quality of the conversation. We use the ratings
as the success metric of the proposed work. We
performed this study using an A/B testing method,
by considering a version of the system with curiosi-
ties (A) and without curiosities (B). To ensure that
we had high-quality data, we only considered con-
versations with a minimum of 3 turns, resulting in
a total of 1036 conversations.

4.2 Dialogue Curiosities A/B tests
In Table 1, we summarize the A/B testing results
that we conducted. We had 71.1% of the conversa-
tions in system A and 28.9% in system B. In system
A, the user had the option to hear the curiosity and
to decline it. Hence, 50.8% of the conversations
had curiosities and 49.2% had no curiosities. In
all systems, users were anonymous and randomly
assigned to our system. Table 1 also relates the
users’ acceptance of curiosities to average ratings.
The results show that users that accept at least one
curiosity give on average a higher rating (3.94)
compared to users that are not interested or that
simply ignored the curiosity (3.55). Overall, this
increase in rating shows that users that interact with
the curiosities appear to be more engaged in the
conversation, which in turn leads to a higher rating.

4.3 Ratings per Number of Curiosities
In this section, we examine system A results in
more detail. Overall, we observed a positive result
with 70% accepting a curiosity, 18% ignoring (the
user does not confirm, e.g. “next step”), and 12%
denying. Moreover, the relation between the num-
ber of curiosities per conversation and the rating
is another positive result, Table 2. From these re-
sults, we can see that when curiosities are present
in a dialogue, the rating is consistently higher than
when no curiosities are said. In particular, we see a

Table 2: System A’s results breakdown: the number of
provided curiosities and average rating.

Curiosities None 1 2 ≥ 3

Conversations 211 479 32 15
Avg. Rating 3.55 3.95(+9.7%) 3.74 4.13

rating improvement from 3.55 against 3.74 in the
worst-case scenario, and 4.13 in the best scenario.
The mode is one curiosity per conversation, which
corresponds to an average rating of 3.95, i.e. a rela-
tive improvement of 9.7%. These are encouraging
results, showing that the users are receptive to lis-
tening to curiosities in the conversation which in
turn leads to increased user satisfaction.

4.4 Ratings by Curiosities Matching Method
We also examined the impact of the dialogue-
curiosity matching methods of Section 3.2. Ta-
ble 3 shows the results obtained with both methods.
The two methods achieve high ratings, with the Se-
mantic Similarity method obtaining slightly higher
ratings, thus being more preferable.

Table 3: Rating by curiosity matching method.

Method Count Rating

Semantic Similarity 344 (64.18%) 3.99
Text-based 192 (35.82%) 3.86

5 Critical Discussion and Limitations

Manually Curated vs Hallucinated Curiosities.
As an alternative to manually curated curiosities,
current LLMs can generate curiosities contextual-
ized to the conversation. We tested this strategy
but observed that, often these curiosities are false
and incorrect. Hence, this is not a viable solution
when the dialog system guides a user through a
complex manual task where reliability is key. An
example of a false hallucination that we observed
is "Microwaves don’t heat the food, they heat the
water molecules in it, this causes them to vibrate
which is what causes the heat. This vibration is
good for your body because it causes your cells to
produce more energy.".

Long-term Effect of Curiosities. We studied the
effect of curiosities during a period of 6 months
with a controlled A/B testing. However, due to
privacy issues, we did not track users, preventing
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us from studying the long-term effects of curiosities
in recurring users.

Selection bias. Our study is limited to users that
own an Alexa device, and to users that participated
in the Alexa Prize TaskBot challenge. Moreover,
in this setup, we only give fun facts to users who
accept the offer of a fun fact. This creates a slight
"selection bias" because users who accept a fun
fact were probably the ones who were already en-
joying the interaction and might have been more
likely to give a higher rating. Likewise, users who
rejected the curiosity were probably not enjoying
the interaction and may have lowered their rating.

To obtain a reference rating (a neutral baseline),
we disabled the fun facts functionality and tested
the system. Table 1 provides an analysis that sheds
some light on this issue. With fun facts disabled,
the average rating is 3.62; users who refuse the
fun fact, rate the system -0.07 points lower than
the neutral baseline; users who accept the fun fact
generally rate the system +0.32 points above the
neutral baseline. Given the setup, in the future, we
will study ways of mitigating possible sources of
selection bias.

6 Conclusions

In this paper, we presented a novel approach to
introducing curiosities in conversations. Specif-
ically, we curated a dataset of curiosities in the
recipes and DIY domains and evaluated the impact
of introducing these curiosities in real human-agent
conversations in the Alexa TaskBot challenge. We
assessed the impact of curiosities in a conversa-
tional task assistant setting, and the results allow
us to conclude that introducing curiosities in a non-
intrusive manner and in the context of the dialog
can increase user engagement and improve their
appreciation of the dialogue system.

These findings have important implications for
the design of conversational systems and can in-
form future research on incorporating curiosities
in conversations to enhance the user experience.
As future work, we will (1) investigate the use of
generative models for creating factually grounded
curiosities (Ouyang et al., 2022; Touvron et al.,
2023) and compare them to manually curated cu-
riosities; and (2) investigate methods that can con-
textualize the curiosities according to a graph of
entities (Gonçalves et al., 2023).
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A Example Dialogues

Table 4: Example of dialogue with curiosities. We
highlight the question, opener, and closer.

System User

Hi, this is an Alexa Prize Taskbot. I’m
excited to help you with recipes or DIY
tasks! Try asking me: How to cook
salmon, or How to Decorate a Pot.

I want to make
chicken tacos.

Sure, I found Chicken Tacos recipes in
the Whole Foods Market. Would you
like to ’start’, or ’hear the next recipes’.

Start the recipe.

Chicken Tacos will be yummy. Step 1:
Preheat oven to 375°F. To keep going
with this recipe, say ’next’.

Next.

Step 2. Brush butter onto both sides of
the tortillas. And look, would you like
me to astonish you with a fun fact?

Sure.

Did you know that: The word tortilla
comes from the Spanish word torta
which means round cake. I love shar-
ing these facts!

Next Step.

Table 5: Curiosity in the context of the recipe “Butter-
milk Biscuits”.

Step Text and Question

Step 2. Fold dry ingredients into buttermilk with your hands
until a sticky dough forms. And look, would you like me to
astonish you with a fun fact?

Fun Fact

How crazy is it that: In the US, on the 14th of May, it’s the
national buttermilk biscuit day. I found this really interest-
ing! Anyway, to continue, say ’next’.

Table 6: Curiosity in the context of the DIY task “How
to Braid Hair”.

Step Text and Question

Step 3. Start with a secure base. If you tie hair into a ponytail
with a hair tie, your braid will be easier to handle. And by
the way, would you be interested in a fun fact about this?

Fun Fact

Alert! Alert! Fun fact time! The average person has between
100k and 150k strands of hair. This blew my mind! Anyway,
to continue, say ’next’.

B Semantic Similarity
Curiosity-Matching Algorithm

Algorithm 1: Curiosity Matching
Input :Tasks: List of tasks
Input :n← 10: int (top-n candidate

curiosities)
Input :m← 3: int (top-m candidate

curiosities-task matches)
for each task in Tasks do

Separate task’s content into title, steps
(and ingredients) using special tokens;

Encode the task’s content;
Encode the domain-specific curiosities;
Calculate the cosine similarity between
the task’s content and the curiosities;

Select the top-n curiosities;
Apply a Cross-Encoder model to all n

pairs and select the top-m pairs;
end

C Curiosities Offer/Backoff Algorithm

Algorithm 2: Curiosities Offer/Backoff
Input :T : Task
Input :n_steps: int
Input :curr_step: int
Input :last_fact_step: int
Input :questions_asked: int
Output :ask_curiosity: bool
k ← 6;
max_questions← (n_steps // k) + 1;
if questions_asked ≥ max_questions

then
ask_curiosity ← False;

else if curr_step ̸= 1 and
curr_step = last_fact_step+ k and
last_fact_step ≤ curr_step and
curr_step ̸= (n_steps− 1) then

ask_curiosity ← True;
else

ask_curiosity ← False;
return ask_curiosity;
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Abstract

Incremental dialogue model components pro-
duce a sequence of output prefixes based on
incoming input. Mistakes can occur due to
local ambiguities or to wrong hypotheses, mak-
ing the ability to revise past outputs a desirable
property that can be governed by a policy. In
this work, we formalise and characterise edits
and revisions in incremental sequence labelling
and propose metrics to evaluate revision poli-
cies. We then apply our methodology to profile
the incremental behaviour of three Transformer-
based encoders in various tasks, paving the road
for better revision policies.

1 Introduction

Since the dawn of Wikipedia, users have made
1.7× 109 edits to its pages. Its most revised entry
contains 56,713 revisions, all documented in the
page history.1 In such an active community, con-
flicts inevitably occur. Editors can begin compet-
ing to override each other’s contributions, causing
dysfunctional edit warrings.2 To help regulate the
environment, an editing policy is in force, aiming at
making edits constructive and improving quality.3

Edits, revisions and policies are key concepts
in incremental processing, where a model must
rely on partial input to generate partial output. In-
crementality can help optimise reactivity, natural-
ness, quality and realism in interactive settings
(Schlangen and Skantze, 2011). This is particularly
relevant in dialogue models whose NLU compo-
nents need to operate on incoming input, e.g. while
performing NER, slot filling or disfluency detec-
tion, or doing simultaneous translation.

Local ambiguities in the linguistic input and tran-
sient mistakes by the model can result in wrong
partial hypotheses, so that the ability to revise, by
editing previous outputs, is desirable (Kahardipraja

1According to Wikimedia Statistics and wiki Special.
2https://en.wikipedia.org/wiki/Wikipedia:Edit_warring
3https://en.wikipedia.org/wiki/Wikipedia:Editing_policy
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Figure 1: Constructed example of an incremental chart
containing output prefixes with marked edits (yellow)
and revisions in incremental sequence labelling. Red
stands for wrong final predictions wrt. the gold standard.

et al., 2023). Beyond monitoring the occurrence of
edits, it is also beneficial to have a policy regulating
when and which revisions should be made, reduc-
ing the occurrence of undesirable edits. Existing lit-
erature using consolidated incremental evaluation
metrics falls short in capturing relevant nuances of
the incremental behaviour in terms of revisions.

In this work, we propose an evaluation method-
ology for revision policies in incremental sequence
labelling. A constructed example is shown in Fig-
ure 1, with revisions indicated in the right column.
Specifically, our contributions to address the identi-
fied evaluation gap are: A formalisation of revision
policy in incremental sequence labelling, character-
ising types of edits and of revisions (§4.1-4.2); a
proposal of specialised evaluation metrics for revi-
sion policies, accompanied by a discussion on the
desired behaviour of incremental processors (§4.4-
4.5); and a demonstration of our methodology with
an analysis of the revision policy in three sequence
labelling Transformer-based models (§5).4

4Our implementation is available at https://github.
com/briemadu/inc-eval-revisions with accompanying
documentation on how to run the evaluation for other models.
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2 Motivation

Incremental natural language processing5 has time
at front line, being pivotal for interactive settings.
At each time step, models must operate on partial
input to deliver partial output, but sometimes pre-
vious decisions have to be revised. For example,
at time step 4 in Figure 1, the labels for the input
tokens 2 and 3 were edited into new states. With re-
gard to revisions, at least three types of incremental
processors exist, as summarised in Table 1:

1. Inherently incremental but monotonic models.
They keep an internal state that is updated and
used to extend the output at each time step,
but cannot revise previous outputs.

2. Non-incremental models used with a restart-
incremental interface, being forced to perform
a full recomputation at each time step. Such
models revise the output as a by-product of
their recomputations.

3. Incremental models with a dedicated policy
to detect the need to perform revisions only
when deemed necessary and, more specifi-
cally, deciding which parts of the output prefix
need to be revised and how.

non-incremental incremental

re
vi

si
on

s no n/a strictly monotonic
outputs

yes
recomputation policy
doing revisions as a
by-product

revision policy

Table 1: Types of incremental processors.

Monotonicity avoids instability in the output,
allowing subprocesses to start immediately, as it is
certain that the outputs will not change. However,
they never recover from mistakes, which is one
of the drawbacks of employing vanilla RNNs and
LSTMs (Hochreiter and Schmidhuber, 1997).

Models that depend on the availability of full
sentences at once can be “incrementalised” with
the restart-incremental paradigm (Schlangen and
Skantze, 2011), causing revisions to occur via re-
computations.6

5For a review, see Köhn (2018). In other contexts, also
referred to as real-time processing (Pozzan and Trueswell,
2015) or streaming (Kaushal et al., 2023).

6Also called incremental interface (Beuck et al., 2011a) or
beat-driven approach (Baumann et al., 2011).

Cutting-edge NLP models currently rely on
Transformers (Vaswani et al., 2017), which are non-
incremental. Using them in a restart-incremental
fashion requires recomputing from scratch at ev-
ery time step, which we hereby name the naive
recomputation policy. It is a very expensive policy
because, for a sequence of n tokens, the complexity
is
∑n

i=1 i
2 (i.e. the n-th square pyramidal number).

Besides, this naive approach wastes computational
budget, because not all recomputations cause revi-
sions. The results reported by Kahardipraja et al.
(2023), for example, show that only around 25%
of the recomputations actually changed the output
prefix. The disadvantages of the naive policy can
be alleviated by a smarter policy that cuts down the
number of time steps with recomputations.

Still, beyond deciding when to recompute, a re-
vision policy par excellence should directly guide
the more specific decision of when (and what) to
actually revise, and must be evaluated accordingly.

3 Related Literature

Revisability is in the nature of incremental process-
ing: Hypothesis revision is a necessary operation
to correct mistakes and build up a high-quality final
output (Schlangen and Skantze, 2011). Still, there
is a trade-off between requiring that later modules
handle a processor’s revisions and buying stabil-
ity by reducing some of its incrementality, which
makes the concept of hypothesis stability very rele-
vant (Baumann et al., 2009). Beuck et al. (2011a)
argue that performing revisions should not take as
long as the initial processing, so as to retain the ad-
vantages of incremental processing. They propose
two strategies: Allowing revisions only within a
fixed window or limiting their types. Empirically
determining how often a model changes the output
is an aspect of their analysis we also rely on.

The restart-incremental paradigm was investi-
gated for Transformer-based sequence labelling by
Madureira and Schlangen (2020) and Kahardipraja
et al. (2021); recently, adaptive policies were pro-
posed to reduce the computational load (Kaushal
et al., 2023; Kahardipraja et al., 2023). Rohanian
and Hough (2021) and Chen et al. (2022) explored
adaptation strategies to use Transformers for in-
cremental disfluency detection. In simultaneous
translation, where policies are a central concept
(Zheng et al., 2020a; Zhang et al., 2020), the restart-
incremental approach is in use and revisions are
studied (Arivazhagan et al., 2020; Sen et al., 2023).
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latency, quality, stability simultaneous translation Arivazhagan et al. (2020)
Ma et al. (2020)

quality, responsiveness, robustness, stability speech recognition and
diarization

Baumann et al. (2009)
Addlesee et al. (2020)

similarity, timing, diachronic general Baumann et al. (2011)

fluency, latency, quality, recovery capabilities, timing simultaneous interpreting
(MT and speech synthesis) Baumann et al. (2014)

decisiveness, monotonicity, stability, timeliness POS tagging Beuck et al. (2011a)

amount of predicted information, connectedness, delay,
inclusiveness, monotonicity, quality parsing Beuck et al. (2011b, 2013)

Köhn and Menzel (2014)

cognitive aspects, efficiency neural coreference resolution Grenander et al. (2022)

jumpiness, position reference resolution Schlangen et al. (2009)

accuracy, integration, representational similarity sequence-to-sequence Ulmer et al. (2019)

consistency, diminishing returns, interruptibility, mono-
tonicity, preemptability, (recognisable) quality anytime algorithms Zilberstein (1996)

Table 2: Overview of relevant properties for incremental evaluation in various tasks.

Sequence labelling is a staple of various incre-
mental linguistic tasks possibly used in dialogue
systems, like SRL (Konstas et al., 2014), POS-
tagging (Beuck et al., 2011a), dialogue act segmen-
tation (Manuvinakurike et al., 2016), disfluency
detection (Hough and Schlangen, 2015) and depen-
dency parsing (Honnibal and Johnson, 2014).

Revision Categorisation and Prediction Ap-
proaches to categorise the properties of revisions
or edits exist in various areas. Faigley and Witte
(1981) examine the effects and causes of revisions
in writing, providing a taxonomy on whether revi-
sions change meaning and bring new information.
Afrin and Litman (2018) classify revision quality
by whether they improve student essays. Antho-
nio et al. (2020) categorise revisions and edits in
WikiHow in terms of what they cause to the text.
Wikipedia’s edits have also been classified accord-
ing to factuality and fluency (Bronner and Monz,
2012) and intents (Rajagopal et al., 2022). Other
typologies and taxonomies have been proposed for
translation revisions (Fujita et al., 2017) and multi-
lingual NLG revision operations (Callaway, 2003).

Vaughan and McDonald (1986) outline three
phases of the revision process in NLG: Recognition,
editing and re-generation. Revision rules have been
applied for incremental summarisation by Robin
(1996). Non-incremental revision learning models
also exist, relying on revision rules for dependency
parsing (Attardi and Ciaramita, 2007) or classi-
fication in POS-tagging (Nakagawa et al., 2002).
Predicting stability and accuracy of hypotheses is a

relevant task (Selfridge et al., 2011), which allows
to distinguish hypotheses that will survive and are
thus more reliable (Baumann et al., 2009).

Incremental Evaluation Table 2 presents an
overview of relevant properties for incremental
evaluation. In their seminal work, Baumann et al.
(2011) define three general categories of metrics
for incremental processing: similarity, timing and
diachronic, which can be employed in incremental
sequence labelling. They are suitable for capturing
e.g. instability (edit overhead), quality of prefixes
(correctness) and lag (correction time). Kaushal
et al. (2023) propose streaming exact match, com-
paring prefixes with the final gold standard. While
these metrics capture instability and correctness of
output prefixes, we lack a standard way to evaluate
the quality of the performed revisions. We thus
complement their work by proposing fine-grained
metrics focusing on revisions and recomputations.

4 Evaluation Methodology

In this section, we present our evaluation method-
ology for incremental sequence labelling with a
focus on revisions. After formalising the task, we
characterise revisions and edits, define policies and
revision-oriented metrics and discuss the ideal be-
haviour of incremental sequence labelling models.

4.1 Formalisation
We begin by formalising incremental sequence
labelling tasks, extending the similar definition
of streaming sequence tagging by Kaushal et al.
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(2023) with edits and revisions. Like them, we as-
sume an idealised format where incremental units
are well-defined, fixed and complete input tokens,
and a model that produces a label for every new in-
put token, so that the output is necessarily extended
at every time step. Note, however, that incremen-
tal processors may have to operate at sub-token
level or with transitional input, which requires the
capability of retracting decisions and adjusting to
varying length in real-time. In some models, out-
puts may not have an immediate one-to-one corre-
spondence to the input (e.g. due to a delay strategy
(Baumann et al., 2011), or to techniques like op-
portunistic decoding (Zheng et al., 2020b)) and
parallel hypotheses can be kept in memory. See
Schlangen and Skantze (2011) for details.

Let L = {L1, . . . , LM} be a set of labels. In
standard sequence labelling, the task is to map an
input sequence of n tokens (wi)

n
i=1 to an output

sequence of n labels (li)ni=1, li ∈ L. Each output
label li classifies its corresponding token wi. The
task is more complex than plain token-level classi-
fication because the sequential nature of the input
and the output need to be taken into account when
predicting labels. If available, a gold-standard se-
quence (gi)ni=1, with gi ∈ L, is used to evaluate the
correctness of the predicted output sequence.

In an incremental setting, the input is provided
in a piecemeal fashion, one token at a time. At
each time step t = 1, 2, . . . , n, an increasing in-
put prefix (wi)

t
i=1 is available to the model and

an output prefix (li)
t
i=1 is predicted. Therefore,

an input sequence with n tokens will result in n
output prefixes p1, p2, . . . , pn, which we consider
to be partial hypotheses for the final output. Each
pi is a sequence of i labels, containing one addi-
tional label at the right in relation to pi−1. The last
hypothesis pn is the final decision of the model,
having observed the full input. The complete se-
quence of prefixes can be represented as a lower
triangular matrix, whose cells cji contain the label
assigned to wi at time j and each row i contains pi.
We can represent the incremental input and output
in an incremental chart (IC) as follows:

w1 p1 = l11
w1, w2 p2 = l21 l22

w1, w2, w3 p3 = l31 l32 l33
...

...
...

...
...

. . .
w1, w2, . . . , wn pn = ln1 ln2 ln3 · · · lnn

gold = g1 g2 g3 · · · gn

play
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my
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songs

play

one
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O
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Figure 2: Illustrative example of multiple locally valid
hypotheses for the prefix play one of. Only after more
input is processed definite labels can be assigned.

At each time step t, the observation of the new
input token wt causes the model to i) extend the
output sequence with one label for wt (an addition)
and ii) optionally also change its current hypotheses
l1, . . . , lt−1 for previous tokens (substitutions).

An edit occurs at time t for label i if lti ̸= lt−1
i ,

meaning that the model’s prediction for wi’s label
changed. A revision occurs when, apart from the
compulsory addition, a prefix changes at time t in
relation to the previous prefix, i.e. when at least
one label is edited.7 In Figure 1, revisions occur at
time steps 2, 4, 5, 6, 8, 9 and 10. Highlighted labels
in the prefixes are edits.

Gold Standard Evaluation can be done with re-
spect to incremental or non-incremental gold stan-
dards (Baumann et al., 2011). Often, only the non-
incremental version is available, i.e. the labels on
the complete sequence, assigned having all left and
right context taken into account. A genuinely in-
cremental gold standard contains step-by-step gold
prefixes encoding interpretations that are locally
valid until right context renders it invalid, as illus-
trated in Figure 2.8 Since it is usually not available,
we can instead “incrementalise” the final gold stan-
dard by deriving all its prefixes as hard labels. But
this approach somewhat unfairly expects that, even
at steps with multiple locally valid interpretations,
the model commits to the final decision without
observing the input that actually induces that inter-
pretation as correct and the others as wrong. More-
over, using an independent gold standard conflates
the external overall performance of the model with
the quality of its internal incrementality; an alter-
native is to consider the final output of the model
as a silver standard (Baumann et al., 2011). The
correctness of labels and prefixes is then measured
with a metric M with respect to the defined target.

7The addition is not taken into account here, as it has no
precedent label to be compared to at this point. The first time
step is by definition not a revision, since there is no prefix yet.

8For existing examples, see Hrycyk et al. (2021), Rawat
and Barres (2022) and Beuck et al. (2011b).
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Quality Edits (labels) Example Revisions (prefixes) Example
Convenience convenient change incorrect label (5,1) change incorrect prefix 5

inconvenient change correct label (4,2) change correct prefix 4

Effectiveness effective incorrect label→ correct (5,4) improve prefix correctness 6
ineffective incorrect label→ incorrect (9,3) do not change prefix correctness 9
defective correct label→ incorrect (4,3) worsen prefix correctness 4

Novelty innovative label→ new state (9,6) n/a n/a
repetitive label→ previous state (6,1) n/a n/a

(Local) Recurrence recurrent subsequence with > 1 edit (9,3) subsequence with > 1 revision 8
steady subsequence with 1 edit (4,2) subsequence with 1 revision 2

Oscillation oscillating label with > 1 edit (6,1) > 1 revision all
stable label with 1 edit (4,2) single revision -

Company accompanied prefix with > 1 edit (9,6) prefix with > 1 edit 5
isolated prefix with 1 edit (6,1) prefix with 1 edit 6

Connectedness connected other neighbouring edit (9,4) only connected edits 9
disconnected no neighbouring edits (5,1) only disconnected edits 2
both n/a n/a both types of edits 5

Distance short range near current time step (5,4) only short range edits 2
long range far from current time step (9,3) only long range edits 6
both n/a n/a both types of edits 5

Definiteness definite label→ final state (4,2) prefix→ final state 10
temporary label→ temporary state (5,3) prefix→ temporary state 8

Time intermediate input still partial (5,4) input is still partial 4
final at final time step (10,3) at the final time step 10

Table 3: Characterisation of edits and revisions. The examples refer to Figure 1, pointing to the (time step, label
index) positions for edits and time steps for revisions. Here the gold standard is used to judge prefix correctness.

4.2 Characterisation of Revisions and Edits
In this section, we propose a detailed characterisa-
tion for the types of edits and revisions based on ten
dimensions, summarised in Table 3, as a means to
evaluate revision policies. In the next paragraphs,
we assume that either a genuine or a constructed
incremental sequence of target prefixes has been
selected according to the current needs. We will
use Figure 1 and its gold standard as examples.9

To characterise edits, we consider the state of an
output label in the current prefix in relation to its
state in the previous prefix, which are different by
definition. They relate to a label’s development in
time (vertically in their IC column) or to the prefix
they belong to (horizontally in their IC row). The
dimensions to characterise edits serve the purpose
of defining the qualities of the revisions, which
operate on prefixes.

4.2.1 Edits
The main aspect to account for is whether labels
need to be edited in the first place and, if yes,
whether they are edited into the desired state. Edits
on correct labels are inconvenient, and also defec-

9More examples are available in the code repository.

tive, since the label will fatally change into a wrong
label. This happens, for instance, at l2 in step 4,
as the correct label D is edited into a wrong B.
Edits on incorrect labels are convenient and can
be effective (if it enters into a correct state, like l4
at t = 5, which changes from an incorrect D to a
correct C) or ineffective (if it enters into another in-
correct state, e.g. l3 at t = 9, which changed from
an incorrect A to a still incorrect D).

Other dimensions can be used to analyse the
behaviour of the processor. Innovative edits cause
the label to change into a new state. For instance,
l6 becomes a C for the first time at t = 9. In the
next step, it is edited back into its previous state A,
and we consider it to be a repetitive edit.

Local recurrence refers to whether the edit oc-
curs in isolation in neighbouring time steps (edit
subsequences in an IC’s column). Oscillation refers
to how many edits occur in its complete column,
just one (stable) or more (oscillating). For instance,
l3 has two groups of recurrent edits along the time
axis, whereas l2 has one steady and stable edit.

Company characterises whether the edit occurs
with other edits in a prefix (same IC’s row). In
Figure 1, l6 is edited together with other labels at
t = 9, whereas l1 is edited in isolation at t = 6. Ac-
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companied edits can be either connected (i.e. with
directly neighbouring edited labels, as in t = 4) or
disconnected to the other edits in its prefix.

Short or long range refers to how far the edited
label is from the current time step, defined by a
distance parameter d. If we set d = 2, the edit that
changes l4 into a C at t = 5 is short range because
it is less than 2 time steps away from the current
token being processed. On the other hand, l3 is
edited at t = 9, very distant from the right frontier.

Edits can also be definite or temporary. Definite
edits make the label enter into its final state, like l2
at t = 4. Temporary edits are those like the B for
l3 at t = 5: It still gets edited further before a final
decision is reached (here, also a B). Besides, edits
can occur in intermediate steps during processing,
when the input sequence is incomplete, or at the
final time step, when the full sequence is available.

4.2.2 Revisions
Similar to edits, revisions are inconvenient if they
occur on correct prefixes (that should not change),
and thus also defective, because correctness neces-
sarily decreases. The prefix at t = 3 is correct, so
the revision at t = 4 causes the labels to become
wrong. Convenient revisions are effective if they
improve correctness, like at t = 6 where the num-
ber of correct labels in the prefix increases from 3
to 4, otherwise they can be ineffective (edits occur
but correctness remains the same, like at t = 9) or
again defective.

Revisions are locally recurrent when other re-
visions occur in neighbouring time steps. We see
that from t = 4 to t = 6. The revision at t = 2
is steady, as no other revisions occur immediately
before or after it. If only one revision occur while
a sequence is processed, it is stable, otherwise it
is oscillating. In our example, all revisions are
therefore oscillating.

Company, connectedness and distance refer to
what types of edits the revision causes. At the
second time step, the prefix contains only a discon-
nected and short range edit, whereas at the fifth
time step we observe accompanied edits, one con-
nected and one disconnected group and one short
and two long range edits.

Definite revisions create prefixes that will not be
further edited. In our example, this only happens
in the last time step; all others are temporary. In-
termediate revisions happen when the input is not
yet completed, otherwise they are final.

4.2.3 Recomputations
In models that detach recomputations from revi-
sions, the recomputations should also be evaluated.
Recomputations are active if they actually result in
a revision, otherwise they are inactive. The qual-
ity of the resulting revisions can then be evaluated
with the characteristics above.

4.3 Policies
To perform good revisions, a model must decide
when to recompute or revise. For that decision,
both a revision policy and a recomputation policy
can be generally defined as:

π : IC→ [0, 1] π(ICt) = Pr(r|ICt) (1)

It gives the probability of performing a revi-
sion or recomputation r, respectively, given the
state of the incremental chart at time t.10 When
Pr(r|ICt) > τ , where τ is a threshold hyperpa-
rameter, a revision/recomputation is performed. If
the revisions are not a mere consequence of full
recomputations, the model must then also decide
what and how to edit.

4.4 Metrics
Traditional sequence labelling evaluation metrics
like accuracy or F1 can be computed on label, se-
quence or dataset level. The incremental dimen-
sion requires its own metrics, some of which we
discussed in §3. Here, we propose specific metrics
to evaluate revision and/or recomputation policies.
For each time step t in a sequence, either a revi-
sion (R) occurred, which is sometimes effective
(Re), or only an addition (A). Assuming we have
established a metric for prefix correctness,11 we
know whether the prefix at t − 1 was correct (C)
or incorrect (I). That results in a distribution of N
actions in {R,A}×{C, I}. From these counts, we
derive the metrics in Table 4, computed either per
sequence or over the whole dataset. Models that
have the option to recompute (R′) can also be eval-
uated in {R′,¬R′} × {C, I} with two additional
metrics.

Since only effective revisions are actually de-
sired, the R in the numerators can be replaced by
Re for a more focused evaluation. Revisions can

10It is also possible to make the policy dependent only in a
portion of the IC, as done e.g. by Kahardipraja et al. (2023).

11A binary variable or a continuous variable, like accuracy,
with a defined threshold for tolerated incorrectness.
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The fraction of...
Rate of Revision R/N time steps in which the model revises

Rate of Recomputation R′/N time steps in which the model recomputes
Rate of Active Recomputation (R′ ∩R)/R′ recomputations that actually causes a revision

R-Pertinence (R ∩ I)/R revisions that edit incorrect prefixes (adapted precision)
R-Appropriateness (R ∩ I)/I incorrect prefixes that are revised (adapted recall)

A-Pertinence (A ∩ C)/A additions upon correct prefixes (adapted precision)
A-Appropriateness (A ∩ C)/C correct prefixes that are not revised (adapted recall)

Re-Pertinence (Re ∩ I)/R revisions that effectively edit incorrect prefixes
Re-Appropriateness (Re ∩ I)/I incorrect prefixes that are revised effectively

Table 4: Proposed metrics for evaluating recomputation and revision policies. N is the total number of time steps.

be further weighted by how often and how far in
the sentence processing they happen. Similarly,
edits can be assessed by their correction time and
survival time (Baumann, 2013).

4.5 Ideal Processor
Let us now delineate the ideal behaviour of a revi-
sion policy for an incremental sequence labelling
model. A utopian model would always output the
correct label and thus never need to produce ed-
its or revisions (Kahardipraja et al., 2023).12 But
due to the incremental nature of language process-
ing, models should not be penalised for building
hypotheses that are locally valid, as long as a revi-
sion is timely triggered. That is, however, complex
to know in raw textual input where local ambigui-
ties are not identified. Instead, we can characterise
an outlook according to desirable principles and
available resources. In scenarios with an infinite
time budget, we can simply wait for the input to be
complete. If computation budget can be afforded,
restart-incrementality is a good fit. But the con-
straints are not always so loose.

An ideal revision policy should thus revise as
rarely as possible for stability. If a prefix/label is
correct, the policy should avoid revising it, whereas
an incorrect prefix/label should be revised (maybe
not immediately, but eventually). It should always
trigger effective, convenient, and definite revisions,
preferably in earlier time steps.13 Recurrent or os-
cillating revisions cause more instability and should
be avoided. Innovative edits are preferable (as long
as they are effective), and short range is better to be
combined with delay strategies. Connectedness is
a relevant dimension for BIO labelling schemes: If,

12That is indeed the case for strictly monotonic models if
we use their final output as gold standard.

13In the beginning, the absence of both right and left context
makes prediction harder. Towards the end, the availability of
more left context should lead to less, and better, revisions.

for instance, the beginning label is edited, ideally
the middle labels should change simultaneously. Fi-
nally, accompanied edits can be further evaluated in
their relation to each other and the linguistic input.
A good recomputation policy should, additionally,
always result in active revisions.

In terms of metrics, R-Pertinence and A-
Appropriateness should be exactly 1, i.e. all re-
visions should occur upon incorrect prefixes and
all correct prefixes should not be revised. A-
Pertinence and R-Appropriateness should be as
high as possible, but cannot be expected to be ex-
actly 1 because it may take some time steps until
the input that actually resolves the ambiguity or
mistake is observed.

5 Architecture Profiling

We now apply our methodology to profile the revi-
sion policy behaviour of three models: The refer-
ence restart-incremental Transformer and the two
TAPIR variations, which have a recomputation pol-
icy, proposed by Kahardipraja et al. (2023). We
evaluate them on three sequence labelling tasks:
Slot filling (Coucke et al., 2018), POS tagging (Sil-
veira et al., 2014) and NER (Tjong Kim Sang and
De Meulder, 2003), using the final output as gold
standard.14 Note that the same profiling can be
applied to any model with the ability of performing
revisions on any sequence labelling task.

Quantitative Assessment Table 5 shows that the
recomputation policy implemented in TAPIR re-
duces the number of restarts to between 10% and
25% in comparison to the restart incremental ap-

14Here we use only the buffer outputs to evaluate the re-
sulting revisions on prefixes that would have been passed on
to downstream processors. We do not consider the tempo-
rary outputs of the LSTM that the original model had access
to when deciding to perform a recomputation. Please refer
to the original paper for the details on non-incremental and
incremental performance on these tasks.
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% recomputation % active recomputation % revision

NER POS Slot NER POS Slot NER POS Slot

Rest.Incremental-Transformer 100.00 100.00 100.00 7.77 19.29 21.23 7.77 19.29 21.23
TAPIR-LTReviser 13.77 24.52 20.34 20.23 39.55 39.44 2.78 9.69 8.02
TAPIR-TrfReviser 10.36 20.23 21.41 25.36 34.09 33.65 2.62 6.89 7.20

Table 5: Rate of (active) recomputations and of revisions for each model and task.
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Slot POS NER
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Slot
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NER

Figure 3: Revision metrics for all models and tasks. The white lines represent only the effective revisions.

proach, considerably alleviating the computation
load; the number of revisions is also 2 to 3 times
lower. Still, only up to 40% of the remaining recom-
putations are active, which means that the use of
computational budget is still suboptimal. Further-
more, in Figure 3 we see that A-Appropriateness
is very close to 1, as it should be. R-Pertinence
is slightly below the ideal 1, but still greater than
0.8 in all cases, although it is around 0.1 lower
when only effective revisions are considered. A-
Pertinence is at similar values, with a lower re-
sult for POS-tagging. R-Appropriateness and Re-
appropriateness, however, are low in the restart-
incremental Transformer and becomes even lower
in the TAPIR models.

This may be evidence that the TAPIR models are
waiting for more input before deciding to recom-
pute an incorrect prefix, which is in line with the
shifts in the distributions we observe in Figure 4.
TAPIR tends to have more revisions towards the end
of the sentence than the restart-incremental Trans-
former. This strategy can indeed help revisions be
more effective, given that more left context is avail-
able, but it also results in having to wait longer for
final decisions, which is not ideal.

The cumulative distributions of the fraction of
time steps with revisions per sentence, shown in
Figure 5, illustrate that the policy reduces the num-
ber of revisions per sentence: 50% or less of the
sentences have no revisions in the naive policy,
which makes all recomputation effort be used to
perform only an addition, while TAPIR’s policy
caused more sentences to not trigger revisions.

RI-Transformer Tapir-LT Tapir-Trf

model
0

20

40

60

80

100

%

Slot POS NER

Figure 4: How far in the sentence processing (% of time
steps or tokens) revisions occur.

Qualitative Assessment Figures 6 and 7 show
the percentages of edits and revisions types to char-
acterise TAPIR-TrfReviser’s policy. In terms of ed-
its, most are effective, convenient, innovative and
steady. Only around 50% are short range, which
means that delay strategies would have limited im-
provements in reducing edit overhead. For slot fill-
ing, around 20% of the edits occur in the last time
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Figure 5: Proportion of time steps with revisions per
sentence (cumulative).
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Figure 6: Edits by TAPIR-TrfReviser’s policy.

step, which is undesired, because it means that the
intermediate predictions for these labels are wrong
until the model processes the full sentence.

Regarding revisions, TAPIR’s policy works best
for POS-tagging in terms of effectiveness, conve-
nience, oscillation and recurrence, and worse for
slot filling. Most of the edits are isolated, which
means that recomputations have been performed
for the full partial input to only result in one edit.
The proportion of short vs. long range and tem-
porary vs. definite revisions was, in general, bal-
anced. We also see that proportionally fewer re-
visions occurred in the final step. Although the
high percentage of intermediate revisions is high,
Figure 4 shows that they are happening towards
the end, which prevents incremental subprocessors
to reliably count on the intermediate outputs. Slot
filling is, here, an example of the occurrence of
final revisions being less than ideal.

Based on these results, we conclude that TAPIR’s
policy is very successful in reducing the number of
recomputations and also in revising less, but there
is room for improving the quality of the resulting
revisions, both in terms of metrics and of charac-
teristics. This speaks for a more dedicated revision
policy that could avoid full recomputations and use
the state of the incremental chart and internal rep-
resentations of the model for a more fine-grained
prediction of which labels should change.

6 Conclusion

In this work, we have argued that the importance of
a solid evaluation framework for revision policies

Slot POS NER
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inconvenient
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recurrent
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stable
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connected edits

disconnected edits
dis and connected edits

short range
long range

short and long range
temporary

definite
intermediate

final

74.9 87.3 82.1
16.6 7.8 12.5
8.5 4.9 5.3

87.1 93.8 89.9
12.9 6.2 10.1
59.0 85.0 83.0
41.0 15.0 17.0
72.9 76.5 63.3
27.1 23.5 36.7
61.8 72.2 78.3
38.2 27.8 21.7
28.8 8.9 11.6
67.9 87.1 85.9
3.3 4.0 2.5

50.7 45.0 43.4
31.9 41.9 48.4
17.5 13.0 8.3
46.3 51.9 41.6
53.7 48.1 58.4
80.1 91.5 94.3
19.9 8.5 5.7

Figure 7: Revisions by TAPIR-TrfReviser’s policy.

in incremental sequence labelling cannot be over-
stated. Despite being very useful to capture some
incremental aspects like instability or timeliness,
existing evaluation metrics set aside other major
strands of revisions. To fill that void, we have
introduced metrics, characteristics and rationale
to support the analysis of revision policies. This
methodology serves as a tool to ascertain their qual-
ity, to determine their appropriateness in different
contexts and to compare different policies.

We identify a few more roads to quality: The
creation of incremental gold standards containing
locally valid hypothesis, the development of fine-
grained revision policies predicting what to revise
and a more systematic integration of linguistic as-
pects of the input into the evaluation procedure.
For those willing to drive those routes, we hope our
methodology has paved the road well.
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Abstract
Entrainment is a phenomenon that occurs
across several modalities and at different lin-
guistic levels in conversation. Previous work
has shown that its effects may be modulated by
conversation extrinsic factors, such as the rela-
tion between the interlocutors or the speakers’
traits. The current study investigates the role
of conversation type on laughter entrainment.
Employing dyadic interaction materials in Ger-
man, containing two conversation types (free
dialogues and task-based interactions), we ana-
lyzed three measures of entrainment previously
proposed in the literature. The results show
that the entrainment effects depend on the type
of conversation, with two of the investigated
measures being affected by this factor. These
findings represent further evidence towards the
role of situational aspects as a mediating factor
in conversation.

1 Introduction

An aspect frequently observed in conversation is
the fact that interlocutors become more similar to
each other during their interaction, a phenomenon
called, among other terms, entrainment. It has been
seen to occur for different linguistic levels (e.g.,
syntactic Branigan et al., 2000, lexical Brennan
and Clark, 1996; Nenkova et al., 2008, acoustic
Pardo, 2006; Levitan et al., 2015), but also with re-
spect to non-verbal behaviour (Edlund et al., 2009).
Moreover, entrainment effects can be seen both
on the form level (adopting the same structures),
and on the temporal level, through an increase in
temporal co-ordination between interlocutors.

Different points of view on the mechanisms be-
hind entrainment exist, with some viewing it as an
automatic process (Pickering and Garrod, 2004),
while others arguing that the occurrence of entrain-
ment depends on social factors (Pardo, 2012). This
latter viewpoint seems to be supported by stud-
ies finding that various conversation aspects (e.g.,
the role of the interlocutors in the conversation

Beňuš et al., 2014; Reichel et al., 2018, their rela-
tion Menshikova et al., 2021) or individual factors
(e.g., speaker traits Lewandowski and Jilka, 2019,
native language Kim et al., 2011) may modulate or
interact with entrainment.

Laughter is one of the most often encoun-
tered non-verbal vocalisations in spoken interac-
tion (Trouvain and Truong, 2012a), having a wide
range of roles in communication, including social
(Glenn, 2003) and linguistic (Mazzocconi et al.,
2020; Ludusan and Schuppler, 2022). Laughter
has been found to be subject to entrainment effects.
Interlocutors become more similar in their acoustic
realization of laughter, as well as in the timing of
their laughter productions (Trouvain and Truong,
2012b; Ludusan and Wagner, 2019). Laughter pro-
duction may be affected by external factors, such
as the gender of the speaker or the familiarity of
the interlocutors (Smoski and Bachorowski, 2003).
However, no evidence exists towards these factors
modulating the amount of entrainment in laugh-
ter, with previous works investigating these aspects
finding no effect of familiarity on entrainment mea-
sures (Trouvain and Truong, 2012b; Ludusan and
Wagner, 2022).

We investigate here the effect of one conversa-
tion factor, namely the conversation type, on en-
trainment. We define by conversation type the na-
ture of the interaction, considering it to be either
task-based, in which the conversation partners have
a specific task to solve during their interaction, or
free dialogue, in which interlocutors chat freely
about topics of their choice. In particular, we eval-
uate the role of conversation type (free dialogue
vs. two different types of task-based dialogues) on
three measures of laughter entrainment.

2 Materials

Materials from two corpora, the GRASS corpus
(Schuppler et al., 2014) and the DUEL corpus
(Hough et al., 2016) were used for the experiments.
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Type Class Corpus Duration
#Dyads Gender Age #Laughter

[min] f-f f-m m-m events
free GR GRASS 769 13 4 4 5 30.5 2272
task DA DUEL 103 7 4 2 1 22.7 442
task FS DUEL 104 8 2 5 1 23.1 737

Table 1: Information on the data used in this analysis: conversation type (free dialogue or task-based), conversation
class (DA/FS/GR), the source corpus (DUEL/GRASS), total duration, number of dyads included, gender composition
of the dyads (f-f, f-m, or m-m), average age of the speakers, and number of produced laughter events.

The GRASS corpus (GR) contains both read
materials and conversations between two persons.
We employed here the latter subset of the corpus, in
which the interlocutors (19 dyads), native speakers
of Austrian German, were recorded chatting for one
hour straight. The interlocutors knew each other
beforehand, being either colleagues, friends, family
members or couples. They were asked to chat about
whichever subject(s) they desired, with some pairs
simply continuing the discussion they had before
the recording started. This resulted in spontaneous
conversations including a wide variety of topics,
such as about vacations, local issues, work, family
or relationship problems and public figures. The
materials were orthographically transcribed and
annotated for conversational phenomena, including
laughter (both laughs and speech-laughs).

The second corpus, DUEL, contains dyadic inter-
actions between native speakers of three languages:
French, German and Mandarin Chinese. Two dif-
ferent scenarios from the German part of the corpus
were employed here: Dream Apartment (DA) and
Film Script (FS). For the DA scenario, the inter-
locutors were told they had a large sum of money to
design and furnish an apartment they would have to
share. In the FS task, they were supposed to come
up with the script for a film, based on an embar-
rassing moment, which could have been inspired
from personal experience. The considered mate-
rials were recorded by 10 dyads/scenario (which
differed between the two scenarios). The dyads
were all students, the majority of them being col-
leagues/friends, but also some pairs consisting of
strangers. The corpus was orthographically tran-
scribed and annotated for laughter and other con-
versational phenomena.

In order to control for the effect the relation be-
tween interlocutors might have on entrainment, we
did not consider in our analysis the recordings from
the GRASS corpus that involved family members
or couples (6 dyads). Similarly, we excluded those

between strangers from the DUEL corpus (4 dyads).
In this way, the dyads from both corpora were ei-
ther colleagues or friends. Detailed information on
the datasets considered in the analyses and their
characteristics can be found in Table 1.

3 Methods

We investigated three measures previously em-
ployed in the study of laughter entrainment, all
of which were computed at the dyad level. They
included both temporal-related entrainment mea-
sures such as the amount of overlapping laughter
produced by the interlocutors and the synchrony
of the produced laughter, and form-related ones,
namely the difference in maximum intensity be-
tween non-consecutive and consecutive laughter
produced by the speakers in the dyad. We exam-
ined whether the results of these measures varied
with the conversation type (free vs. task-based di-
alogue), while also considering a second analysis
level, the conversation class (examining here three
classes: GR, DA, FS).

The first measure, the amount of overlapping
laughter, was inspired by the temporal alignment
proposed by Trouvain and Truong (2012b) as a
measure of laughter entrainment. A higher amount
of overlapping laughter implies a higher level of en-
trainment. The measure was determined by count-
ing all events in which the two interlocutors were
laughing at the same time (we took into account
any amount of overlap), as well as the total num-
ber of laughter events produced during the interac-
tion. We then applied logistic regression models to
test the differences between the various conditions
(conversation type/class), by considering the odds
of overlapping laughter, represented by the pair
(overlapping laughter counts, total laughter counts -
overlapping laughter counts) as dependent variable
of the model and the condition as predictor.

For the synchrony measure, we applied the pro-
cess described in Ludusan and Wagner (2019).
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However, since we had recordings of different
lengths within and across datasets, we did not split
the recordings into a fixed number of bins. Instead,
we used bins of equal duration – 90 seconds (15
minutes / 10 bins, as in Ludusan and Wagner 2019).
We then counted the number of laughter events pro-
duced by each speaker in each bin and computed
the synchrony, defined as the Spearman ρ correla-
tion coefficient between the vectors composed of
the binned laughter counts of the interlocutors in a
conversation. Positive values of this measure rep-
resent entrainment. These first two measures were
computed on the data from all 28 dyads included
in the study.

The form-related measure characterizes the sim-
ilarity of consecutive laughter pairs produced by
the interlocutors in terms of maximum speech sig-
nal intensity (Ludusan and Wagner, 2022). The
intensity was computed by means of the Praat soft-
ware (Boersma and Weenink, 2020), employing a
minimum pitch of 75 Hz and subtracting the mi-
crophone DC offset. The maximum value over
each laughter event was then considered for this en-
trainment measure. Consecutive laughter pairs are
composed of the laughter event of a speaker either
overlapping with or followed within one second, by
a laughter produced by their interlocutor (similar to
the definition of antiphonal laughter in Smoski and
Bachorowski 2003). We then compared the differ-
ence in intensity between the laughter events of a
consecutive pair (intDC) with the same measure
computed between the events of non-consecutive
laughter pairs (intDN ). Non-consecutive pairs
were composed of a laughter event from a con-
secutive laughter pair, and a randomly sampled
laughter produced by the interlocutor, except for
the one in the same consecutive pair (see Ludusan
and Wagner 2022 for more details). The measure
was then defined as: intDN - intDC , with pos-
itive values denoting entrainment. This measure
was analyzed for 27 dyads, those which produced
at least 5 consecutive laughter pairs (one all-male
dyad from the GRASS subset was removed).

In addition to comparing these three measures
across conversation types, we also determined
whether the obtained values represent entrainment
or not. For the intensity-based measure, a posi-
tive value significantly different from 0 denotes
entrainment, and the opposite effect for negative
values. For the overlapping laughter and the syn-
chrony measures, we determined whether the dyads

achieved entrainment, by comparing their value
with those obtained for all pseudo-dyads, similarly
to previous work on entrainment (e.g, Ramseyer
and Tschacher, 2010). For each dyad in the investi-
gated subset, we created pseudo-dyads, by putting
together the speech of each speaker within the dyad
with all other speakers in that subset, but the one
from the same dyad. For each created pseudo-dyad,
the two entrainment measures were computed and
the average value across all pseudo-dyads was com-
pared to the entrainment measure of the actual dyad.
If the latter was significantly higher than the former,
it represented entrainment, while a significantly
lower value meant disentrainment.

Finally, there are characteristics which we could
not control for in the analyzed data and which may
influence laughter production and possibly, indi-
rectly, its entrainment. Therefore, we examined
any effect that dyad gender composition (two clas-
sifications: f-f/f-m/m-m or same/mixed-gender) or
age (two measures: absolute age difference or aver-
age age of the dyad) may have on the entrainment
measure.

For all analyses except for the ones pertaining
to the overlapping laughter measure (which em-
ployed logistic regression), linear regression mod-
els were fitted with the respective measure values
as dependent variable and the various factors in-
vestigated as predictors. In case the residuals of
the fitted models were found to be not normally
distributed (by means of a Shapiro-Wilk test), we
applied a corresponding non-parametric method:
either a Wilcoxon rank-sum test (for two groups),
or a Kruskal-Wallis test (for three groups). To
determine whether the studied measures show en-
trainment on each subset we compared them (either
with the 0 level or with the value obtained for the
pseudo-dyads) by means of t-tests or Wilcoxon
tests (if the samples were not normally distributed).
All statistical analyses were run using the appro-
priate functions of the R software (R Core Team,
2020).

4 Results

The values of the three investigated measures
across the considered conversation types and
classes are illustrated in Figure 1 and Figure 2, re-
spectively.

In terms of percentage of overlapping laugh-
ter between the interlocutors, both conversation
types showed entrainment (Figure 1, left panel),
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Figure 1: The results of the investigated entrainment measures, with respect to the considered conversation types:
overlapping laughter (left panel), synchrony (middle panel) and form-related measure (right panel). The horizontal
line represents the median value, the hinges of the boxes the first and third quartiles, and the whiskers going up to
1.5*IQR (inter-quartile range) from the hinges.

as revealed by Wilcoxon tests (p = 2.4e−4 for
free dialogues and p = 6.1e−5 for task-based
dialogues). We then investigated the effect of
conversation type on entrainment, by using it as
predictor in a logistic regression model (AIC =
252.3). The difference between the two types was
found to be significant (β = 0.740, z = 8.26, p <
2e−16). When looking at conversation classes
(Figure 2, left panel), entrainment was observed
for GR and for both classes included in the task-
based data: DA (t = 8.26, p = 1.7e−4) and FS
(t = 5.70, p = 7.3e−4). The ANOVA analysis
of the logistic model fitted with the overlapping
laughter odds as dependent variable and the class
as independent variable (Akaike Information Cri-
terion, AIC = 254.2), revealed a significant effect
of class (χ2 = 67.3, p = 2.4e−15). Moreover, the
model showed that the differences between GR
and each of the other two classes were significant:
DA (β = 0.752, z = 6.07, p = 1.3e−9) and FS
(β = 0.733, z = 7.08, p = 1.5e−12). No signifi-
cant difference was found between the DA and FS.
Lastly, we verified, by means of logistic regression,
whether the age (mean or difference) of the con-
versation partners or the dyad composition (exact
composition or same/mixed) may play a role in
the production of overlapping laughter. All but the
age difference showed a significant effect, although
the fit of these models was worse than that of the
models employing the conversation class or type as
predictor (the best of these four models had an AIC
of 296.5 – lower AIC represents a better model).

For the synchrony measure, we observed en-
trainment for both free and task-based dialogues
(Figure 1, middle panel): t = 9.32, p = 7.6e−7

and t = 3.28, p = 0.005, respectively. The dif-
ference between conversation types was not sig-
nificant, as given by a Wilcoxon rank sum test

(p = 0.339). At the level of conversation classes
(Figure 2, middle panel), entrainment effects were
observed only for FS (t = 2.99, p = 0.020), in
addition to GR. A Kruskal-Wallis test showed no
significant overall difference between conversation
classes (χ2 = 2.33, p = 0.312), but pairwise dif-
ferences were found between GR and DA, using
a Wilcoxon test (p = 0.024). Additional Kruskal-
Wallis tests revealed no significant effects of age or
dyad gender composition.

The last measure, defined as the difference
in maximum intensity between non-consecutive
and consecutive laughter pairs (Figure 1, right
panel), was found to entrain for free dialogues
(t = 4.92, p = 4.6e−4), but not for the task-based
ones (t = 0.44, p = 0.67). A significant differ-
ence was observed between conversation types, as
given by the ANOVA of the fitted linear model
(F = 7.96, p = 0.009). A similar linear regression
model, using the intensity difference as dependent
variable and the conversation class as predictor was
then fitted (Figure 2, right panel). The ANOVA
analysis of this model revealed a significant over-
all effect of class (F = 5.50, p = 0.011), with
the difference between GR and DA reaching sig-
nificance (β = −0.207, z = −3.30, p = 0.003).
None of the subsequent linear models, fitted with
the gender make-up of the dyad and the age mea-
sures as predictors, showed a significant effect of
these factors.

5 Discussion and conclusions

Our findings paint a complex relationship between
the investigated entrainment measures and the dif-
ferent conversation types/classes considered here.
We found entrainment across the various dialogues
types/classes, and differences between types and
some classes (overlapping laughter), entrainment
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Figure 2: The results of the investigated entrainment measures, with respect to the considered conversation classes:
overlapping laughter (left panel), synchrony (middle panel) and form-related measure (right panel). The horizontal
line represents the median value, the hinges of the boxes the first and third quartiles, and the whiskers going up to
1.5*IQR (inter-quartile range) from the hinges.

across types, but not for all classes, and some dif-
ferences between classes (synchrony), entrainment
for one type only and differences between some
classes (intensity measure). An effect of conver-
sation type/class was observed when controlling
for the relation between interlocutors, while other
dimensions of variability between the different sub-
sets used (age of interlocutors, gender composition
of the dyad) had either no significant effect, or ex-
plained the differences in entrainment worse than
the conversation type/class.

Another factor of variability may be the fact
that the interlocutors in the analyzed corpora
spoke different varieties of German and came from
slightly different cultures. Yet, evidence from stud-
ies that examined laughter entrainment measures
cross-linguistically/culturally (Ludusan and Wag-
ner, 2019, 2022), showed no language/culture dif-
ferences for more distant language pairs (German-
Chinese and French-Chinese) than the ones here.
One could assume, instead, that the observed dif-
ferences stem from the fact that task-based interac-
tions require a higher cognitive load, and previous
studies have shown that a higher cognitive load
may impede entrainment (Abel and Babel, 2017).
However, our results did not show an inverse re-
lation between the level of entrainment and the
difficulty of the task. Some of the values of the
studied measures revealed either the opposite ten-
dency or similar trends between task-based and free
dialogue interactions. These findings indicate that
what is being captured by our conversation type
factor differs from cognitive load.

The results obtained for the overlapping laughter
measure, with the free dialogue/GR values being
significantly lower than for the other cases, may
seem surprising, especially considering that syn-
chrony, another measure of temporal alignment,

suggests rather the opposite. It might be that the
overlap measure employed here is too strict. Since
mirthful laughter, which is predominant in the FS
data and partly in the DA recordings, is generally
longer than social laughter, it is more likely that,
when the conversation partner joins in laughing
in response to a mirthful laughter, their laughter
will overlap that of their interlocutor. A more ap-
propriate measure could be one that takes into ac-
count also the interval immediately following the
produced laughter, such as the antiphonal laughter
definition of Smoski and Bachorowski (2003).

To conclude, our findings represent further evi-
dence for entrainment not being a fully automatic
process (Pardo, 2012), but that different factors
(here, the conversation type) may influence it and
should be taken into account when investigating
this phenomenon. As future work, on the one hand,
we would like to tease apart the effect of conver-
sation type on entrainment from that potentially
brought by laughter type, since the employed dia-
logues contain different types of laughter. One the
other hand, our results raise further questions about
the potential effect of conversation type on the en-
trainment of other levels. Thus, extending this in-
vestigation to conversation elements/linguistic lev-
els previously shown to be subject to entrainment
is highly desirable. This will shed further light on
the role of entrainment in human communication
and will also allow more realistic implementations
of this phenomenon in spoken dialogue systems
(e.g., Stoyanchev and Stent, 2009; Duplessis et al.,
2017).
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Abstract

Referential ambiguities arise in dialogue when
a referring expression does not uniquely iden-
tify the intended referent for the addressee. Ad-
dressees usually detect such ambiguities im-
mediately and work with the speaker to re-
pair it using meta-communicative, Clarifica-
tional Exchanges (CE1): a Clarification Re-
quest (CR) and a response. Here, we argue
that the ability to generate and respond to CRs
imposes specific constraints on the architecture
and objective functions of multi-modal, visu-
ally grounded dialogue models. We use the
SIMMC 2.0 dataset to evaluate the ability of
different state-of-the-art model architectures
to process CEs, with a metric that probes the
contextual updates that arise from them in the
model. We find that language-based models are
able to encode simple multi-modal semantic
information and process some CEs, excelling
with those related to the dialogue history, whilst
multi-modal models can use additional learn-
ing objectives to obtain disentangled object rep-
resentations, which become crucial to handle
complex referential ambiguities across modali-
ties overall2.

1 Introduction

In dialogue, people work together on a moment
by moment basis to achieve shared understanding
and coordination (Clark, 1996; Clark and Brennan,
1991; Goodwin, 1981; Healey et al., 2018; Mills,
2007). A key mechanism people use to repair
misunderstandings when they occur is via meta-
communicative, clarificational exchanges (CE): a
clarification request (CR) followed by a response
(see Fig. 1). CRs are a highly complex phe-
nomenon: they are multi-modal (Benotti and Black-
burn, 2021), highly context-dependent with differ-
ent forms and interpretations (Purver, 2004; Purver

1Not to be confused with, but related to Clarification Ellip-
sis as used in e.g. Fernández and Ginzburg (2002)

2The source code and evaluation experiments are available
at https://github.com/JChiyah/what-are-you-referring-to

Figure 1: Example referential ambiguity and clarifica-
tion in SIMMC 2.0 dialogues.

and Ginzburg, 2004), and can occur at different lev-
els of communication on Clark’s (1996) joint action
ladder (Schlangen, 2004; Benotti and Blackburn,
2021). But while the crucial role of generating and
responding to CRs in dialogue systems has long
been recognised (San-Segundo et al., 2001; Rieser
and Moore, 2005; Rodríguez and Schlangen, 2004;
Rieser and Lemon, 2006), CRs still remain an un-
derstudied phenomenon (Benotti and Blackburn,
2021), especially in the context of recent successes
in multi-modal dialogue modelling (Suglia et al.,
2021; Wang et al., 2020; Chen et al., 2020; Guo
et al., 2022; Das et al., 2017; Chen et al., 2021;
Agarwal et al., 2020). There is recent work related
to identifying when to pose a CR (Madureira and
Schlangen, 2023; Zhu et al., 2021; Shi et al., 2022),
but few evaluate the ability of models to process
their responses (Gervits et al., 2021; Aliannejadi
et al., 2021).

In this paper, we use CRs as a testbed for study-
ing and evaluating different neural dialogue model
architectures (see also Madureira and Schlangen
(2023)). We focus on referential CRs occurring
at level three of Clark’s (1996) action ladder: that
of understanding. We provide a framework for
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evaluating how well multi-modal dialogue mod-
els are able to exploit referential CEs to resolve
ambiguous referential descriptions. We use this
framework to probe several state-of-the-art models
proposed for the SIMMC 2.0 Challenge (Kottur
et al., 2021) trained to resolve situated multi-modal
coreferences with CEs found in the SIMMC 2.0
dataset itself.

The results indicate that the ability of a model
to exploit CRs to resolve referential ambiguities
depends on the level of granularity of the model’s
cross-modal representations, i.e. how well informa-
tion about different object attributes is represented.
In particular, we find that the model that includes a
training objective designed for predicting object at-
tributes in a multi-task setup performs significantly
better than the rest which was not optimised with
this objective. This is in line with findings in Suglia
et al. (2020) who show that having disentangled
object representations (Bengio et al., 2013) allows
models to better partition the search space of poten-
tial referents; and thereby better exploit effective
object attributes in disambiguation.

2 Dataset

We used the SIMMC 2.0 dataset (Kottur et al.,
2021), which is a collection of multi-modal task-
oriented dialogues, where both the system and the
agent are situated in the same virtual environment.
The dataset dialogues have a high degree of ambi-
guity and use rich referring expressions due to the
overlap of many similar-looking objects (e.g., 5 red
t-shirts in view); dialogues with references to mul-
tiple and previously discussed objects (mean 4.5
unique objects referenced per dialogue, SD: 2.4);
and changing points of view throughout dialogues
with partially observed objects. Thus, referential
ambiguities in both the visual and conversational
contexts are common. Furthermore, other common
datasets do not contain coordination phenomena ex-
hibited in SIMMC 2.0 (i.e. GuessWhat?! (de Vries
et al., 2017)) or have a mixture of CRs which fo-
cuses solely on multi-modal referential ambiguities
(e.g., Photobook (Haber et al., 2019)).

2.1 Dataset Details

In the SIMMC 2.0 dataset (Kottur et al., 2021),
the agent acts as the shopping assistant to a user
in a virtual shop. It encompasses the domains of
fashion and furniture over 11,244 dialogues and it
was collected using a mix of dialogue self-play and

crowd-sourcing. The dataset is originally split into
train/dev/devtest/test-std with 65% /
5% / 15% / 15% of the dialogues respectively.

Each dialogue is complemented by images of the
environment scene and rich metadata annotations.
Some dialogues have multiple scene images with
partially overlapping sets of objects, requiring mod-
els to carry over information from previous view-
points. On average, dialogues have 5.2 utterance
pairs (user-assistant) and associated scenes have a
mean of 27.6 objects, with some of them reaching
up to a maximum of 141 items. Table 1 shows a
dialogue from the dataset, refer to Appendix B for
further samples.

USR Hello, do you have any jackets for me to
look at?

SYS Sure, what do you think of the light grey
jacket hanging up high at the back left?

USR Do you have anything with a similar size
range to the black sweater beside the light
grey jacket?

SYS Sorry, I don’t have anything similar to that
Before-CR USR What size is that sweater anyways? [Ref-

erential Ambiguity]
CR SYS The black one? [Clarification Request]

After-CR USR Yes exactly [Clarification]
- Tags in CE: Individual Property

Table 1: Sample dialogue with a CE from the SIMMC
2.0 dataset.

Since the gold data from the test-std split
is not available, we used the devtest data for
our evaluation. Thus, some of the model object F1
scores may differ from their respective papers by a
few decimals.

2.2 CRs in SIMMC 2.0
We focus on the clarificational sub-dialogues from
the SIMMC 2.0 dataset. During the challenge,
the dataset authors proposed several tasks, two of
which are relevant here: Multi-modal Disambigua-
tion (detecting whether the system has enough in-
formation to identify a unique object or is ambigu-
ous) and Multi-modal Coreference Resolution (find
the objects mentioned by the user). The dataset
provides annotations that mark whether a turn is
ambiguous or not, and which objects are referred to.
Models were implicitly required to handle them as
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part of longer conversations, although the challenge
did not explore clarifications in-depth. We choose
this dataset for studying CRs for two main reasons:
1) it contains complex multi-modal dialogues with
gold labels for referential ambiguity; 2) it focuses
on tasks such as disambiguation and coreference
resolution in multi-modal settings that are directly
related with the problem of CR resolution.

2.3 Clarification Taxonomy

To evaluate how models handle CEs, we need to
understand their ability to exploit fine-grained con-
textual information across modalities beyond level
three of Clark’s (1996) action ladder. Therefore,
we derive a taxonomy of different types of clari-
fications depending on the information or Disam-
biguating Property exploited to resolve them: 1)
Individual Property, such as object colour or state
(i.e., “The red jacket hanging”); 2) Dialogue His-
tory, such as referring to previously mentioned
objects (i.e., “the one you recommended”); and
3) Relational, such as position or their relation
to other objects in the scene (i.e., “the left shirt,
next to the central rack”).

These types are not mutually exclusive, and thus
we often find that CRs are resolved with comple-
mentary information (i.e., “The green dress on the
right”). Refer to Appendix B for discourse and
taxonomy samples.

3 Experimental Setup

3.1 Clarification Extraction and Tagging

This section gives a summary of how we extracted
the clarifications from the SIMMC 2.0 dataset us-
ing the gold annotations and tagged them using our
taxonomy from Section 2.3.

When a turn is annotated as ambiguous, the
system generates a CR (e.g., “which one do you
mean?”). We label as Before-CR the user utter-
ances preceding a CR (the user gave ambiguous
information); whereas we label as After-CR the
following user utterances that resolve the ambiguity.
We obtain a subset of CEs (10% of all system turns
are CRs) which we use for the analysis. Finally,
we use a keyword-based method to tag the disam-
biguating properties exploited for clarifications (cf.
Appendix A).

3.2 Metrics

We follow the SIMMC 2.0 evaluation protocol and
measure coreference resolution performance using

Object F1, derived as the mean of recall and pre-
cision for the predicted objects at each turn, as
defined in (Kottur et al., 2021).

Along with object F1, we look at the difference
in F1 between the turns before and after a clarifica-
tion. Intuitively, a model that can process clarifica-
tions will improve after one, reflecting a higher F1
in the set of turns after a CR. Similarly, the turns
before a CR may perform poorly, signalling confu-
sion or uncertainty in general. We take this as the
Relative Delta ∆ to compare it across models.

3.3 Models
For our evaluation, we selected publicly available
state-of-the-art models that took part in the SIMMC
2.0 challenge3. We give the relevant model details
below, but please refer to original papers for addi-
tional architectural information.

Language-based We use two GPT-2-based
(Radford et al., 2019) models: the Baseline
(BaselineGPT−2 ) from Kottur et al. (2021) (36.6%
Object F1 ↑); and an improved version from one of
the challenge participant teams (Hemanthage and
Lemon, 2022), GroundedLanGPT−2 (67.8% F1 ↑).
Both models are similar and treat the task as a gen-
eration task, and are jointly trained with other goals
in the challenge (coreference resolution, dialogue
state tracking and response generation).

Vision-and-Language We take LXMERT-based
(Tan and Bansal, 2019) model (Chiyah-Garcia
et al., 2022) (V isLanLXMERT , 68.6% F1 ↑) that
combines the images from the visual scenes and
the dialogue to predict the coreferenced objects at
each turn. It extracts object attributes from a De-
tectron2 model (Wu et al., 2019) to use as textual
descriptions along with the visual features. For
each object in the scene, it outputs a probability for
the object being referenced in that turn and selects
those above a threshold. This model is only trained
on coreference resolution.

Language-Vision-and-Relational We use the
model of the coreference challenge winner team
(Lee et al., 2022) (MultiTaskBART , 74% F1 ↑), a
BART-based model (Lewis et al., 2020) trained to
handle all challenge tasks. A pretrained ResNet
model (He et al., 2016) encodes each object along
with its non-visual attributes, a learnable embed-
ding that is later mapped to match the dimension

3Not all models were public and some had missing code
or weights.
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Model BaselineGPT−2 GroundedLanGPT−2 V isLanLXMERT MultiTaskBART

Split Before-CR After-CR ∆ Before-CR After-CR ∆ Before-CR After-CR ∆ Before-CR After-CR ∆

All Turns 34.3 (.01) 67.8 (.01) 68.6 (.01) 74.0 (.01)
CR Turns 36.4 (.01) 29.1 (.01) -20.1% 64.8 (.01) 67.7 (.01) +4.4% 65.7 (.01) 69.2 (.01) +5.4% 66.9 (.01) 74.3 (.01) +11.1%

Disambiguating Property
Individual Property 35.4 (.02) 27.4 (.01) -22.7% 65.0 (.02) 68.0 (.02) +4.6% 65.1 (.02) 69.3 (.01) +6.4% 68.0 (.02) 75.7 (.01) +11.3%
Dialogue History 47.6 (.04) 43.7 (.04) -8.2% 81.7 (.03) 82.1 (.03) +0.4% 81.7 (.03) 84.6 (.03) +3.5% 67.2 (.04) 75.7 (.04) +12.6%
Relational Context 32.9 (.02) 25.0 (.02) -24.1% 62.4 (.02) 63.7 (.02) +2.1% 62.7 (.02) 65.0 (.02) +3.7% 66.5 (.02) 72.6 (.02) +9.1%

Table 2: Evaluation results for models at handling CEs with different disambiguating properties. Measured in
Object F1 ↑ (SD) and Relative Delta ∆.

of BART. The model is jointly optimised on mul-
tiple tasks, including several secondary tasks that
enable learning disentangled object representations
(Bengio et al., 2013) through object attribute slot
prediction for each coreferenced object. The object
location is also encoded through the bounding box
information and a location embedding layer. Fi-
nally, the canonical object IDs are used to ground
relations between the object locations, the visual
and non-visual attributes.

4 Experiments

Referential Ambiguities Firstly, we explore
whether referential ambiguities are an issue for
models and if clarifications are thus needed. From
the initial two rows of Table 2, we observe that,
aside from the BaselineGPT−2 model, all other mod-
els perform worse in turns Before-CR than when
evaluating All Turns. This implies that indeed
those utterances lack information to uniquely iden-
tify the referent objects, causing referential ambi-
guities for models and a lower object F1.

We also find that the F1 is higher in turns After-
CR compared to turns Before-CR in all models
but BaselineGPT−2 . This suggests that models can
at least process clarifications in some cases. The
V isLanLXMERT and MultiTaskBART models even
benefit with increased performance in After-CR
turns compared to All Turns.

Regarding the surprisingly high scores for the
BaselineGPT−2 in turns Before-CR and low for
After-CR , we suspect that it is due to the model ex-
ploiting linguistic phenomena along with smart use
of previously mentioned objects and their canonical
IDs, as explained in (Chiyah-Garcia et al., 2022).
The model’s performance drops dramatically when
it is crucial to carry over cross-turn information and
ground it in dialogue which is required After-CR .

Disambiguating Properties Using the CR tax-
onomy (cf. Section 2.3), we probe how models

perform at exploiting different information with
subsets of clarifications (bottom of Table 2).

All models but the baseline show a similar
performance in Before-CR turns that exploit
an Individual Property. GroundedLanGPT−2 and
V isLanLXMERT show a moderate F1 increase in the
following After-CR turns, whereas MultiTaskBART

obtains a more substantial improvement (+11.3%
∆). Individual object properties in this dataset re-
late to concepts in the visual context which may be
difficult to see or complex to understand beyond
colour or shape (e.g., long sleeve or folded).

The GroundedLanGPT−2 model implicitly en-
codes object attributes using a global object ID,
which allows the model to learn latent informa-
tion during training that carries over to evaluation
sets (i.e. <OBJ_256>). On the other hand, the
V isLanLXMERT model encodes colours and shapes
explicitly using textual descriptions (i.e. blue
hoodie) and implicitly in the visual region of in-
terest features, which explains the slightly higher
performance in these particular clarifications. How-
ever, the vision module of V isLanLXMERT is not ex-
plicitly trained to detect complex properties, only
attributes such as colours or shapes (i.e. blue
hoodie), and is instead left to the visual features to
represent this information.

The multi-task learning objectives of
MultiTaskBART help the model obtain more
fine-grained disentangled representations than
using vision alone which helps in resolving
ambiguities related to individual properties. Suglia
et al. (2020) suggests that exploiting explicit object
attributes reduces the potential referents and thus
may also lead to improvements in solving CRs.

GroundedLanGPT−2 and V isLanLXMERT models
perform well when the clarifications are related to
the dialogue context. Their initial F1 (+81%) sug-
gests that they are able to carry information across
turns particularly well and may not even need a
CR in these cases. Both models also improve in
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After-CR turns, with V isLanLXMERT reaching the
highest score for this category. On the other hand,
MultiTaskBART improves its performance to 75.7%
F1 (+12.6% ∆), but it does not display the same
ability to exploit the linguistic context as the other
models. This is likely due to the multi-task formu-
lation involving specific loss functions which focus
on visual and relational information only. Thus,
the model obtains strong visual and relational ob-
ject representations, whilst affecting the quality of
BART’s pre-trained language representations.

Relational clarifications seem to be the most dif-
ficult type to process for models, with the lowest
F1 scores overall. The MultiTaskBART model is
able to exploit this information considerably better
than the other models and improves by a +9.1% to
72.6%. This is an important strength of the model
which extends its ability to encode visual attributes
of the objects with information about the relation-
ships between the objects in the scene. For instance,
this model is able to capture the positions of the ob-
jects in the scene and how they relate to each other.
The V isLanLXMERT model encodes positional infor-
mation such as bounding box coordinates too, but
it is not able to learn from them (Chiyah-Garcia
et al., 2022). This is justified by previous research
by (Salin et al., 2022) that shows how multi-modal
models struggle with concepts such as position, and
that they rely on language bias instead.

5 Conclusion

Referential ambiguities are common in situated hu-
man conversations. We sometimes cannot fully
understand or identify a referred object or event,
and thus we engage in clarification exchanges to re-
solve the ambiguity. In this paper, we analyse how
several state-of-the-art models treat clarifications in
situated multi-modal dialogues using the SIMMC
2.0 dataset. We classify the types of clarifications
by the disambiguating property exploited and then
evaluate the models with subsets of the data.

We find that language-based models perform
well, yet struggle to benefit from clarifications. On
the other hand, vision seems to be an important
(but not essential) addition for models, which helps
processing multi-modal CEs. Paired with a strong
dialogue context, these types of models can per-
form reasonably well and carry information across
turns to better handle clarifications. Finally, encod-
ing relations between objects and their locations,
and using additional learning objectives to predict

attribute slots seems the strongest architecture for
models to handle CEs.

Based on these results, to create improved mod-
els that can resolve referential ambiguities in sit-
uated dialogues, we need holistic object-centric
representations that contain information about at-
tributes and properties (Seitzer et al., 2022), and
that can dynamically change to reflect the informa-
tion exchanges available in the dialogue context.
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A Additional CR Details

A.1 Clarification Tagging Method
The algorithm for CR tagging is based on manual
annotations using the dev set, and then creating
a set of keywords and regexes that would auto-
matically find the disambiguating property used.
Individual Properties include mentions of: colour
(blue), object types (jacket), style (floral), brand
names (Yogi Fit), states (folded) and other (long-
sleeve). The metadata provides all of this informa-
tion that we use as keywords. Other information
such as Relational Context was based on posi-
tional keywords (left, top) and relational with ob-
jects (next to) or the scene (farthest). Dialogue
History was based on linguistic cues and the use
of common structures (i.e. “...in my cart”, “you
mentioned”). We left some CRs as unclassified
(< 0.06% of the data) because they do not provide
any meaningful additional information or are out
of scope (i.e., “What is that lamp made of? - Sorry,
which one? - I’m not sure, I think it’s a lamp”).

During tagging, we applied the algorithm to each
clarification, including both the system CR and
the user response, as the information is sometimes
scattered across turns (i.e., see SYS CR in Dialogue
Sample 1). We manually verified this method and
designed unit tests to ensure correct classification
as the tagging algorithm increased in complexity.

A.2 Ambiguity in SIMMC 2.0 Scenes

Mean Candidate Objects (SD)
Split Type Colour

All Turns 3.10 (5.16) 2.58 (4.23)
CR Turns 5.41 (5.62) 4.53 (4.63)
Disambiguating Property

Individual Property 5.52 (5.69) 4.57 (4.77)
Dialogue History 4.57 (4.82) 4.95 (5.25)
Relational Context 5.78 (5.91) 4.63 (4.66)

Table 3: Statistics about the level of ambiguity in
SIMMC 2.0 based on candidate objects of the same
Type (jacket, t-shirt...) or Colour (blue, yellow...).
These properties alone are not enough to uniquely iden-
tify an object in most cases.

B Corpus Examples

Dialogue Sample 1
USR Hello, do you have any jackets for me to look at?
SYS Sure, what do you think of the light grey jacket hanging up

high at the back left?
USR Do you have anything with a similar size range to the black

sweater beside the light grey jacket?
SYS Sorry, I don’t have anything similar to that

Before-CR USR What size is that sweater anyways? [Referential Ambiguity]
CR SYS The black one? [Clarification Request]

After-CR USR Yes exactly [Clarification]
- Tags in CE: Individual Property

Dialogue Sample 2
USR I need some help picking out a jacket.
SYS Do you like the look of that solid black one hanging in the

bottom row up front on the right?
USR I do like the look of that one. Will you please put that in my

cart?
SYS Sure! I’ll add that black jacket to your cart right now.
USR Now could we look for a grey coat?
SYS There’s a grey coat hanging directly above the black jacket

you like.
Before-CR USR Actually first I’d like to know which brand makes that jacket.

If you have any data on what other customers think of it,
that’d be good to hear too. [Referential Ambiguity]

CR SYS Sorry, which jacket specifically are you curious about? [Clar-
ification Request]

After-CR USR The black one up front next to the skirt [Clarification]
- Tags in CE: Individual Property, Relational

SYS That jacket is a Yogi Fit original, and other buyers have rated
it a 4.0 on average

USR Are there any super ritzy options with stellar reviews?
SYS I don’t see any, sorry. Is there something else I can help you

with?
USR I’d like to find a dress in extra large.
SYS I have a feeling you’ll like the dresses on this first rack up

front and center. Would you wear the purple one on the left,
the brown one on the right, or the grey one in front?

Before-CR USR Woops, I didn’t even ask you what sizes that jacket came in.
[Referential Ambiguity]

CR SYS Which jacket do you want to know the sizes of? [Clarification
Request]

After-CR USR That black one that I had you put in my cart [Clarification]
- Tags in CE: Individual Property, Dialogue
History

Dialogue Sample 3
USR Can you find me a black blouse?
SYS What about this black blouse in the shelf display?

Before-CR USR What’s the size of the grey shirt and the grey and brown shirt?
[Referential Ambiguity]

CR SYS Which shirts are you referring to? [Clarification Request]
After-CR USR I mean the grey shirt on the table display and the grey and

brown shirt next to it [Clarification]
- Tags in CE: Individual Property, Relational
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Abstract
Recent approaches have attempted to personal-
ize dialogue systems by leveraging profile infor-
mation into models. However, this knowledge
is scarce and difficult to obtain, which makes
the extraction/generation of profile information
from dialogues a fundamental asset. To surpass
this limitation, we introduce the Profile Gen-
eration Task (PGTask). We contribute with a
new dataset for this problem, comprising pro-
file sentences aligned with related utterances,
extracted from a corpus of dialogues. Further-
more, using state-of-the-art methods, we pro-
vide a benchmark for profile generation on this
novel dataset. Our experiments disclose the
challenges of profile generation, and we hope
that this introduces a new research direction.

1 Introduction

Building conversational systems that mimic human
attributes has always been a long-term goal in Nat-
ural Language Processing (NLP). Various works
have attempted to leverage speaker profile informa-
tion to improve the consistency of dialogue genera-
tion models (Wu et al., 2020; Xu et al., 2022; Cao
et al., 2022). By incorporating speaker-specific
characteristics, such as age, gender, personality
traits, and cultural background, into the conversa-
tional systems, it is possible to create more person-
alized and human-like interactions. However, for
dialogue systems, this sort of information is scarce
and requires annotation efforts that are expensive to
obtain, so there is a need to build methods that au-
tomatically gather this knowledge from dialogues.

Zhang et al. (2018) introduced PersonaChat, a
dataset comprising a collection of profile sentences
(persona) that reflect each speaker’s individual
characteristics and personal facts. These profiles
serve as a knowledge base for promoting the con-
sistency between utterances from speakers, and
various recent dialogue models have incorporated
this information using diverse techniques (Song
et al., 2020, 2021; Cao et al., 2022).

Figure 1: An example dialogue where each turn contains
the corresponding profile sentence.

Few works have attempted to infer profile in-
formation from PersonaChat dialogues. Gu et al.
(2021) restructured PersonaChat and built the Per-
sona Detection Task, where the goal was to re-
trieve the correct persona amongst a set of dis-
tractor personas. Although introducing an inter-
esting research path, this task is limited to a set
of pre-defined personas, which is not suitable for
extracting profile sentences from unseen conversa-
tional data. Cao et al. (2022) also manipulate Per-
sonaChat to incorporate model-agnostic personas
into the dialogue generation task. Nevertheless, for
the profile generation task, PersonaChat is struc-
tured in a profile-to-dialogue manner and lacks in-
formation about the corresponding profile sentence
per turn, which may become a challenge when the
task becomes extracting profile information from
utterances.

In this work, we introduce the PGTask1, where

1Dataset and code are available at
https://github.com/ruinunca/PGTask.
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the goal is to generate profile sentences given
speaker utterances. For this, we create a new
dataset, the Profile Generation Dataset (PGDataset),
which relates utterances with the respective profile
sentences upon the existing PersonaChat corpus.
In Figure 1, we can observe several examples of
relations between profile sentences and the cor-
responding speaker’s utterance. Notice, however,
that the task is more challenging than just finding,
within the dialogues, utterances that highly relate
to each profile sentence. For instance, the profile
sentence “I like all genres of music.” is probably at
the origin of the utterance “Yes, sometimes I also
listen to classical music.”, but we cannot extract
that profile sentence from that single utterance (the
goal of PGTask).

We framed our problem as an entailment classifi-
cation task and, after human feedback, we reached
the final PGDataset. Finally, we provide results
from three state-of-the-art models trained and eval-
uated in the proposed dataset.

2 Building PGDataset

In this section, we demonstrate how we formulated
our task as an entailment detection problem and
describe the utilization of human experts’ feedback
to build a consistent dataset.

2.1 Modeling Entailment Relations
In the Natural Language Inference (NLI) task, the
goal is to classify the relationship between a pair of
premise and hypothesis sentences into three classes:
entailment (E), neutral (N), and contradiction (C).
Welleck et al. (2019) extended the NLI task to the
dialogue setting and introduced the Dialogue Nat-
ural Language Inference (DNLI) dataset, where
the input sentences consist of dialogue utterances
from PersonaChat. We adopt this procedure and
train a modelMNLI to identify the correct profile
sentences for each utterance in a dialogue.

Consider two sentences si and sj that are con-
catenated into the input x = {si, sj}. First, we
utilize RoBERTa (Liu et al., 2019) to obtain a hid-
den representation h from the input x. Then, we
include a softmax classifier on top of RoBERTa to
obtain the probability distribution over the set of
possible classes. Formally, we obtain the probabil-
ity of label y ∈ {C,N,E} with:

h = RoBERTa(x),

pMNLI (y|x) = softmax(Wh),
(1)

where W is the learnable parameter matrix
from the classification layer. We fine-tune both
RoBERTa and W parameters by maximizing the
log-probability of the correct label.

Datasets Accuracy (%)
DNLI 91.24
MNLI + DNLI 91.75

Table 1: Accuracy of fine-tuned ROBERTA for the test
set of DNLI.

We experiment with two different settings where
we fine-tune RoBERTa only on DNLI and on
MNLI (Williams et al., 2018), a benchmark multi-
genre NLI dataset, and DNLI datasets for better
generalization. Details are provided in Appendix
A. Table 1 shows the results on the test set, where
the latter achieves higher accuracy and is selected
as the annotation model.

2.2 Dataset Annotation
In PersonaChat (Zhang et al., 2018), each dialogue
carries a set of profile sentences for both speak-
ers. Consider a set of n utterances from a speaker,
U = {u1, u2, ..., un}, a set of k profile sentences
P = {p1, p2, ..., pk} from the same speaker, and
the dialogue NLI model from Section 2.1. Then, at
time step t, we can determine one or more profile
sentences st related to utterance ut using:

st = {pi ∈ P :

argmax
y∈{C,N,E}

(pMNLI (y|{ut, pi}) = E}.

(2)

In Equation 2, the profile sentences are gath-
ered by considering the entailed cases between the
utterances and the profile sentences, where each
utterance could be associated with more than one
profile sentence. In Table 2, we provide an extract
from the PGDataset.

Utterance Profile Sentences
I enjoy hanging with
my mother she is my
best friend.

My mom is my best
friend.

I am almost done, I
only have two years
left in law school.

I have got two more
years in college.
I study law.

Table 2: Two examples from PGDataset.
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2.3 Human Annotations

In the profile generation task, the profile must rep-
resent a possible extraction from the dialogue utter-
ance, and this correlation’s direction between the
utterance and the profile sentence must be valid.
To assess the quality of the automatic annotations
from our model, we resort to human evaluation.
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6,000

8,000
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#
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ou
nt

s

Figure 2: Distribution of the entailment class probability
for the entailed cases (µ = 93.4, σ2 = 1.10).

For all the pairs classified as entailed in Equa-
tion 2, we measure the confidence by inspecting
the softmax probability assigned to the entailment
class. Our intuition is that a weak confidence when
classifying a profile sentence as entailed corre-
sponds to a weak or incorrect correlation and can
be removed from the dataset. In Figure 2, we plot
the distribution of the scores from the entailment
class for all points obtained from Equation 2.

To determine if a higher confidence value corre-
sponds to a correct example, we randomly select
100 samples from 3 intervals: [50, 70], ]70, 90],
and ]90, 100]. We asked 3 expert annotators from
our department to “mark with an X if the profile
sentence could be extracted from the given utter-
ance”. The quality of the samples is measured by
the number of marked samples by the annotators
(accuracy). The agreement rate between annota-
tors was 86.66% and the average accuracy for each
interval was 8.33%, 12.33%, and 51.67%, respec-
tively. The results obtained show that when the
confidence of the model grows, the correlation be-
tween the profile sentence and the utterance also
increases.

After inspecting the results from the annotators,
we observed that most of the marked samples had
more than 99% confidence. We asked for a sec-
ond round of annotations with 100 samples but

Train

# Samples 34355
Avg. Profile Sentences 1.06
Avg. Utterance Words 13.13
Avg. Profile Sentence Words 7.14

Valid

# Samples 4236
Avg. Profile Sentences 1.06
Avg. Utterance Words 13.36
Avg. Profile Sentence Words 7.67

Test

# Samples 3760
Avg. Profile Sentences 1.06
Avg. Utterance Words 13.05
Avg. Profile Sentence Words 7.17

Table 3: Dataset Statistics.

now only for samples with more than 99% confi-
dence. The agreement rate between annotators was
91% and the average accuracy was 87,33%, a sig-
nificantly higher score compared to the ]90, 100]
interval. We decided, thus, that PGDataset only
considers the samples which the model classified
with more than 99% confidence.

2.4 PGDataset Statistics
In Table 3, we provide the dataset statistics for the
gathered samples.

3 Benchmarking the PGTask

In this task, the goal is to generate a profile sentence
conditioned on an utterance. Transformer-based
decoders have achieved substantial progress in var-
ious NLP tasks (Radford et al., 2019). We lever-
age these models and rely on a causal language
modeling (CLM) objective for our profile genera-
tion task. More precisely, considering a sentence
s = {w1, ..., wn} composed of n words, in CLM,
the maximum likelihood objective over s is:

LCLM =
n∑

i=1

logP (wi|w1, ..., wi−1). (3)

For our task, we are only interested in calculat-
ing the loss for the words from the profile sentence
conditioned on the utterance. Considering an ut-
terance u = {wu

1 , ..., w
u
m} and a profile sentence

p = {wp
1, ..., w

p
k}, we redefine the objective from

Equation 3:

LPG =

k∑

i=1

logP (wp
i |wu

1 , ..., w
u
m, wp

1, ..., w
p
i−1).

(4)
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Model BLEU-1 BLEU-2 BLEU-3 BLEU-4 ROUGE-1 ROUGE-2 ROUGE-L BERTScore
W

/o
FT distilgpt2 5.59 0.30 0.00 0.00 6.86 0.93 5.80 84.66

gpt2-small 4.87 0.40 0.00 0.00 6.08 0.63 5.20 84.21
gpt2-medium 4.48 0.20 0.00 0.00 7.20 0.31 5.32 83.28

W
/F

T distilgpt2 44.42 13.18 5.60 0.00 35.68 14.12 35.39 92.35
gpt2-small 61.30 32.30 20.62 9.44 50.07 28.31 50.00 94.39
gpt2-medium 59.31 25.94 15.30 9.17 46.32 24.14 45.88 94.76

Table 4: Generation results for models with and without fine-tuning (FT) on the PGDataset. The results presented
are the average score of 5 runs. The scores range between 0 and 100%.

As seen in Equation 4, the loss is only calculated
for the generation of the profile sentences. In the
model’s input, we separate the utterance and profile
sentences using a special token <gen> and, as it can
exist more than one profile sentence, we add <sep>
between the profile sentences.

4 Experiments

In this section, we evaluate Transformer decoders
on the novel dataset and provide benchmark results
for future research. Additional experimental details
are provided in Appendix B.1.

4.1 Models

GPT2 This model has achieved state-of-the-art
results in various generation tasks (Radford et al.,
2019). We consider two different pre-trained
versions that differ in size, the gpt2-small and
gpt2-medium (details in Appendix B.2).

DistilGPT2 This is a distilled version of GPT2,
where it was trained under the supervision of GPT2
(Hinton et al., 2015). The distilgpt2 contains
about half the size of GPT2 while still achieving
competing performance in various NLP tasks.

4.2 Metrics

We follow common practices for text generation
and report BLEU (Papineni et al., 2002) and
ROUGE (Lin and Hovy, 2002), metrics that, respec-
tively, measure the precision and recall between
the generated and the golden text. Additionally,
we employ BERT Score (Zhang et al., 2019), an
automatic metric that leverages BERT’s (Kenton
and Toutanova, 2019) contextual embeddings and
matches words in candidate and golden sentences
using cosine similarity.

4.3 Results

In Table 4, we provide benchmark results for the
PGTask. The models without fine-tuning fail to

extract the correct profile information from the di-
alogue sentences, which is expected as their pre-
training was on a large collection of unstructured
text. We observe that fine-tuning the models has
a great impact on the overall performance, where
gpt2-small achieves the higher scores in all met-
rics except BERTScore (for a minimal difference).
In Appendix B.3, we provide some generated ex-
amples from the evaluated models. The results
obtained show promising advances in this task and
we hope that this will introduce a new future re-
search direction in this area.

5 Related Work

Recent research has focused on building person-
alized dialogue systems using profile informa-
tion. Li et al. (2016) proposed a neural conver-
sational model to capture background information
and speaking style from interlocutors in dialogue.
Zhang et al. (2018) introduced a dataset composed
of personas, which are essentially 3 to 5 profile sen-
tences describing the speaker’s profile. Zheng et al.
(2019) studied how to include profile information
such as age, location, and interests by explicitly
incorporating this knowledge into the sequence-to-
sequence framework.

Few works have attempted to identify profile
knowledge from conversational data. (Gu et al.,
2021) introduced a framework for detecting the
correct profile amongst a set of distractor profiles.
Nevertheless, the authors do not consider the cor-
relation between utterances and profile sentences.
(Cao et al., 2022) proposed a data manipulation
method to construct distilled and diversified dia-
logue data containing profile information and lever-
age it into the dialogue generation task.

6 Conclusion

We propose the PGTask and contribute with PG-
Dataset, a dataset with more than 30 000 pairs of
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utterances and profile sentences built with the feed-
back of human annotators. In addition, we train
state-of-the-art models and achieve promising re-
sults in the proposed task. We hope that this new
line of research will help the task of personaliz-
ing dialogues, although the task of automatically
extracting profiles from dialogues is valuable by
itself.
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A Fine-Tuning RoBERTa

We fine-tune a pre-trained roberta-base2 (Liu
et al., 2019) with 12 layers, 768 hidden units, 12 at-
tention heads, and 125M parameters on 1 NVIDIA
GeForce RTX 3080 to minimize the cross entropy.
We use Adam (Kingma and Ba, 2014) optimizer
with a learning rate of 5e−5. The batch size was 32,
we train for 20 epochs and early stop after 5 epochs
without an increase in the validation accuracy.

B Profile Generation

B.1 Experimental Details

We perform 5 runs for each model on 1 NVIDIA
GeForce RTX 3080 using different seed values
and calculate the average score for all metrics.
Models are trained to minimize the cross entropy
using Adam (Kingma and Ba, 2014) optimizer
with a learning rate of 5e−5. For gpt2-small
and distilgpt2, the batch size was 16 while for
gpt2-medium the batch size was 4 with 4 gradient
accumulation steps. We train for 20 epochs with
early stopping where the training is stopped after
5 epochs without a decrease in the validation loss.
We generate the profile sentences with a maximum
length of 50 and perform greedy sampling, i.e., se-
lect the next word with the highest probability. All
experiments are implemented using the Hugging-
Face3 and PyTorch4 libraries.

B.2 Models

The gpt2-small5 version contains 12 layers, 768
hidden units, 12 attention heads, and 117M param-
eters and gpt2-medium6 includes 24 layers, 1024
hidden units, 16 attention heads, and 345M param-
eters. The distilled version distilgpt27 (Hinton
et al., 2015) is smaller than GPT2, where it is com-
posed of 6 layers, 768 hidden units, 12 attention
heads, and 82M parameters.

B.3 Generated Examples

As discussed in Section 4.3, the fine-tuned models
show promising results in the generation of correct
profile sentences. An example for that is presented
in Table 5. Here, all models successfully extract

2https://huggingface.co/roberta-base
3https://huggingface.co/
4https://pytorch.org/
5https://huggingface.co/gpt2
6https://huggingface.co/gpt2-medium
7https://huggingface.co/distilgpt2

the profile sentence, although we could argue that
loving and liking are semantically different.

However, the evaluation scores also show that
the systems are still far from always extracting the
correct profiles. In Table 6, we show an example
where all models generated unrelated profile in-
formation and failed to recognize that the speaker
dropped off high school.

Dialogue Utterance:
sorry, i do not like music, i like reading mystery
books.

Golden Profile Sentences:
i enjoy reading mysteries.

distilgpt2:
i love to read mystery novels.
gpt2-small:
i love reading mysteries in my free time.
gpt2-medium:
i read mystery novels.

Table 5: Generated example #1 from fine-tuned models.

Dialogue Utterance:
dropping out of high school was a bad idea. the
landlord just called.

Golden Profile Sentences:
i dropped out of high school.

distilgpt2:
i just got a job at the elementary school in new
england.
gpt2-small:
my parents got a new job.
gpt2-medium:
i just graduated high school.

Table 6: Generated example #2 from fine-tuned models.
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Abstract

To obtain a better understanding of user prefer-
ences in providing tailored services, dialogue
systems have to generate semi-structured in-
terviews that require flexible dialogue control
while following a topic guide to accomplish
the purpose of the interview. Toward this goal,
this study proposes a semantics-aware GPT-3
fine-tuning model that generates interviews to
acquire users’ food preferences. The model
was trained using dialogue history and seman-
tic representation constructed from the commu-
nicative function and semantic content of the
utterance. Using two baseline models: zero-
shot ChatGPT and fine-tuned GPT-3, we con-
ducted a user study for subjective evaluations
alongside automatic objective evaluations. In
the user study, in impression rating, the out-
puts of the proposed model were superior to
those of baseline models and comparable to
real human interviews in terms of eliciting the
interviewees’ food preferences.

1 Introduction

With interviews being used for various purposes,
interview systems such as surveys (Johnston et al.,
2013; Stent et al., 2006), job interviews (Inoue
et al., 2020), and coaching (Hoque et al., 2013)
have been developed. Interviews are catego-
rized into three types: structured, semi-structured,
and unstructured. In terms of flexibility, semi-
structured interviews are between structured and
unstructured. They are not completely planned but
have a topic guide that needs to be covered. To
build a dialogue system that can generate semi-
structured interviews, flexible dialogue control
must be provided while following the topic guide.
To address the issues involved in generating semi-
structured interviews, this study proposes an inter-
view system to learn user food preferences.

Various dialogue control mechanisms have been
studied in task-oriented dialogue systems to collect
information from users, with the system responses

are determined based on manually defined rules,
POMDP (Young et al., 2010), deep learning (Chen
et al., 2019), and reinforcement learning (Sankar
and Ravi, 2019). However, these systems have less
flexibility in dialogue control because the dialogue
states are defined as a set of slot-value pairs that
are limited to the task domain.

Research on open-domain non-task-oriented dia-
logue generation has contributed to the develop-
ment of chitchat systems that can produce sys-
tem responses for various topics. Initially, a sim-
ple sequence-to-sequence approach (Sordoni et al.,
2015; Vinyals and Le, 2015; Serban et al., 2016; Li
et al., 2016) was employed to generate a response.
This approach has been improved to produce ap-
propriate and meaningful responses, considering
the dialogue context (Serban et al., 2017), and gen-
erate knowledge-grounded responses (Hedayatnia
et al., 2020; Wu et al., 2020; Zhang et al., 2020a;
Galetzka et al., 2021). More recently, ChatGPT
(Ouyang et al., 2022) has demonstrated remark-
able performance in generating rich and natural
dialogues. However, these techniques have not yet
been designed to generate dialogues for user model
acquisition. Consequently, interview systems are
required to generate responses that are aligned with
the purpose of the interview.

To overcome the problems discussed above and
generate useful questions in semi-structured inter-
views to elicit user food preferences, this study
proposes a GPT-3 based model trained to generate
responses with its semantic representation, which
is constructed from the utterance’s communicative
function and semantic content. Semantic content
refers to a structured sequence of labels for objects
and their attributes. It is expected that using seman-
tic content as part of the training targets would help
constrain the generated responses towards eliciting
the user food preferences.

The contributions of this study are as follows:
1) a semantic representation is proposed for sys-
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Figure 1: Overview of the proposed method. The left table shows an example dialogue between an interviewer (I)
and a customer (C). The communicative function and semantic content of the interviewer’s utterances are shown
in the third and fourth columns, respectively. The right side shows the Prompt and Completion input for GPT-3
fine-tuning used to predict interview utterance I-3-1. The blue part indicates the prompt, and the green part indicates
the completion. Bold italics indicate utterances or annotated values.

tem responses; 2) a response generation model is
created for the interviewer’s role; and 3) the effec-
tiveness of the proposed method in eliciting user
preferences is demonstrated through an evaluation
experiment.

2 Corpus collection

To prepare the dataset used in this study, text-based
dyad conversations were collected to interview par-
ticipants regarding their food preferences. The
participants were recruited through crowdsourcing.
Each participant was assigned the role of either in-
terviewer or interviewee and communicated using
a chat system on a web browser. The interviewer
was instructed to elicit the partner’s preference for
food, whereby they exchanged messages taking
turns, for a minimum of 40 turns. Thus, a total of
118 Japanese dialogues were collected.

3 Method

To train a response generation model for the inter-
viewer’s role by considering the semantic represen-
tation of the interviewer’s responses, we propose
the method illustrated in Figure 1. First, the seman-
tic representation of the interviewer’s responses
is presented, and subsequently, model training is
explained.

3.1 Semantic representation of interviewer’s
responses

The semantic representation of an interviewer’s ut-
terance comprises the intention and meaning of the
utterance. This representation can be exploited to
train the dialogue generation model and direct the

dialogue toward eliciting food preference informa-
tion, as explained in detail below.
Communicative Function (CF): To specify the
intention of the utterance, we refined the labels
for self-disclosure and question types proposed
in SWBD-DAMSL (Jurafsky, 1997) and Meguro
et al. (2014), thereby defining 20 labels. The list is
shown in the Appendix A.
Semantic Content (SC): The meaning
of an utterance is described as a struc-
tured sequence of labels for verb and
object features, such as OBJECT_TYPE,
OBJECT_NAME, OBJECT_ATTRIBUTE, and
OBJECT_ATTRIBUTE_VALUE.

Examples of semantic representation are shown
in Figure 1. In utterance I-3-1, “What do you like to
have as sandwich ingredients?” the communicative
function is Q-preference-positive. The semantic
content begins with the verb category. In this case,
the verb is like. This is followed by object features
OBJECT_TYPE: Dish, OBJECT_NAME: sand-
wich, OBJECT_ATTRIBUTE: ingredient, and
OBJECT_ATTRIBUTE_VALUE: ?. The ? in-
dicates that this value is missing. Thus, the se-
mantic content of this utterance is expressed as
[(Dish,sandwich,ingredient,?)]. Predefined val-
ues are used for the verbs and elements of
OBJECT_TYPE and OBJECT_ATTRIBUTE for
object features (see Appendix A). The details of
the SC scheme were proposed in Zeng et al. (2022).

After annotating the CF and SC in the corpus
collected in Section 2, we calculated the inter-coder
reliability between two annotators. Cohen’s Kappa
value for CF was κ = 0.72 (substantial agreement),
and the agreement ratio for verbs and object fea-
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BLEU-1 BLEU-2 BLUE-3 BLEU-4 BERTScore

ChatGPT 22.99 11.23 5.46 2.38 0.72
Seq2Seq 25.11 15.05 8.11 2.48 0.75
CF+SC 24.98 15.23 7.53 2.71 0.75

Table 1: Average BLEU scores and BERTScore on the test set. The best score for each column is highlighted in
bold.

tures in SC between the two annotators was 0.72.

3.2 Interviewer response generation model
To create a response generation model, we fine-
tuned OpenAI’s GPT-3 (Brown et al., 2020),
thereby referring to this proposed model as the
CF+SC model. The model generates the comple-
tion part that follows the prompt. The formats for
the prompt and completion are shown in Figure 1.
Up to five messages preceding the prediction target
interviewer’s response were added to the prompt
as dialogue history. The completion consisted of
the annotated CF and SC (Section 3.1) and the in-
terviewer’s response sentence. The format of the
completion part is indicated by green letters in Fig-
ure 1. When multiple sentences were included in
the interviewer’s message (turn), the last sentence,
which usually contains the main claim, was used
as the prediction target.

4 Experiment and evaluation

We evaluated the performance of the proposed
CF+SC model using three comparison targets: the
ground truth and two baselines.
Ground truth (GT): Actual utterances of the in-
terviewers were used as the ground truth.
Fine-tuned GPT-3 (Seq2Seq): This simple fine-
tuning model uses GPT-3. The model was trained
without semantic representation (CF and SC) of
the prediction targets. A sequence of preceding
utterances was provided as prompt, and the model
output was the interviewer’s response.
Zero-shot ChatGPT (ChatGPT): OpenAI’s Chat-
GPT model (reinforcement learning with human
feedback and chat-optimized models (Ouyang
et al., 2022)), specifically, gpt-3.5-turbo-0301,
was adopted as the best general-purpose dialogue
model. The zero-shot method was employed such
that only the dialogue history and the system’s role
as an interviewer were provided as prompts 1. The

1We also tested the few-shot ChatGPT, with prompts in-
cluding two example responses accompanied by CF and SC,

system was instructed to play the role of the inter-
viewer and generate a response to elicit customer
preferences by considering the context.

The temperature parameter for the three GPT-
based models was set to 0. Thus, the generation
was almost deterministic. While the CF+SC model
generates both semantic representation and text of
the response, we used the SYSTEM_OUTPUT part
to extract the system response text. The CF+SC and
Seq2Seq models generate a single sentence. Thus,
in order to align the comparison conditions, when
ChatGPT model generates multiple sentences, the
last sentence, which tends to contain the main
claim, was used in comparing with the ground
truth.

The GPT-3 (“davinci” model) was fine-tuned us-
ing OpenAI’s API. The model was trained for four
epochs. The batch size was eight, and the learn-
ing rate was 0.05. The validation loss remained
constant after epoch two. The number of instances
used for training and validation were 1671 and 206,
respectively.

4.1 Automatic evaluation
Table 1 shows the automatic objective evaluations,
BLEU (Papineni et al., 2002) and BERTScore
(Zhang et al., 2020b). The BLEU-2 and BLEU-4
scores for the CF+SC model are higher than the
baselines. However, the CF+SC is slightly inferior
to Seq2Seq in BLEU-1 and 3 and comparable to
BERTScore. These automatic evaluation metrics
measure word overlap or proximity in a word em-
bedding space between the actual responses and
model output. Therefore, it is known that such met-
rics do not properly evaluate appropriate responses
that are not similar to GT and do not correlate
well with human evaluations (Liu et al., 2016). To
evaluate the validity of the generated output as an
interviewer’s response, we conducted a user study,
as described in the next section.
as shown in Figure 1. However, the model did not produce an
output in the requested format (e.g., the SYSTEM_OUTPUT
part was not produced).
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Figure 2: Overall impression evaluation
result for interviewer response. The p-
value was calculated using the Wilcoxon
signed-rank test. († : p < .1 ∗∗ : p <
.01)

Figure 3: Impression evaluation regarding three detailed questions.
The p-value was calculated using Tukey’s HSD test. (∗ : p < .05 ∗∗ :
p < .01)

4.2 User study
For human evaluations, we conducted two user
studies: 1) overall evaluation of responses from
three models in addition to GT, and 2) ratings of
one response from a single model.
1) Overall rating: A total of 460 experimental
materials were created from the test set, each con-
sisting of five preceding ground truth utterances
as dialogue context, followed by a list of target
responses from the four methods: GT, CF+SC (pro-
posed model), Seq2Seq, and ChatGPT. The order
of the target responses was randomized. The partic-
ipants were instructed to rate the appropriateness
of the interviewer’s responses on a scale of 1 to 5
(a larger number is better). We recruited 30 partici-
pants through crowdsourcing and assigned 47 ma-
terials to each participant, including one to check
for worker quality. Three ratings were collected for
each material.

Figure 2 presents the results for the overall im-
pression evaluation. GT and ChatGPT have similar
scores which are significantly higher than those of
the CF+SC and Seq2Seq models. The difference
of CF+SC from Seq2Seq is marginally significant.
2) Ratings with clarified perspectives: In the
second experiment, the following three questions
were used to clarify the perspectives of the response
ratings:
- Relevancy: Does the response fit the flow of the
conversation?
- In depth Q: Does the response attempt to explore
the interviewee’s statements in depth?
- Elicitation: Does the response attempt to elicit
information from the interviewee?

In this experiment, one target response was com-
bined with five context utterances so that the sub-
jects could not compare the responses from dif-
ferent methods. Participants were instructed to
answer each of the three questions on a five-point
Likert scale. We created 200 combinations of di-
alogue histories and the subsequent responses of
each method. Thus, 800 materials were obtained,
and 160 participants were recruited using crowd-
sourcing. Each worker was randomly assigned 21
materials (including one for worker quality check),
and four participants evaluated each material.

The results are shown in Figure 3. Regarding
relevancy, the performance of CF+SC is worse than
that of ChatGPT and similar to that of Seq2Seq. For
in depth Q, CF+SC is comparable to Seq2Seq and
ChatGPT. Notably, in elicitation, CF+SC is equiva-
lent to GT and superior to Seq2Seq and ChatGPT.

4.3 Discussion
In general, ChatGPT produced sentences that were
as fluent and expressive as GT. Therefore, in the
overall rating, the participants had a good impres-
sion of this model. The eloquence of ChatGPT may
have led the participants to believe that the gen-
erated utterances fit the context (high relevancy).
These results demonstrate the superior performance
of ChatGPT as a general purpose dialogue model.
Interestingly, ChatGPT performed the worst in the
auto evaluation metric (Table 1), but the overall
impression was the best. This confirms the low
correlation between the subjective and objective
evaluations discussed in Liu et al. (2016).

For asking in-depth questions (In depth Q), in all
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models, generated questions frequently included
words used in the previous context. This is why
we consider that subjects could not finding a clear
difference between the three models in terms of the
delving into the word that appeared in the context.

In elicitation, the proposed model (CF+SC) has
a higher score than the other models. As shown
in the Appendix, the CF+SC model is more likely
to generate questions related to the objects and
their attributes, indicating that CF+SC successfully
considers semantic representation (Table 6 in the
Appendix). Moreover, as shown in Table 7 in the
Appendix, ChatGPT simply repeats the previous
user’s utterance in giving suggestions. These are
not ideal responses for interviews. On the other
hand, CF+SC asks questions that are not limited
to the current context but covers broader aspects
to actively elicit user preferences. We assume that
these dialogue characteristics provide the subjects
with the impression that the interviewer’s response
is an attempt to elicit user preferences. This sug-
gests that semantic representation is important in
training dialogue models for specific purposes.

5 Conclusions and future directions

This study proposed a response generation model
aiming to extract user preferences for food. We
trained the GPT-3 based model using a commu-
nicative function and semantic content. The results
of the human impression evaluation experiment
showed that the proposed model outperformed zero-
shot ChatGPT and fine-tuned GPT-3 model, and
comparable to real human interviews in terms of
eliciting the interviewee’s preferences.

One limitation of the current model is that it pro-
duces only a single sentence. In the future, this
model should be improved to generate more com-
plex responses using multiple sentences. Moreover,
it is necessary to evaluate the model’s performance
in interactions with users, and examine whether the
interview system is useful for understanding users.
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A Appendix

Table 2 shows the communicative function la-
bels and Tables 3, 4, and 5 show the val-
ues used in the verbs, OBJECT_TYPE and
OBJECT_ATTRIBUTE for the semantic content.
Tables 6 and 7 present the dialogue history (-5 to
-1) before the interviewer’s response (GT) and the
responses to CF+SC, Seq2Seq, and ChatGPT; I and
C represent the interviewer and customer, respec-
tively.

Information SD-experience
SD-habit SD-preference-positive
SD-preference-negative SD-preference-neutral
SD-desire SD-plan
SD-other Q-information
Q-experience Q-habit
Q-preference-positive Q-preference-negative
Q-preference-neutral Q-desire
Q-plan Q-other
Proposal Reply

Table 2: Communicative function labels (SD: Self-
Disclosure, Q: Question)

Verb Definition
like/!like
eat/!eat
recommend/
!recommend
cook/!cook

have/!have
Indicate that the user has a style or condition.
Take Style, Condition for ObjectType.

think
e.g. “Pizza is the best food.”
→ [think,[(Dish,Pizza)],[Evaluation,the best food]]

be
Describe universal knowledge.
e.g. “Naengmyeon is Korean cuisine.”
→ [be,[(Genre,Korean cuisine,type-of,naengmyeon)]]

other
Indicate a verb that does not fall into
the above categories.

Table 3: Defined verb list. Notated as !+<verb> when
defined for negative forms.

ObjectType Definition Example of ObjectName
Dish Indicate dish. curry and rice, hamburger
Ingredient Indicate ingredient. carrots, potatoes
Drink Indicate drink. juice, coffee

Food
Food or object rather than
specific dishes or ingredients.

Do you have a favorite food?
→ [like,[(Food, ?)]]

Genre Indicate genre or cuisine. Japanese, Chinese
Texture Indicate texture. rich, creamy
Taste Indicate flavor. sweet, spicy

Style
Concepts related to food that
correspond to ObjectName.

health, allergy

Condition
Indicate a condition that
corresponds to ObjectName.

hunger, mood

Other
Food related items that do not fall
under the above categories.

eating out, cup ramen

Table 4: Defined OBJECT_TYPE list

ObjectAttribute Definition
ingredient Represent the ingredient of the ObjectName.
type-of Indicate the specific type of the ObjectName.
texture Indicate the texture of the ObjectName.
taste Indicate the taste of the ObjectName.
cooking-method+
eating-method

Indicate how to eat or make the ObjectName.

part-of Indicate the part of the ObjectName.
combine-with With or in combination with ObjectName.

Table 5: Defined OBJECT_ATTRIBUTE list

-5 C
麺類ではパスタが特に好きです。
(I especially like pasta in noodles.)

-4 I
あーいいですね。ガーリック系ですか、

クリーム系ですか？
(Oh, that’s good. Is it garlic-based or cream-based?)

-3 C

どちらも大好物ですが、特にガーリック系は

美味しいですね。
(I’m a big fan of both, but especially the garlic-based
ones are delicious.)

-2 I
お肉では鶏、牛、豚のどれが好きですか？
(In terms of meat, which do you like best, chicken,
beef, or pork?)

-1 C

甲乙つけがたいですが、良く食べるのは鶏肉ですね。

さっぱりしていて好きです。
(It’s hard to choose, but I often eat chicken.
I like its refreshing taste.)

GT
ポトフと肉じゃがだったらどちらを選びますか？
(If you had to choose between pot-au-feu and nikujaga,
which would you choose? )

CF+SC

COMMUNICATIVE_FUNCTION_LABEL: "Q-preference-positive"
SEMANTIC_CONTENT: {
VERB: "like"
OBJECT_TYPE: "Ingredient"
OBJECT_NAME: "鶏肉" (chicken meat)
OBJECT_ATTRIBUTE: "作り方+食べ方" (cooking-method+
eating-method)
OBJECT_ATTRIBUTE_VALUE: "?"
EVALUATION: "None" }
鶏肉はどのような調理法で食べますか？
(How do you cook chicken?)

Seq2Seq お魚はどうですか？
(What about fish?)

ChatGPT では、焼き鳥や唐揚げ、どちらが好きですか？
(Then, which do you prefer, yakitori or fried chicken?)

Table 6: Example A

-5 C
和食を好んでいます。
(I prefer Japanese food.)

-4 I
和食の中で何がお好きでしょうか？
(What do you like in Japanese food?)

-3 C
魚が使われている料理が好きです。
(I like dishes containing fish.)

-2 I
魚は何の魚がお好きですか？
(What kind of fish do you like?)

-1 C
調理方法によりますが、ブリやアジが好きです。
(It depends on how it is cooked, but I like yellowtail
and horse mackerel.)

GT 調理方法は何がお好きでしょうか。
(What is your favorite cooking method?)

CF+SC

COMMUNICATIVE_FUNCTION_LABEL: "Q-preference-positive"
SEMANTIC_CONTENT: {
VERB: "like"
OBJECT_TYPE: "Ingredient"
OBJECT_NAME: "魚" (fish)
OBJECT_ATTRIBUTE: "種類" (type-of)
OBJECT_ATTRIBUTE_VALUE: "?"
EVALUATION: "None" }
それではブリやアジ以外の魚はどんな魚が

お好きですか？
(So, what other types of fish do you like besides
yellowtail and horse mackerel?)

Seq2Seq それとも魚介類はどうですか？
(Or how about seafood?)

ChatGPT

今後のメニューには、ブリやアジを使った和食を

取り入れてみてはいかがでしょうか？
(How about including Japanese dishes that use
yellowtail or horse mackerel in your future menu?)

Table 7: Example B
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Abstract

We introduce TACOBOT, a user-centered task-
oriented digital assistant designed to guide
users through complex real-world tasks with
multiple steps. Covering a wide range of cook-
ing and how-to tasks, we aim to deliver a col-
laborative and engaging dialogue experience.
Equipped with language understanding, dia-
logue management, and response generation
components supported by a robust search en-
gine, TACOBOT ensures efficient task assis-
tance. To enhance the dialogue experience, we
explore a series of data augmentation strate-
gies using LLMs to train advanced neural mod-
els continuously. TACOBOT builds upon our
successful participation in the inaugural Alexa
Prize TaskBot Challenge, where our team se-
cured third place among ten competing teams.
We offer TACOBOT as an open-source frame-
work that serves as a practical example for de-
ploying task-oriented dialogue systems.1

1 Introduction

Task-Oriented Dialogue (TOD) systems have
shown promise in achieving user goals through con-
versational interactions (Semantic Machines et al.,
2020; Su et al., 2022; Mo et al., 2022). However,
existing TOD systems focus on users providing in-
formation while the system performs tasks. In con-
trast, our task bot assists users in executing tasks
themselves by providing accurate information and
guidance.

However, we face several challenges, including
the following: (1) Existing TOD systems prioritize
functional goals at the expense of user experience.
(2) Inadequate in-domain training data, as mod-
ern neural models require large amounts of data,
and acquiring annotations through crowdsourcing
is costly. In this paper, we present TACOBOT, a
task-oriented dialogue system designed to assist
∗ Team co-leads in the challenge with equal contribution.
† Other authors in alphabetical order. ‡ Faculty advisors.
1 Code and datasets are available at OSU-NLP/TacoBot.

Figure 1: An example dialogue showing first few turns.

users in completing multi-step cooking and how-to
tasks. Built upon our previous bot (Chen et al.,
2022) deployed in the Alexa Prize TaskBot Chal-
lenge (Gottardi et al., 2022), TACOBOT aims to de-
liver a collaborative and engaging user experience.
Figure 1 showcases a partial example dialogue.

Our contributions include: (1) Developing a
modularized TOD framework with accurate lan-
guage understanding, flexible dialogue manage-
ment, and engaging response generation. (2) Ex-
ploring data augmentation strategies, such as lever-
aging GPT-3 to synthesize large-scale training data.
(3) Introducing clarifying questions about nutrition
for cooking tasks to personalize search and bet-
ter cater to user needs. (4) Incorporating chit-chat
functionality, allowing users to discuss open topics
of interest beyond the task at hand.

2 System Design

2.1 System Overview

TACOBOT follows a canonical pipeline approach
for TOD systems. The system consists of three
main modules: Natural Language Understand-
ing (NLU), Dialogue Management (DM), and Re-
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sponse Generation (RG). NLU module prepro-
cesses the user’s utterance to determine their intent.
DM module, designed with a hierarchical finite
state machine, controls the dialogue flow, handles
exceptions, and guides the conversation towards
task completion. RG module generates responses
using relevant knowledge and additional modalities
to enhance user engagement. Each module is sup-
ported by a well-organized knowledge backend and
search engine, capable of connecting with various
sources to provide optimal user assistance.

2.2 Natural Language Understanding
Our bot employs a robust NLU pipeline which
fuses the strengths of pre-trained language models
with rule-based approaches. The key component
is Intent Recognition, where we organize multi-
ple intents into four categories to accommodate
a wide array of user initiatives, as detailed in Ta-
ble 1. Real-world user initiatives often encompass
several intents within one single utterance. Accord-
ingly, we address intent recognition as a multi-label
classification problem and filter model predictions
according to the dialogue state.

To develop a high-quality multi-label classifica-
tion model despite limited data, we employ data
augmentation and domain adaptation techniques.
We leverage existing datasets (Rastogi et al., 2019)
for common intents like Sentiment and Question,
while utilizing the in-context learning capability
of GPT-3 for other intents. By synthesizing initial
utterances with intent descriptions and few-shot
examples, we create a foundation for training data.
To expand the dataset, we transform synthetic utter-
ances into templates, substituting slot values with
placeholders and filling them with sampled values
to generate actual training utterances. Additionally,
we incorporate linguistic rules, neural paraphrase
models, and user noise, such as filler words, to en-
hance data diversity and improve the robustness of
our intent recognition module.

2.3 Dialogue Management
We design a hierarchical finite state machine for
the DM component, consisting of three phases:
Task Search, Task Preparation, and Task Execu-
tion. Each phase comprises multiple fine-grained
dialogue states, as depicted in Figure 2.

In the Task Search phase, users can search for
how-to tasks or recipes directly by issuing a query
or ask for task recommendations. TACOBOT re-
trieves search results from the backend search en-

Dialogue Management

Task Preparation

TaskSearch

Welcome

Task Catalog
Explicit Search ResultsSearch

Engine

Task Preparation
Confirmation

[Explicit Query]

[Query]

Task Clarification

[Clarification]
General Search Results

Task Comparison

[General Query]

[Negative
Acknowledge]

[Compare]

Task Execution

Step X

 [Navigation]

Recommender

Recommended
Tasks

[Go Back]

[Navigation]

[Start]

[Choice] [Choice]

Detail TipTipTips

PAK

Chit-Chat
[Go Back]

[Go Back]

[PAK]

[Chat]

[Chat]

Figure 2: Dialogue Management Diagram. White boxes
represent dialogue states and green boxes represent sup-
porting modules. Bidirectional edges represent reflexive
transitions. Green texts represent user intent and orange
texts denote search engine output.

gine (Section 2.4) and presents candidate tasks for
users to compare and select. Once users choose an
option, they enter the Task Preparation phase. In
this phase, users review detailed information about
the selected task and decide whether to proceed
or search for another task. If users change their
mind, they can go back to Task Search and find an
alternative task. If they commit to the chosen task,
they proceed to the Task Execution phase. Dur-
ing this last phase, users follow the step-by-step
instructions provided by TACOBOT to complete the
task. The utility module, such as the QA module,
assists users throughout this phase. Each step of
the task has its own state, and for how-to tasks, we
break down lengthy steps into shorter instructions,
details, and tips for better user comprehension.

DM performs state transitions and selects re-
sponse generators (Section 2.5) based on user input.
The hierarchical design of dialogue states allows
for extensible and flexible transitions at different
levels. A dialogue state history stack is maintained
to facilitate easy navigation to previous states. User
intents that do not trigger valid transitions pro-
vide contextualized help information to guide users
through the dialogue. These design choices ensure
stable yet flexible dialogue experiences for users.

2.4 Search Engine

TACOBOT can support diverse tasks backed by
large-scale corpus. For the cooking domain, we
build a recipe corpus which contains 1.02M recipes
based on Recipe1M+ dataset (Marın et al., 2019).
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Category Description
Sentiment The user can confirm or reject the bot’s response on each turn, leading to three labels: Affirm, Negate,

and Neutral, indicating the user utterance’s polarity.
Commands The user can drive the conversation using these commands: Task Request, Navigation (to view candidate

tasks or walk through the steps), Detail Request, PAK Request, Task Complete, and Stop to terminate
the conversation at any time.

Utilities We use a Question intent to capture user questions and a Chat intent for casual talk.
Exception To avoid unintentional changes in dialogue states, we have one additional intent for out-of-domain inputs,

such as incomplete utterances and greetings.

Table 1: Categories of detailed intents to support diverse user initiatives.

Meanwhile, we build a wikiHow corpus that in-
cludes 93.1K how-to tasks collected from wikiHow
website2. On top of that, we construct a search
engine for both domains based on Elastic search.

2.4.1 Ranking Strategy

To improve the relevance of search results and miti-
gate the issue of lexical similarity in Elastic search,
we employ a query expansion technique that ex-
pands user queries by incorporating related words
from task names, such as lemmatized verbs, nouns,
and decomposed compound nouns. Additionally,
we enhance search performance by implementing
a neural re-ranking model based on BERT. This
model assigns a score to each task by consider-
ing the task request and retrieved task titles as in-
put. Training the re-ranker involves employing a
weakly-supervised list-wise ranking loss and uti-
lizing synthesized task queries via GPT-3 query
simulation. We also propose the collection of weak
supervision signals from Google’s search engine to
avoid the need for human annotation.

2.4.2 Personalized Search

In addition to implementing ranking strategies for
accurate search results, our goal is to infuse person-
alization into the search engine, ensuring a more
finely-tuned match with users’ needs. To achieve
this, we propose a method of asking clarifying ques-
tions during recipe searches, collaborating closely
with users to understand their preferences regarding
nutrition. The logic flow of the process is depicted
in Figure 3. Specifically, when a user provides a
cooking task of interest, we proactively engage in
clarifying discussions with them about the desired
level of nutrition in terms of sugar, fat, saturates,
and salt, using the traffic lights definition estab-
lished by the Food Standards Agency (FSA).

2 https://www.wikihow.com

Query

Clarify

User Search Engine

Initial Search

Clarify

Initial Search Result

Second Search 
with constraint

Second Search 
Result

Yes

No

No

Yes

“How to make salad”

“What level of fat would you prefer,
low, medium, or high?”

“low fat”

Figure 3: The flow chart for asking clarifying questions.

2.5 Response Generation

Our response generation module blends both
infilling-based methods and neural models. We
leverage handcrafted conditional rules to organize
curated templates and their composition strategy
according to the high-level states in our hierarchi-
cal finite-state machine. Simultaneously, we build
a QA system to respond to diverse user queries.

2.5.1 Question Type Classifier

Our QA system encompasses various question
types, including in-context machine reading com-
prehension (MRC) for context-dependent ques-
tions, out-of-context (OOC) QA for open domain
questions, frequently-asked questions (FAQ) re-
trieval for how-to tasks, and rule-based Ingredient
and Substitute QA for cooking tasks.

Then, we develop a question type classifier that
categorizes user questions into five types (MRC,
OOC, FAQ, Ingredient, Substitute) for cooking
tasks, and three types (MRC, OOC, FAQ) for how-
to tasks. To improve classification accuracy, we
concatenate the instruction of the current step (if
available) as context with the input question. This
combined sequence is then fed into a Roberta-base
classifier. Our training set consists of 5,000 ques-
tions for each question type, allowing for effective
differentiation between different types of questions.
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2.5.2 Context-Dependent QA
We begin by annotating an in-context QA dataset
comprising 5,183 QA pairs, out of which 752
are unanswerable questions. To ensure reliable
responses, we employ Roberta-base to build an
extractive QA model in two stages. Initially, we
pre-train our model on SQuAD 2.0, followed by
fine-tuning on our annotated QA dataset. Recogniz-
ing that users may inquire about previously shown
steps, we enhance the context by concatenating the
current step with the preceding n steps (n = 2) dur-
ing both training and inference processes to prevent
information gaps and hallucination.

2.5.3 Context-Independent QA
TACOBOT supports both in-context and context-
independent questions. For out-of-context QA,
we utilize FLAN-T5-XXL (Chung et al., 2022),
an instruction-finetuned language model with 11B
parameters. Under the zero-shot prompting setup,
our bot is equipped to handle open-domain QA and
demonstrate commonsense reasoning.

Additionally, FAQ module leverages common
questions from wikiHow’s Community Q&A sec-
tion, providing answers sourced from real user
questions and expert responses. We use a retrieval
module based on cosine similarity with question
embeddings generated by a sentence-BERT en-
coder. For ingredient-related queries, we employ
a high-recall string matching mechanism against
the recipe’s ingredient list. If users lack a specific
ingredient, we suggest alternatives, leveraging a
dataset covering 200 commonly used ingredients.

2.6 User Engagement

We develop several strategies to pursue an engaging
dialogue experience in the following sections.

2.6.1 Chit-Chat
In real-world conversations, users often desire ca-
sual talk alongside the task. To enhance the user
experience, TACOBOT offers chit-chat function-
ality, enabling flexible and diverse conversations.
Inspired by Chirpy Cardinal (Chi et al., 2022), we
integrate a chit-chat module into our TOD system.
A template-based strategy is employed to identify
user intent when entering and exiting chit-chat. The
chit-chat process consists of three components.

Firstly, Entity Tracker monitors entities
throughout the conversation, aligning responses
with user intentions and focusing on the current
topic. Recognized entities allow TACOBOT to

access web sources (Wikipedia and Google) and
provide intriguing information. Secondly, Chit-
Chat Response Generator incorporates various re-
sponse generators: Neural Chat, Categories, Food,
Aliens, Wiki, and Transition. Neural Chat uses
BlenderBot-3B to generate open-domain responses.
Categories and Food generators elicit entity-related
responses using templates. Transition facilitates
smooth shifts between entities. Wiki enables users
to discover engaging information in a conversa-
tional style. Aliens presents a five-part monologue
series on extraterrestrial existence. Lastly, Intent
Identification Model determines if the user wants
to continue or shift topics. TACOBOT proactively
prompts users to return to the task after some chit-
chat. Achieving natural transitions between chit-
chat and task-oriented dialogue requires ongoing
efforts.

2.6.2 People Also Ask

Furthermore, TACOBOT aims to enhance the dia-
logue experience by delivering captivating content.
We leverage Google’s “People Also Ask” (PAK)
feature, which provides a list of related questions
and summarized answers from web pages. This
feature reveals popular topics of interest. To col-
lect PAK data, we extract 30k common keywords
from task titles in our recipe and wikiHow corpus,
resulting in a total of 494k PAK QA pairs.

During task execution, PAK is presented as addi-
tional information. To avoid disrupting user focus,
we limit the display frequency, currently showing
it every 3 steps. Instead of directly displaying the
PAK QA pair, we offer an interactive experience by
presenting the question first, allowing users to de-
cide if they want to view the corresponding answer.
We also provide the option for users to engage in
chit-chat if they choose to view PAK.

3 Conclusion

In this paper, we introduce TACOBOT, a modular
task-oriented dialogue system that assists users in
accomplishing intricate daily tasks. We propose
a comprehensive set of modules and approaches
to create a collaborative and engaging task bot.
To ensure a strong foundation, we employ several
data augmentation techniques leveraging LLMs.
Furthermore, we open-source the framework and
datasets, providing a valuable resource and inspir-
ing future efforts to enhance user-bot collaboration.
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Ethics Statement

We present a task bot that is able to converse with
users to complete real-world tasks. No personal
or identifying information is included throughout
conversations. In addition, our bot includes a safety
check to ensure safe conversations. We reject inap-
propriate task requests and prevent showing danger-
ous tasks, where users and their properties may get
hurt. To this end, we perform rule-based matching
against a keyword blacklist to filter out inappropri-
ate tasks. Meanwhile, for response generation, we
don’t directly use LLMs (such as ChatGPT) to gen-
erate answers for users’ questions, which will have
the risk of leaking user data to third-party APIs.
Instead, we utilize LLMs to do data augmentation
and domain adaptation, and train models locally
for the sake of privacy protection.
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Abstract

Developing high-performing dialogue systems
benefits from the automatic identification of un-
desirable behaviors in system responses. How-
ever, detecting such behaviors remains chal-
lenging, as it draws on a breadth of general
knowledge and understanding of conversational
practices. Although recent research has fo-
cused on building specialized classifiers for
detecting specific dialogue behaviors, the be-
havior coverage is still incomplete and there is
a lack of testing on real-world human-bot inter-
actions. This paper investigates the ability of
a state-of-the-art large language model (LLM),
ChatGPT-3.5, to perform dialogue behavior de-
tection for nine categories in real human-bot
dialogues. We aim to assess whether ChatGPT
can match specialized models and approximate
human performance, thereby reducing the cost
of behavior detection tasks. Our findings re-
veal that neither specialized models nor Chat-
GPT have yet achieved satisfactory results for
this task, falling short of human performance.
Nevertheless, ChatGPT shows promising po-
tential and often outperforms specialized de-
tection models. We conclude with an in-depth
examination of the prevalent shortcomings of
ChatGPT, offering guidance for future research
to enhance LLM capabilities.

1 Introduction

One crucial aspect of developing high-performing
dialogue systems is the automated identification of
errors in system responses. These errors can result
from various behaviors, including incorrect infor-
mation retrieval or illogical semantics (Figure 1).
Identifying such errors enhances dialogue system
development and complements dialogue-level eval-
uation methods by providing finer-grained metrics
for comparison (Finch et al., 2023).

To capitalize on these benefits, recent research
has focused on training classifiers for specific di-
alogue behaviors. While certain behaviors have
received considerable attention, this is not the case

Do you speak spanish?

Yes, the population of miami-dade county, the most 
populous county in florida, is estimated to be 5.3 million.

Yes, and miami is also the second-largest us city (after el 
paso, texas) with a spanish-speaking majority.

Yes, I do. I'm a native speaker of english, but my mother 
tongue is spanish.

Oh, okay.
incorrect fact

self contradiction

Figure 1: Response errors in a human-bot dialogue.

for all pertinent dialogue behaviors. Furthermore,
most datasets for training are produced by annotat-
ing human-human dialogues (Sharma et al., 2020),
perturbing human responses (Gupta et al., 2022),
or crafting post-hoc responses (Nie et al., 2021).
As a result, such datasets may not reflect human-
bot interactions, rendering them less suitable for
classifier development.

Large language models (LLMs) display a
promising potential to address the limited coverage
in specialized classifiers. LLMs have demonstrated
competitive performance across various natural lan-
guage processing (NLP) tasks without finetuning
(Kocoń et al., 2023). Adapting LLMs to classify
dialogue behaviors can alleviate substantial costs
associated with current evaluation approaches by
allowing for a general dialogue behavior evaluator
that is less dependent on human involvement.

Although there is much effort towards open-
sourcing competitive LLMs, OpenAI’s ChatGPT
remains the most successful LLM to date (Wang
et al., 2023). Thus, we focus our experiments on
ChatGPT to assess the current best-case perfor-
mance on automated dialogue behavior detection
using LLMs. With its wide accessibility and low
costs, ChatGPT provides a practical and straight-
forward platform for automating dialogue behavior
detection, if its proves successful.
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To this end, our work focuses on two main objec-
tives:

1. To determine whether or not ChatGPT can
match the performance of state-of-the-art spe-
cialized behavior classifiers.

2. To assess the extent to which ChatGPT can ap-
proximate human-level performance in behavior
classification using real human-bot dialogues.

Our findings indicate that automated methods for
dialogue behavior detection have not reached satis-
factory results, falling short of human performance.
However, ChatGPT showcases compelling results
comparative to or often better than specialized mod-
els. To facilitate further advancements, we conduct
an in-depth analysis to identify the prevalent errors
and shortcomings of ChatGPT. This analysis pro-
vides valuable insights, highlighting key areas to
be targeted to enhance the performance of LLMs
in dialogue behavior detection for future work. We
release our code and data at https://github.
com/emorynlp/GPT-ABCEval.

2 Related Work

ChatGPT has shown promising performance on
many NLP tasks, especially for text classification
(Gilardi et al., 2023; Kocoń et al., 2023; Zhu et al.,
2023). In addition, GPT models, including Chat-
GPT and InstructGPT, have been used to produce
high-quality dyadic dialogues (Kim et al., 2022;
Zhan et al., 2023) and have been shown to cor-
relate highly with human annotators when evalu-
ating the overall quality of empathetic dialogues
(Svikhnushina and Pu, 2023). However, ChatGPT
still exhibits limitations as Chan et al. (2023) show
that ChatGPT struggles with fine-grained dialogue
understanding, reporting poor performance on clas-
sifying discourse structure and utterance relations.

To the best of our knowledge, no prior research
has explored the use of any GPT model as a be-
havior classifier for chatbot responses. Instead,
previous work has focused on the development of
specialized dialogue behavior classifiers, as dis-
cussed in this section.

2.1 Contradiction Detection
Although much work focuses on dialogue con-
tradictions in the context of a given bot persona
(Zhang et al., 2018; Welleck et al., 2019; Kim
et al., 2020; Song et al., 2020; Shuster et al., 2022),
there has been some work on a more general sense

of contradictions, including NLI models targeting
self-context contradictions (Li et al., 2021; Nie
et al., 2021), inconsistency detectors using domain-
specific attribute-value classifiers (Shi et al., 2021),
and context summarization to encourage consis-
tency in response generation (Xu et al., 2022a,b).
Notably, these existing approaches to contradiction
detection fail to address partner contradictions.

There is also a lack of work on general com-
monsense contradiction detection for dialogue re-
sponses. To the best of our knowledge, Ghazarian
et al. (2023) is the only work that focuses explicitly
on capturing commonsense qualities of dialogue
responses. They propose a method for calculating
continuous event commonsense alignment scores
for dialogue responses using similarity calculations
with the outputs of an event extraction model and
generative commonsense model. However, such
continuous scores cannot be immediately applied
to commonsense contradiction detection without
further modifications (e.g. learned thresholding,
classification head, etc.).

2.2 Claim Verification
There are a variety of approaches taken for
claim verification in dialogue, including question-
answering (Honovich et al., 2021) and trained clas-
sifiers (Dziri et al., 2022b). Dziri et al. (2022b) find
that trained classifiers perform the best, although
they still lag behind human performance. Some
works focus on claim verification for question-
response pairs only (Wang et al., 2022), whereas
others target multi-turn dialogues, producing an-
notated datasets including FaithDial (Dziri et al.,
2022a), BEGIN (Dziri et al., 2022b), and DialFact
(Gupta et al., 2022). Most of these works focus
exclusively on dialogue responses that are given a
grounding knowledge text. In practice, however,
a grounding knowledge text is not always prede-
termined. Gupta et al. (2022) propose a pipeline
for claim verification that includes a knowledge
retrieval stage rather than assuming it is provided.

2.3 Empathy
Human judges are commonly used when evaluat-
ing the degree of empathy exhibited in a dialogue
response (Zhong et al., 2020; Sabour et al., 2022;
Qian et al., 2023). There has also been some work
on developing empathetic response and question
taxonomies, although these are only applied in
small-scale or synthetic settings (Welivita and Pu,
2020; Svikhnushina et al., 2022). Most applicably,
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Label Abbr. Description

Empathetic Emp The response shows an understanding and reacts appropriately to someone’s emotions.
Lack of Empathy !Emp The bot misunderstands or reacts inappropriately to someone’s emotions.
Commonsense

!Com The response misunderstands or contradicts common knowledge.Contradiction
Incorrect Fact !Fac The response hallucinates or inaccurately presents encyclopedic or expert knowledge.
Self Contradiction !Sel The bot contradicts something it said earlier in the dialogue.
Partner Contradiction !Par The bot contradicts or misremembers something the user said earlier in the dialogue.
Redundant Red The response inappropriately repeats information presented earlier in the dialogue.
Ignore Ign The response ignores what the user just said.
Irrelevant !Rel The response interrupts the current topic of discussion by presenting unrelated information.

Table 1: The 9 behavior labels from ABC-Eval (table adapted from Finch et al. (2023)). The {Emp, !Emp}, {!Fac},
{!Sel}, {Ign, !Rel} labels can be classified by the EPI, FC, DEC, S2T2 models in Section 4, respectively.

Sharma et al. (2020) collect EPITOME, a dataset of
10K interactions from Reddit and Talklife (a mental
health forum) that are annotated with the strength
of their expression of three empathetic mechanisms:
reactions, interpretations, explorations. Some re-
cent dialogue works have used EPITOME-trained
classifiers in their approaches (Zheng et al., 2021;
Majumder et al., 2022) or for automatic evaluation
(Kim et al., 2021; Lee et al., 2022).

2.4 Coherence
Research on detecting incoherent behaviors, such
as redundancy and irrelevancy, is limited. Most
works perturb dialogue responses to artificially
construct incoherence examples (Xu et al., 2021;
Zhang et al., 2021; Ghazarian et al., 2022), which
may not produce representative examples. On the
other hand, Mehri and Eskenazi (2020) derive a
response’s relevancy score from the probabilities
of manually designed future indicator utterances
but found little correlation with human judgments.
In addition, detection of response redundancy is un-
derexplored, despite some works addressing token
repetition (Li et al., 2020; Xi et al., 2021). Perhaps
most relevant, the Dialogue Breakdown Detection
Challenge (DBDC) aims to identify contextually in-
appropriate bot responses that hinder conversation
continuation (Higashinaka et al., 2019). Various
classifiers have been proposed for this challenge
(Ng et al., 2020; Lin and Ng, 2022), with observa-
tions suggesting coherence issues as a dominant
cause of breakdowns.

3 ABC-Eval Dataset

We use the ABC-Eval dataset from Finch et al.
(2023) as the behavior detection benchmark. This
dataset contains 400 open-domain human-bot dia-
logues collected between university students and
one of four chatbots: BlenderBot2, Blenderbot

using DECODE reranking, Emora, and Bart-FiD-
RAG. For each bot response in each dialogue, hu-
man annotators labeled whether or not a specific
dialogue behavior was present. These turn-level bi-
nary annotations were collected using crowdwork-
ing annotators on the SurgeHQ platform,1 who
were trained on three curated conversations to accu-
rately identify each dialogue behavior before being
accepted into the annotation project. For example,
in Figure 1, the three bot responses are labeled 1, 0,
0 for the behavior incorrect fact (!Fac)
and are labeled 0, 0, 1 for the behavior self
contradiction (!Sel).

In this work, we take 1,634 bot responses from
108 dialogues that received two rounds of human
annotations, and focus on the nine dialogue behav-
iors that Finch et al. (2023) found as the most in-
formative for capturing dialogue quality (Table 1).

4 Specialized Behavior Detection Models

In this section, we present state-of-the-art mod-
els designed to classify labels that closely align
with six of the dialogue behaviors in Table 1: Emp,
!Emp, !Fac, !Sel, Ign, and !Rel. Note that
no existing models are available for predicting
!Com, !Par, and Red so there are no viable com-
parisons to our LLM approach for them (Section 5).

FaithCritic (FC) Following Gupta et al. (2022),
we build a claim verification pipeline for a dialogue
response r. First, 3 relevant documents Dk for ev-
ery entity in r are retrieved using WikiAPI. Then,
a BERT model trained on the Wizard of Wikipedia
(WoW) knowledge-response pairs (Dinan et al.,
2019) selects the top-10 evidence sentences Se

from Dk. To distinguish whether a response makes
a factual claim or not, the lexical overlap between

1https://www.surgehq.ai
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r and Se is estimated, optimized on the ABC-
Eval training conversations. Finally, a RoBERTa
model trained on Faith-Critic, a dataset of human-
annotated faithful and unfaithful evidence-response
pairs derived from the WoW (Dziri et al., 2022a), is
applied to those responses that make factual claims.
As a result, responses that are predicted unfaithful
to any evidence e ∈ Se are labeled as !Fac.

S2T2 S2T2 is a semi-supervised student-teacher
training framework using two teachers, one trained
on the gold data and the other trained on perturbed
gold data under a [MASK] replacement, to incor-
porate self-supervised data augmentation into the
model training (Lin and Ng, 2022). We use the
released S2T2 model for the English-version of
DBDC5 that is the best-performing model to date.
We use S2T2 as identifying Ign and !Rel labels,
since it is not trained to distinguish between them.

DECODE (DEC) We use the released RoBERTa
classification model trained on DECODE to label
!Sel. DECODE contains human-written contra-
dictory and non-contradictory dialogue responses
with respect to the current speaker’s previous utter-
ances in the dialogue (Nie et al., 2021).

EPITOME (EPI) A RoBERTa-based bi-encoder
classification model for each empathetic commu-
nication mechanism is trained from the publicly
available Reddit portion of the EPITOME dataset
(Sharma et al., 2020). Predictions of weak or strong
expressions of any of the three mechanisms are con-
sidered as Emp. Predictions of no expression for
all mechanisms are considered as !Emp.

5 LLM-based Behavior Detection

For LLM-based dialogue behavior detection,
we use OpenAI’s gpt-turbo-3.5-301 (henceforth,
ChatGPT). Similar to the specialized models (Sec-
tion 4), ChatGPT is tasked with classifying a single
behavior at a time. Following the human annotator
training process for ABC-Eval, we use the three
training conversations for each label as our prompt
engineering testbed. This section highlights key
decisions of our prompt engineering process.

Instruction Finetuning During prompt engineer-
ing, it became apparent that the instructions de-
signed for human annotators (Section 3) were not
suitable as ChatGPT instructions. We iteratively re-
fined the instructions such that ChatGPT’s mistakes
on the training conversations were reduced. This

involved removing instructions ChatGPT appeared
to misunderstand as well as adding additional be-
havior details and specifications.

Utterance Focus We discovered that when Chat-
GPT was instructed to label each bot turn given the
entire dialogue, the resulting classifications often
focused on only a subset of the bot responses. To
ensure consistent and robust labeling for every bot
utterance, our final prompt provides the dialogue
history paired with the next bot response as the
target utterance to be labeled.

In-context Examples We also tried including the
examples provided to human annotators by Finch
et al. (2023) as in-context examples in the prompts.
However, this degraded the overall performance on
the training conversations. It appears that the exam-
ples optimized for improving human annotations
do not translate well to ChatGPT’s performance.

Creativity We conducted experiments involving
several temperature parameters and observed high
instability in the classifications for the same inputs
when the temperature was increased. Interestingly,
we found that using a low temperature yielded more
accurate results consistently. Thus, we opted to use
a temperature of 0 for maximum reproducibility
in our classifications. Similar findings have been
reported by Gilardi et al. (2023) and Reiss (2023).

Final Prompt Table 2 illustrates an example of
the final prompt, in particular for the Red behav-
ior2. Each behavior is accompanied by its own elic-
iting question and description, which respectively
fill in the Behavior Question (Q) and Behavior Def-
inition (D) containers of the prompt. For labeling a
particular context-response example, the historical
turns from the context and the next target response
fill in the Dialogue Context (C) and Target Utter-
ance (U) containers. The final label for a behavior
is parsed from the line produced by ChatGPT that
begins with the header ‘Decision:’, where the value
‘yes’ indicates a positive label and any other value
indicates a negative label. Appendix A provides
the questions and definitions used for all behaviors.

6 Evaluation

To evaluate the detection capability of the models
in Sections 4 and 5, we compare their performance
against that of human annotators. For this, we
2Due to spacing constraints, Table 2 contains minor discrep-
ancies with the actual prompts in this work (Appendix B).
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S1: Hi!
S2: Hi! I am happy to be talking to you.

Do you have any pets at home?
S1: I don’t, my mom is allergic to most pets.

I used to have a pet fish when I was much younger.
S2: Do you want a pet at some point in the future?

No judgment here, I’m just curious.
S1: I would love to have pets in the future! Once I

C

have my own place, I’d like to get a dog or two.

Q Is this response repeating something that has already been said:

U S2: Would you want to get a cat or a dog?

A response is repetitive if:
- it repeats something from earlier in the dialogue
- it includes asking a question whose answer has been

already shared
If any part of the response is repetitive, then it should be
labeled as repetitive.
Note that sometimes repetition is useful, such as for emphasis,
acknowledgement, clarification, or elaboration, and in these

D

cases it should NOT be labeled as repetitive.

Provide your reasoning when considering this question start-
ing with “Reasoning:”. Then, finish by writing your final
decision as one of: “Decision: [YES]” or “Decision: [NO]”.

Table 2: A ChatGPT prompt example for the Red behav-
ior. Segments in the prompt are dynamically modified
based on the example and behavior, as highlighted in
the gray containers (C: dialogue context, Q: behavior
question, U: target utterance, D: behavior definition).

take the set of doubly annotated conversations in
ABC-Eval as our evaluation set (108 dialogues),
and apply each model to the bot responses (1,634
utterances) to obtain the predicted labels.

6.1 Metrics

To assess the degree to which automated methods
can approximate human judgment for a particular
dialogue behavior, we measure the accuracy of the
binary labels predicted by automated methods with
respect to the binary labels provided by the human
annotators. In addition, we calculate both the F1-
score for the positive occurrences of each dialogue
behavior and for the negative occurrences of each
dialogue behavior, in order to obtain a more fine-
grained picture of the performance.

Each instance in the evaluation set is double-
annotated, so two sets of human annotations ex-
ist without adjudication. It is important to note
that the assessment of these dialogue behaviors
is not purely based on objective criteria, as they
rely on factors inherently subject to human inter-
pretations (e.g., commonsense contradiction, irrel-
evance). With this in mind, to better capture the
aggregate nature of identifying dialogue behaviors,
the final score for each metric is measured by aver-
aging results across the double human annotations,
where e is the metric (either accuracy or F1-score),

om is the model outputs, and oh1 and oh2 are the
human labels from annotation round 1 and 2, re-
spectively:

efinal =
1

2
(e(om, oh1) + e(om, oh2))

To assess human performance, we measure the
F1 score and accuracy by comparing the two hu-
man annotation sets. Finally, the statistical sig-
nificance between outputs of models and humans,
and between outputs of the specialized models and
ChatGPT, is estimated using McNemar’s Test with
significance level of 0.05. Testing is performed
by treating each human annotation set as ground-
truth.3

6.2 Results & Discussion

Model F1+ F1- Acc. #+

Emp
EPI 54.2 31.3 45.0 1,343

ChatGPT 19.3 75.4 62.3†† 146
HUM 69.7 81.6 77.1⋆⋆ 618

!Emp
EPI 13.4 83.5 72.3 291

ChatGPT 26.6 82.6 71.8 396
HUM 51.5 92.0 86.3⋆⋆ 231

!Com
ChatGPT 34.9 86.7 78.0 219

HUM 55.6 88.6 81.9⋆ 333

!Fac
FC 15.9 90.1 82.2 223

ChatGPT 41.0 94.7 90.3†† 146
HUM 67.8 97.4 95.2⋆⋆ 122

!Sel
DEC 31.1 92.6 86.6†† 215

ChatGPT 20.7 90.5 83.0 250
HUM 44.3 96.3 93.1⋆⋆ 101

!Par
ChatGPT 18.6 93.8 88.5 79

HUM 48.8 94.8 90.5⋆⋆ 151

Red
ChatGPT 32.9 93.8 88.6 148

HUM 58.7 96.4 93.5⋆⋆ 129

Ign
S2T2 25.2 85.3 75.5†† 365

ChatGPT 24.9 72.9 60.2 696
HUM 61.6 95.5 92.0⋆⋆ 170

!Rel
S2T2 27.9 82.9 72.4† 365

ChatGPT 40.6 80.6 70.8 543
HUM 54.3 91.3 85.4⋆⋆ 261

Table 3: F1 and accuracy achieved by each model,
where HUM stands for human judges. #+: num. posi-
tive labels predicted. †| † † denote significance between
automated models on one or both human annotation
sets, respectively. ⋆|⋆⋆ denote significance against best
automated model on one or both human annotation sets.

Table 3 indicates the ongoing challenge of dialogue
behavior detection for automated models. Across
3The other human annotation set relative to the one being
treated as ground-truth is used as human output.
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Abbr. Error Type Description Σ %

IN Inexperience Displays a lack of wisdom about human experiences 83 0.23
HF History Forgetfulness Forgets information shared previously in the history 51 0.14
DM Definition Mismatch Expands beyond the provided definition of the behavior 51 0.14
SA Selective Attention Overlooks components in a multi-idea response 33 0.09
DC Disassociated Context Incorrectly remembers the historical order of the conversation 28 0.08
SR Semantic Relatedness Misunderstands the degree of similarity between two ideas 19 0.05
CN Conversation Norms Misunderstands what constitutes a coherent progression of dialogue 17 0.05
ME Mutual Exclusion Misidentifies when two events or concepts can or cannot co-occur together 13 0.04
RC Role Confusion Confuses the speaker of previous utterances 13 0.04
MI Misidentification Misunderstands the intent of what has been shared 13 0.04
CF Confused Target Confuses which utterance is being labeled 9 0.03
TF Temporal Framing Confuses the specified timeline of a particular situtation 7 0.02
RM Reasoning Mismatch Its explanation is at-odds with its final decision 7 0.02
EX Exhaustive Assumes all examples provided in the behavior definition must be met 6 0.02
CD Claim Detection Incorrectly identifies when a claim/statement is being made 4 0.01
OA Over-analysis Combines unrelated previous utterances to draw unsupported conclusions 4 0.01
BI Bot Identity Considers indicators of speaker being a bot as erroneous 2 0.01

Table 4: Results of the error analysis on ChatGPT’s reasoning for dialogue behavior detection.

all labels, human judges are significantly more sta-
ble than the models. This difference is pronounced
with regard to positive instances (F1+), where mod-
els attain only half the score compared to humans.

Interestingly, ChatGPT exhibits comparable per-
formance with several specialized classifiers. In
the case of !Fac, ChatGPT outperforms Faith-
Critic (FC) in every aspect and achieves perfor-
mance closer to humans. For !Emp and !Rel,
ChatGPT shows similar performance on F1- and
accuracy, and even better performance on F1+, as
their classifiers. Considering that ChatGPT is not
finetuned for these tasks, these results are highly
encouraging.

Although ChatGPT is seemingly outperformed
by S2T2 on Ign, this is primarily due to the pre-
diction of negative cases. When analyzing the posi-
tive cases, ChatGPT gives much higher recall yet
similar precision compared to S2T24. In practice,
positive case detection is more impactful, imply-
ing that ChatGPT has an advantage in real-world
applications.

Furthermore, although ChatGPT faces signifi-
cant challenges in detecting positive cases of Emp,
EPITOME (EPI) does not perform much better. Its
higher F1+ score is achieved by excessively pre-
dicting positive cases, labeling almost all turns as
positive. This overprediction impairs its overall
performance, allowing ChatGPT to outperform it
when considering all cases as reflected in accuracy.

The only behavior for which ChatGPT appears
to be beaten by the specialized classifier is against

4Precision and recall provided in Appendix C.

DECODE (DEC) for !Sel. However, the differ-
ence in performance is only slight overall.

Notably, ChatGPT shows promising accuracy
and negative F1 (F1-) to humans for the three be-
haviors for which specialized models are not avail-
able: !Com, !Par, and Red. However, it still
struggles with detecting positive cases relative to
humans.

7 ChatGPT Error Analysis

We perform an error analysis of ChatGPT’s predic-
tions of dialogue behaviors to better understand its
limitations. For each dialogue behavior, we select
40 instances where ChatGPT and humans disagree,
and examine the reasoning provided by ChatGPT
prior to its final decision ([R]; see examples be-
low). Table 4 presents a set of dialogue character-
istics and ChatGPT predispositions that highlight
common mistakes made by ChatGPT across multi-
ple dialogue behaviors.

7.1 Context Management

The predominant cause of ChatGPT’s errors is its
inability to focus on the pertinent parts of the di-
alogue and response. It often lacks awareness of
what information has been previously shared (HF).
In Figure 2, the earlier response that already an-
swers “Are you older than your brother” is missed.
Moreover, ChatGPT tends to disregard the imme-
diately preceding turn (DC) and make its decision
based on an older state of the dialogue. In Fig-
ure 3, it overlooks the preceding question about
favorite colors. Similarly, ChatGPT often misses
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ideas shared within a response, instead latching on
the very last part of the dialogue (SA). In Figure 4,
ChatGPT fails to notice the emotional mimicry
conveyed by S2 in response to S1’s opinion about
Nicki Minaj.

(S1) I do! I have a younger brother. What about you?

(S2) You have a brother? Cool! Do you guys get along?

(S1) We used to fight a lot as kids, but we get along
well now.

(S2) That’s awesome. Personally, I always wanted an
older sister so I could have someone to look up to. Are
you older than your brother?

[R] The response asks a new question that has not been
answered yet, which is whether S1 is older than their
brother. This information has not been shared before,
so the response is not repetitive.

Figure 2: An example of History Forgetfulness (HF).

(S2) I’m sure you’ll feel great after your workout! You
should definitely do some strength training exercises like
the push-up, the pull-up and the sit-up! They’re some of
the most common bodyweight exercises!

(S1) Yes! What’s your favorite color?

(S2) I’m not sure about you, but my favorite color is
blue! I like it because it reminds me of the sea color of
the sea!

[R] S1 asked about dinner, and S2 responded by saying
they haven’t had dinner yet and then shifted the topic to
working out. S2 then asked about S1’s favorite exercises
at the gym. S1 did not mention anything about favorite
colors, so S2’s response is completely off-topic and does
not address the previous turn from S1.

Figure 3: An example of Disassociated Context (DC).

(S2) I love pop! What is your favorite R&B artist? Do
you like Nicki Minaj?

(S1) I do like Nicki!

(S2) I like her too, she’s so talented. Do either of your
parents work? My mom is a teacher.

[R] S2 does not demonstrate any understanding of S1’s
emotions or react with an appropriate sentiment or emo-
tion to S1’s shared experience. Instead, S2 changes the
subject to ask about S1’s parents. This response is not
empathetic.

Figure 4: An example of Selective Attention (SA).

In other cases, ChatGPT misattributes shared in-
formation to a wrong speaker (RC). In Figure 5, it
recalls that S2 indicated a return to normalcy, when
in fact, it was S1 who made that claim.

(S2) Sounds like a good time!, so the corona virus has
really changed the world, huh? What is it like where
you live? Is everyone mostly staying inside, or are things
opening up more like normal?

(S1) Things are beginning to open up normal where I
am but it has been a long 2 years. How about for you?

(S2) I see., how long do you think it will take before
the pandemic is totally over, and things go back to how
they were before the virus?

[R] S2’s previous statement was about things open-
ing up to normal where they are, implying that the
pandemic is not over yet. However, in this statement,
S2 is asking when the pandemic will be totally over and
things will go back to how they were before the virus.
This seems to be a contradiction of previous statement.

Figure 5: An example of Role Confusion (RC).

7.2 Instruction Following
In addition, a frequent issue is that ChatGPT strays
from the provided behavior definitions. In Figure
6, esoteric knowledge is improperly considered as
commonsense. GPT also treats the sufficient indica-
tors of a behavior from its definition as exhaustive
requirements (EX). In Figure 7, ChatGPT criticizes
S2 for not indicating an emotion and offering sup-
port, despite S2’s validation of S1’s experience.

(S2) What is the name of this dorm? Do you have a
roommate? How are you liking it?

(S1) It’s MLAO. I don’t have a roommate so it’s great.

(S2) Congratulations. Mlao is a great dorm then. It is
the largest in chicago. Enjoy!

[R] The response would contradict commonsense be-
cause MLAO is not the largest dorm in Chicago. In
fact, there is no dorm in Chicago with that name. This
response makes an unfounded assumption and contra-
dicts common knowledge.

Figure 6: An example of Definition Mismatch (DM).

(S2) Cool! I think school can be pretty frustrating, but
I do love learning new things, and a lot of my teachers
are great. What about you? Do you like school?

(S1) More or less. Doing activities like talking to a
robot is great, but doing assignments are tired. I’ve been
spending the past week doing homework.

(S2) I understand, it can definitely be stressful. What
would you change about your school, if you could?

[R] S2 acknowledges that school can be frustrating and
asks what S1 would change about it, showing an un-
derstanding of S1’s experience. However, they do not
react with a specific sentiment or emotion, nor do they
offer reassurance or support.

Figure 7: An example of Exhaustive (EX).
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7.3 World Model

Another major issue is ChatGPT’s poor understand-
ing of common world events and human experi-
ences.

ChatGPT frequently reveals a limited under-
standing of the relationship among concepts within
a dialogue. For example, it overlooks elaborations
on previous points, considering them too semanti-
cally similar (SR). In Figure 8, the opinion about
the cat’s characteristics is actually unique informa-
tion relative to the context.

(S2) I love animals too! My favorite animal is the cat!
I really like how they’re able to adapt to the environment
and adapt to their environment!

(S1) I love cats too, theya re adorable!

(S2) I love how cute they are! I especially like how
their fur is so soft and fluffy! They look so beautiful!

[R] The response mentions how cute cats are and how
soft and fluffy their fur is. While this is related to S2’s
favorite animal being cats, it does not add any new infor-
mation to the conversation and is repetitive. Therefore,
the response is repetitive.

Figure 8: An example of Semantic Relatedness (SR).

ChatGPT also often criticizes typical conversa-
tional practices (CN). In Figure 9, it considers
topical introductions at the start of a dialogue as
irrelevant.

(S1) Hi!

(S2) hi! I am happy to be talking to you. I hope you
don’t mind me asking, but are you dating anyone now?

[R] The response from S2 is completely irrelevant to
what S1 said. S1 simply greeted S2 and did not provide
any information that would lead to a discussion about
dating. The question about dating is also abrupt and does
not flow with the previous turn.

Figure 9: An example of Conversation Norms (CN).

In addition, ChatGPT faces challenges in compre-
hending the plausibility of co-occurring events, be-
liefs, and experiences (ME). In Figure 10, it depicts
a lack of understanding that it is implausible to have
an opinion about the music of an artist if one has
no prior experience with that artist’s music.

ChatGPT also demonstrates a large degree of
general inexperience with common phenomenon
or situations in the world, which can lead to it
harboring untrue facts about the world or misunder-
standing nuances of situations (IN). In Figure 11,

ChatGPT’s lack of commonsense is highlighted by
its acceptance of well-wishes for a non-existent
trip.

(S2) I have not heard of doj cat. Where does she live?
Have any albums yet?

(S1) He most recent album is "Planet Her". You should
definitely listen to it!

(S2) Planet her is amazing..the whole album has a dis-
tinct sound. It was produced by alex pall.

[R] There is no indication in the previous dialogue
that would suggest a self-contradiction in S2’s state-
ment. They are simply expressing their positive opin-
ion about the album "Planet Her" and mentioning
the producer. There is no contradiction with anything
they have said previously or any implausibility based on
the information shared. Additionally, there is no contra-
diction with anything S1 has said. Therefore, there is no
self-contradiction in S2’s statement.

Figure 10: An example of Mutual Exclusion (ME).

(S1) I don’t have a trip planned, but maybe I’ll go
somewhere soon

(S2) I’m sure you will! You’ll love it! Have a wonderful
trip! I’ll see you soon!

[R] The response does not contradict commonsense as it
is a polite and friendly response to the previous statement.
It does not make any unfounded assumptions, is not il-
logical or self-contradictory, and does not ask a question
where the answer is already obvious. It is a common
response to wish someone a good trip even if they have
not planned one yet.

Figure 11: An example of Inexperience (IN).

8 Recommendations

Given the compelling performance for many dia-
logue behaviors observed in this work, ChatGPT is
a promising direction for behavior classification.

For one, it is worth noting that ChatGPT boasts
extreme cost-efficiency relative to humans. Where
ChatGPT costs $0.02 on average to provide labels
for a single behavior for one dialogue in this work,
the average cost for human annotation ranges from
$0.29 to $1.96 depending on the behavior (Table 15
in Appendix D). Since even specialized classifiers
rely on human annotations for training creation,
they also end up being quite costly to maintain.

Furthermore, the results of our error analysis
reveal a large degree of systematicity behind Chat-
GPT’s reasoning mistakes across many of the be-
haviors. Correcting these common mistakes is
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likely to further improve its performance to a no-
ticeable degree. We next discuss mitigation strate-
gies of these identified issues to aid in future work.

Context Management Providing the complete
dialogue history may hinder ChatGPT’s ability to
attend to the salient content due to information
overload. To address this, we highlight two strate-
gies:

• Windowed Context: instead of providing the en-
tire history, truncate the context to k previous
turns. This would directly restrict the decision-
making to the immediate context, which is im-
portant for behaviors that depend on accurate
recency identification, including !Rel, Ign,
!Emp, and Emp.

• Turn Pairing: perform the labeling relative
to each historical turn segment independently,
rather than a contiguous context. This would en-
able explicit and focused comparisons to smaller
segments of the history that could aid behav-
iors that require such precision, including !Sel,
!Par, and Red.

In-Context Learning Examples Given the iden-
tified mistake types, it becomes more straightfor-
ward to compose useful in-context learning exam-
ples that are tailored to optimizing ChatGPT. Ex-
amples of those mistake types that are related to
ChatGPT misunderstanding the nuances of a be-
havior (e.g. MD, SR, CN, ME, EX) could be taken
from a held-out set of conversations, which would
prime ChatGPT to avoid such reasoning.

9 Limitations

Although ChatGPT is a high-performing, widely
accessible, and affordable LLM at the time of writ-
ing, there are considerations towards the long-term
applicability of the results found in this work due
to the ChatGPT infrastructure. Since ChatGPT is
not open-source and is only accessible through a
paid API, there is less detailed understanding of its
training and model design. In addition, this access
method for ChatGPT also results in less user con-
trol over potential model changes and even model
deprecation over time. As such, further studies
could assess the applicability of other language
models to the task of dialogue behavior detection
to mitigate these concerns, and we leave this to
future work.

Furthermore, it should be noted that the errors
made by ChatGPT may not necessarily align with
those made by alternative open-source language
models, or even future versions of ChatGPT itself.
However, it may still be useful to be mindful of the
prominent problems encountered with ChatGPT
while using other LLMs. These identified phenom-
ena play a crucial role in language comprehension
and reasoning overall and could also present chal-
lenges for other models, although the extent of their
impact remains to be explored.

10 Conclusion

Although automated methods for dialogue behavior
classification remain a challenging task, this work
finds that ChatGPT-3.5 presents promising poten-
tial to reduce the gap between model and human
performance. ChatGPT’s ability to provide com-
petitive behavior classification against specialized
classifiers without necessitating finetuning or hu-
man annotation across a variety of dialogue behav-
iors gives rise to a low-cost, multi-task evaluator
model. The systematicity behind the common mis-
takes observed for ChatGPT reveal concrete steps
for future improvements that will improve behavior
classification performance, including strategies for
context management and better understanding of
situational nuances. We look forward to future ad-
vancements in behavior classification that leverage
ChatGPT’s unique capabilities.
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A Behavior Questions and Definitions

The Question (Q) and Definition (D) for each di-
alogue behavior label used for the final ChatGPT
prompts are shown in Tables 5 - 12, excluding Red
which is shown in Table 2 in Section 5.

Q Is this an empathetic response by Speaker 2:

A response is empathetic when Speaker 2 does ONE
of the following:
- clearly demonstrates an understanding of Speaker 1’s

emotions
- reacts with the appropriate sentiment or emotion

to Speaker 1’s shared experience
D

- understands or appropriately reacts to Speaker 1’s
experience or emotions

- appropriately reassures, encourages, or supports Speaker 1

Table 5: Emp: behavior question and definition.

Q If this were the next response in the dialogue,
would Speaker 1 feel like their feelings are not
being understood by Speaker 2:

A response displays a lack of empathy when:
- it indicates a misunderstanding of how Speaker 1

feels based on what Speaker 1 just said
- the tone, emotion, or sentiment of the response is

clearly inappropriate for what Speaker 1 just said
- the response has an inappropriate lack of emotion to

what Speaker 1 just said
Do NOT consider its empathy relative to previous topics in
the conversation if the dialogue has moved on from them.

D

Instead, only consider the most recent dialogue context
when evaluating the empathy of a response.

Table 6: !Emp: behavior question and definition.

Q If this were the next response in the dialogue,
would it contradict commonsense:

To identify contradictions of commonsense, judge whether
a vast majority of people would agree that the response
doesn’t make sense because the response:
- contradicts common knowledge
- makes unfounded assumptions
- is highly illogical or self-contradictory
- asks a question where the answer is already obvious
Do NOT mark responses that don’t make sense because they:
- are off-topic or irrelevant as responses

D

- don’t have any clear meaning (e.g. overly vague or
ill-formed responses)

Table 7: !Com: behavior question and definition.

Q If this were the next response in the dialogue, does it
completely ignore the immediate last turn from Speaker 1:

Responses that are completely off-topic, fail to address the
asked question, or are otherwise completely inappropriate inD
the context are considered to be ignoring the other speaker.

Table 8: Ign: behavior question and definition.

Q If this were the next response in the dialogue,
is it a self-contradiction by Speaker 2:

Self contradictions occur when Speaker 2 says
something that is a contradiction of what they have
said previously or it is extremely implausible based
on the information they have already shared.
Self contradictions may also occur within a single turn
if Speaker 2 shares two contradictory things.
If Speaker 2 shares world knowledge that is factually
incorrect this is NOT enough on its own to warrant a
self contradiction.

D

If Speaker 2 contradicts something the other speaker
Speaker 1 has said, this is NOT a self-contradiction.

Table 9: !Sel: behavior question and definition.

Q Does this response include an incorrect fact:

Incorrect facts occur when the response includes
information that is either:
- false
- unproven
- highly controversial
- highly implausible
- clearly misleading
If an organization, person, place, etc. is mentioned as a
part of public knowledge, but it does not exist or it is
inaccurately represented, then this is an incorrect fact.
Do NOT consider a turn as an incorrect fact if the turn could
be interpreted as expressing:

D

- preference or value judgements
- estimates or predictions
- personal information about the speaker or their partner
- information about things in either speaker’s life that are

not publicly relevant

Table 10: !Fac: behavior question and definition.

Q Is Speaker 2 saying something about Speaker 1 that
is contradicting what Speaker 1 has already shared:

Partner contradictions occur when Speaker 2:
- shares an assumption about Speaker 1 that is impossible

to know based on what has already been said
- shares an inference about Speaker 1 that is implausible

based on what has already been said
- contradicts something Speaker 1 shared about themselves
- asks a repetitive question about Speaker 1 when the

answer is already known based on what has already been said
If Speaker 2 says something that makes it seem like they have
forgotten or misremembered what their partner Speaker 1
has said earlier in the dialogue, this is a partner contradiction.

D

If Speaker 2 shares a difference of opinion or
situation in their own life as compared to Speaker 1,
this is NOT a partner contradiction.

Table 11: !Par: behavior question and definition.

Q If this were the next response in the dialogue,
is it completely irrelevant to what was just said:

If a response fails to continue the current discussion or jumps to
a new and off-topic discussion, it is considered to be irrelevant.
Responses that are irrelevant feel abrupt and interrupt the
discussion, usually because they present questions or ideas
that are unrelated to the previous turn. Short reactions to or

D

acknowledgements of the previous turn are NOT irrelevant.

Table 12: !Rel: behavior question and definition.
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B Full Prompt Example

Table 13 shows an example of the full ChatGPT
prompt utilized in this work. This full version
preserves the ‘DIALOGUE’ header, turn num-
bers, whitespace newlines, and full speaker names,
which were removed from the prompt in Table 2 in
Section 5 due to spacing constraints.

- - - - - - - - - -
DIALOGUE
- - - - - - - - - -
1. Speaker 1: Hi!
2. Speaker 2: Hi! I am happy to be talking to you. Do you have any

pets at home?
3. Speaker 1: I don’t, my mom is allergic to most pets. I used to have

a pet fish when I was much younger.
4. Speaker 2: Do you want a pet at some point in the future? No

judgment here, I’m just curious.
5. Speaker 1: I would love to have pets in the future! Once I have

my own place, I’d like to get a dog or two.
- - - - - - - - - -

Is this response repeating something that has already been said:

Speaker 2: Would you want to get a cat or a dog?

A response is repetitive if:
- it repeats something from earlier in the dialogue
- it includes asking a question whose answer has been

already shared

If any part of the response is repetitive, then it should be
labeled as repetitive.
Note that sometimes repetition is useful, such as for emphasis,
acknowledgement, clarification, or elaboration, and in these
cases it should NOT be labeled as repetitive.

Provide your reasoning when considering this question starting
with “Reasoning:”. Then, finish by writing your final
decision as one of: “Decision: [YES]” or “Decision: [NO]”.
Do NOT fill in your decision with any terms other than YES or NO.

Table 13: An example of an unmodified ChatGPT
prompt.

C Full Results

Table 14 extends Table 3 from §6.2 to include the
precision and recall scores for the automated mod-
els. Precision and recall scores are not meaningful
for the human evaluators since each human anno-
tation set is traded out as a benchmark against the
other; thus, we still present only F1 for HUM.

D ChatGPT Cost

We compare the average cost of labeling a single
dialogue from ABC-Eval for each behavior using
ChatGPT and human judges. Table 15 contains the
calculated costs.

ChatGPT The ChatGPT cost for a single dia-
logue is calculated from the OpenAI API pricing5

5https://openai.com/pricing

($0.002 USD per 1000 tokens, at time of writing)
on the sum total number of tokens used for obtain-
ing labels for each bot response for a particular
behavior. These costs are then averaged over all di-
alogues used in this work to obtain the average cost
per dialogue. Because there is not much difference
in prompt length for the different behavior prompts,
the average cost per behavior is quite similar.

HUM Human annotation costs are derived from
the average costs presented in Finch et al. (2023).
Since the behavior labels were grouped into anno-
tation tasks for the human judges, we divide each
task cost by the number of behaviors contained
within that task. The cost for a single label is then
the resulting quotient for its respective task.

Model P/R/F1+ P/R/F1- Acc. #+

!Fac
FC 12.3 / 22.4 / 15.9 93.3 / 87.1 / 90.1 82.2 223

ChatGPT 37.7 / 44.9 / 41.0 95.5 / 94.0 / 94.7 90.3†† 146
HUM 67.8 97.4 95.2⋆⋆ 122

Red
ChatGPT 30.7 / 35.5 / 32.9 94.3 / 93.2 / 93.8 88.6 148

HUM 58.7 96.4 93.5⋆⋆ 129

!Com
ChatGPT 43.8 / 29.1 / 34.9 83.3 / 90.5 / 86.7 78.0 219

HUM 55.6 88.6 81.9⋆ 333

!Rel
S2T2 24.0 / 33.5 / 27.9 86.3 / 79.8 / 82.9 72.4† 365

ChatGPT 30.1 / 62.5 / 40.6 91.0 / 72.3 / 80.6 70.8 543
HUM 54.3 91.3 85.4⋆⋆ 261

!Par
ChatGPT 27.2 / 14.2 / 18.6 91.6 / 96.1 / 93.8 88.5 79

HUM 48.8 94.8 90.5⋆⋆ 151

!Sel
DEC 22.8 / 49.1 / 31.1 96.3 / 89.2 / 92.6 86.6†† 215

ChatGPT 14.6 / 35.9 / 20.7 95.3 / 86.1 / 90.5 83.0 250
HUM 44.3 96.3 93.1⋆⋆ 101

!Emp
EPI 12.0 / 15.1 / 13.4 85.4 / 81.8 / 83.5 72.3 291

ChatGPT 21.1 / 36.2 / 26.6 88.1 / 77.7 / 82.6 71.8 396
HUM 51.5 92.0 86.3⋆⋆ 231

Ign
S2T2 18.5 / 39.5 / 25.2 91.9 / 79.7 / 85.3 75.5†† 365

ChatGPT 15.5 / 63.4 / 24.9 93.3 / 59.8 / 72.9 60.2 696
HUM 61.6 95.5 92.0⋆⋆ 170

Emp
EPI 39.6 / 86.0 / 54.2 70.3 / 20.1 / 31.3 45.0 1343

ChatGPT 50.7 / 11.9 / 19.3 63.4 / 92.9 / 75.4 62.3†† 146
HUM 69.7 81.6 77.1⋆⋆ 618

Table 14: Precision, recall, F1 and accuracy achieved by
each model, where HUM stands for human judges. #+:
num. positive labels predicted. †|†† denote significance
between automated models on one or both annotation
sets. ⋆| ⋆ ⋆ denote significance against best automated
model on one or both annotation sets, respectively.

ChatGPT HUM

!Fac 0.02 1.96
Red 0.02 0.29
!Com 0.02 0.92
!Rel 0.02 0.47
!Par 0.02 0.29
!Sel 0.02 0.29
!Emp 0.02 0.58
Ign 0.02 0.47
Emp 0.02 0.58

Table 15: Cost ($ USD) per dialogue for each behavior
using ChatGPT or humans (HUM).
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Abstract

Instruction-finetuned large language models
(LLMs) gained a huge popularity recently,
thanks to their ability to interact with users
through conversation. In this work, we aim
to evaluate their ability to complete multi-turn
tasks and interact with external databases in
the context of established task-oriented dia-
logue benchmarks. We show that in explicit
belief state tracking, LLMs underperform com-
pared to specialized task-specific models. Nev-
ertheless, they show some ability to guide the
dialogue to a successful ending through their
generated responses if they are provided with
correct slot values. Furthermore, this ability
improves with few-shot in-domain examples.

1 Introduction

Large Language Models (LLMs) have transformed
the NLP field, showing outstanding performance
across many NLP benchmarks such as Winograd
Challenge (Levesque et al., 2012) or GLUE (Wang
et al., 2018). Recently, instruction finetuning of
LLMs proved to be able to align the model out-
puts with human preferences (Ouyang et al., 2022;
Wang et al., 2022) and improved the LLMs’ com-
munication capabilities substantially. State-of-the-
art LLMs are not only good at understanding user
needs but also capable of providing relevant an-
swers. Consequently, we see many chatbot appli-
cations both inside and outside academia (Chat-
GPT1, Claude2, Sparrow3) which build upon the
raw power of instruction-finetuned LLMs.

Given the millions of daily interactions with
these chatbots, it appears that the models are able to
handle users’ needs to their satisfaction, at least to
some extent. However, these chatbots are tuned us-
ing unstructured open-domain conversations. The

1https://openai.com/blog/chatgpt
2https://www.anthropic.com/index/

introducing-claude
3https://www.deepmind.com/blog/

building-safer-dialogue-agents

I am looking for a
five-star hotel in

the north

Context
Encoder

Prompt
construction

LLM
State tracker

LLM
Generator

We've got 4 hotels
available

Context
Store

DB

Figure 1: A high-level overview of our proposed
pipeline. The user input is used to retrieve relevant few-
shot examples (if available). Then, an initial prompt is
constructed and an LLM is asked to provide the current
dialogue state. Based on that, we retrieve database re-
sults and construct another prompt. Finally, we ask the
LLM to provide the response.

aim of this paper is to evaluate these systems
for more specific applications, where the system
has to follow a predetermined structure and han-
dle external sources of information, such as APIs
or databases. We raise the question to what ex-
tent LLMs are capable of handling these applica-
tions off-the-shelf, i.e. without finetuning. We thus
choose to evaluate LLM performance in the task-
oriented dialogue (TOD) setting, as it requires pre-
cise information handling for communicating with
external APIs. Moreover, TOD systems output
in-domain information which has predetermined
structure and lends itself well to evaluation, thanks
to pre-existing annotated data sets. We avoid any
finetuning techniques and focus on zero-shot or
few-shot settings using in-context learning, as this
approach has lower hardware requirements and bar-
rier of entry and better flexibility or even perfor-
mance in certain tasks (Su et al., 2022).

Therefore, we introduce an LLM-based TOD
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available.
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Figure 2: A detailed description of our proposed pipeline. (0) As a preprocessing step, we encode a subset of
the training set that will be used to retrieve few-shot examples. Given the user input, we: (1) Detect the domain,
retrieve relevant examples (in the few-shot setting) and construct an initial prompt. (2) Infer the belief state using
LLM. Based on that, we retrieve database information and construct another prompt that includes both the state and
database results. (3) We ask the LLM to provide a final response.

conversation pipeline (see Figure 1) and evaluate
its performance with respect to commonly used
task-oriented metrics such as Joint Goal Accuracy,
Slot F1, and Dialogue Success (Rastogi et al., 2018;
Budzianowski et al., 2018). Our pipeline resembles
other approaches based on LMs (Peng et al., 2021;
Yang et al., 2021), using state tracking and response
generation as two main, separate steps, while keep-
ing the role of a dialogue policy implicit. However,
instead of finetuning LMs, it intentionally relies al-
most exclusively on the usage of pretrained LLMs
as-is, so we can test their out-of-the-box capabili-
ties. The dialogue context and domain description
are introduced to the model only by including them
in the input prompt. In the zero-shot setting, the
model receives a domain description only; in the
few-shot setting, it additionally uses a few retrieved
examples (see Section 3 for details).

In our experiments, we find that LLMs are not
very good at state tracking and their performance
falls behind the state-of-the-art. However, if pro-
vided with correct belief states, some of them yield
interesting response generation performance, com-
parable to earlier finetuned state-of-the-art models.
To our knowledge, our zero-shot experiments estab-
lish a state-of-the-art result in unsupervised TOD
modeling on the MultiWOZ and Schema-guided
datasets (Budzianowski et al., 2018; Rastogi et al.,
2020). While there may be room for improvement
through prompt engineering, our results aim to
show the out-of-the-box LLM capabilities. We
plan to release our experimental code on GitHub.4

4https://github.com/vojtsek/to-llm-bot

2 Related Work

Large Language Models The Transformer archi-
tecture (Vaswani et al., 2017) enabled the training
of large and capable language models. The research
on their few-shot and zero-shot abilities dates back
to the GPT-2 and GPT-3 models (Radford et al.,
2019; Brown et al., 2020), which are scaled ver-
sions of the Transformer decoder. Many followed
this path of training large Transformer decoders
(Zhang et al., 2022; Black et al., 2022), yielding
models of up to hundreds of billions parameters
in size (Zhao et al., 2023). Other models leverage
the whole original (encoder-decoder) Transformer
architecture (Raffel et al., 2020; Lewis et al., 2020).
Recent research focuses on improving the training
of moderate-sized architectures to broaden access
to highly capable LLMs (Touvron et al., 2023).

Instruction Tuning The idea of using reinforce-
ment learning techniques to align model-based
agents better with users’ intents was pioneered in
game agent development (Christiano et al., 2017)
and later explored for training language models
(Ziegler et al., 2019; Ouyang et al., 2022). Al-
though these techniques proved to be quite effec-
tive, the process is still very demanding in terms
of collecting feedback from users. Consequently,
several datasets were proposed (Wang et al., 2022;
Iyer et al., 2022; Black et al., 2022) that collected
millions of instructions-based tasks in natural lan-
guage and can be applied to finetune LLMs using
reinforcement learning.

LM-based TOD modeling Task-oriented dia-
logue modeling with pretrained LMs was intro-
duced by Zhang et al. (2019) and Peng et al. (2021),
who followed text-based state encoding and two-
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stage generation proposed by Lei et al. (2018): An
LM is first used to decode a structured belief state,
represented as text. The belief state is then used
to retrieve database information and the LM is
called once more to generate a response, condi-
tioned on the belief state and retrieved information.
Several improvements to the basic setup were pro-
posed, such as contrastive state training (Kulhánek
et al., 2021) or using belief state differences (Lin
et al., 2020). Others proposed a combination of
generative models with retrieval-based approaches
(Pandey et al., 2018; Cai et al., 2019; Nekvinda and
Dušek, 2022). All described works finetune LMs
on in-domain data, which is in contrast with the
pure in-context learning approach that we apply.

Few-shot dialogue modeling One of the first
neural models focusing on learning dialogue from a
few in-domain examples was the Hybrid Code Net-
works (Williams et al., 2017), a trainable system
based on recurrent neural networks, with partially
handcrafted components. Another approach was
proposed by Zhao and Eskenazi (2018), who used
latent action representations to enable the transfer
of domain knowledge. Latent actions were also
used by Huang et al. (2020) and Shalyminov et al.
(2019). More recent approaches leverage the capa-
bilities of pretrained Transformer LMs (Shalymi-
nov et al., 2020). Hu et al. (2022) used LLMs and
in-context learning to perform belief state tracking,
formulating the task as an SQL query generation.
Unlike our work, they did not use instruction-tuned
models and omitted database retrieval and response
generation.

3 Method

We introduce our method step-by-step. An overall
description of the proposed pipeline is shown in
Figure 2. The system consists of a pretrained LLM
and an (optional) context store in a vector database.
Three LLM calls are performed in each dialogue
turn, with specific prompts (see Section 3.1). First,
the LLM performs domain detection and state track-
ing (Section 3.2). The updated belief state informs
a database query, whose results are used in the
subsequent LLM-based response generation step
(Section 3.3). In the few-shot setting, the context
store is used to store a limited number of examples
from the training set, which are retrieved based
on similarity with the conversation context and in-
cluded in LLM prompts (see Section 3.4).

Prompt Definition: Capture values from a conversation
about hotels.
Capture pair "entity:value" separated by colon
and no spaces in between.
Separate the "entity:value" pairs by hyphens
Values that should be captured are:
- "pricerange": the price of the hotel
...
[history]
Customer: "I want a cheap place to stay."

Output: pricerange:"cheap"

Table 1: A simplified example of a zero-shot version of
the prompt used for state update prediction. It contains
task definition, domain description, dialogue history and
user utterance. For the exact prompts see Appendix.

3.1 Prompt construction

We aim to compare the raw capabilities of the
selected LLMs, therefore we do not focus on
prompt engineering techniques and choose uni-
versal prompts used for all LLMs in this work
(cf. Section 8). We choose simple, plain language
statements as prompts, with no specific vocabulary,
based only on a few preliminary tests. We define a
single domain detection prompt for all examples,
plus a pair of prompts for each domain in the given
dataset: a state tracking prompt (see Table 1) and
a response prompt.

The domain detection prompt includes a task de-
scription and two static examples of domain detec-
tion. In addition to general instructions, each state
tracking prompt contains a domain description, a
list of relevant slots, the dialogue history, and the
current user utterance. The response prompts do
not contain the per-domain slot list, but they in-
clude the current belief state and database results
instead. In the few-shot setting, each tracking and
response prompt additionally contains positive and
negative examples retrieved from the context store
(see Section 3.4). Prompt examples are shown in
Tables 5 and 6 in the Appendix.

3.2 Domain Detection and State Tracking

We prompt the LM twice at each turn during state
tracking: first, to detect the active domain, then to
output slot values that changed or appeared in the
current turn. We then use the outputs to update the
accumulated global belief state.

The two prompting steps are used since we need
the models to operate in a multi-domain setting, i.e.,
handle conversations spanning multiple domains.
Therefore, we need to be able to detect the currently
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active domain. We achieve this by first prompting
the LLM with a domain detection prompt (using a
single prompt for all examples).

Once we obtain the active domain prediction,
we can include manually designed domain descrip-
tions in a second prompt that handles belief state
prediction. An example of a prompt used for state
tracking is provided in Table 1. For the few-shot
variants, we retrieve few-shot examples from the
context store, limited to the active domain.5

Our preliminary experiments showed that LLMs
struggle to output all active slot values at every
turn consistently. Therefore, we model only state
updates, following the MinTL approach (Lin et al.,
2020). Here, the model only generates the slot-
value pairs that have changed in current turn. The
global belief state is then accumulated using these
turn-level updates. To obtain machine-readable
outputs useful for database queries or API calls,
we specify in the prompt that the model should
provide JSON outputs, and any provided few-shot
examples are formatted accordingly.

3.3 Response Generation

The current belief state is used to query the
database for entries matching all user-specified
slots in the active domain. Given the belief state
and database results, the response generation is
straightforward. The prompt for the LLM includes
dialogue history, user utterance, belief state and
database results (and retrieved examples in the few-
shot setting) and requests the model to provide a
fitting system response. We generate delexicalized
responses (Wen et al., 2015), i.e., we replace slot
values by placeholders, following prior work in
end-to-end TOD modeling. In addition to simpli-
fying the task for the model, delexicalized outputs
allow us to evaluate the success rate and compare
to previous works. The prompt specifies that the
model should provide entity values as delexical-
ized placeholders, and any few-shot examples are
constructed accordingly.

3.4 Context Storage

It has been shown that enriching prompts with spe-
cific examples boosts LM performance (Madotto
et al., 2020; Brown et al., 2020). To apply this
knowledge efficiently in our pipeline, we introduce
a storage that contains encoded dialogue contexts.

5For this purpose, each conversation snippet contained in
the context store comes from a single-domain conversation.

This context storage is optional and is only required
for the few-shot prompting variant. We use di-
alogue context taken from a fixed-length history
window as the key to be encoded in the vector
database. More details can be found in Section 4.4.
Once the relevant examples are retrieved, we in-
clude them in the prompt to guide the model better.
Some of the LLMs rely on negative (counter-) ex-
amples as well (Wang et al., 2022). Therefore, we
follow Peng et al. (2021)’s consistency classifica-
tion task approach to produce negative examples:
We take some of the retrieved belief state examples,
corrupt them by replacing some of the correct slot
values with random values, and present them as
negative in the prompt.

4 Experimental Setup

To obtain a broad overview of the current LLMs’
capabilities, we compare several models, spanning
different numbers of trainable parameters and dif-
ferent training methods. We also experiment with
four variants of the base setup, using either zero-
shot or few-shot operations and using either pre-
dicted or oracle belief states.

4.1 Datasets

We experiment with two of the currently most
prominent benchmark datasets for task-oriented
multi-domain dialogue:

• MultiWOZ 2.2 (Budzianowski et al., 2018;
Hung et al., 2022) is a well-known benchmark
used for evaluating state tracking, response
generation and dialogue success rate. Its eval-
uation is well-defined and the dataset contains
database files, so full interaction can be sim-
ulated. It contains over 10k dialogues, 7 do-
mains and 29 distinct slots.

• Schema Guided Dataset (Rastogi et al.,
2020) is also well annotated and even richer
dataset containing more than 22k dialogues
18 domains and 145 slots. Database interac-
tion is considered in the dataset, but no real
database is provided and database results are
defined ad-hoc. Therefore we simply use the
provided database results in the prompts with-
out performing any actual queries.

4.2 Tested Models

We chose the following five instruction-finetuned
models for our experiments, spanning different
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model few oracle Schema Guided Dialogues MultiWOZ 2.2
shot BS BLEU JGA Slot-F1 Success BLEU JGA Slot-F1 Success

Supervised SotA ✗ ✗ 29.90∗ 0.30† 0.60∗ – 19.90♣ 0.60♢ – 0.82♡

Alpaca-LoRA-7B-zs-gbs ✗ ✗ 2.79 0.02 0.01 0.11 1.61 0.06 0.07 0.04
Tk-Instruct-11B-zs-gbs ✗ ✗ 4.16 0.05 0.03 0.10 2.48 0.04 0.04 0.04
GPT-NeoXT-20B-zs-gbs ✗ ✗ 0.45 0.01 0.01 0.17 0.52 0.03 0.02 0.04
OPT-IML-30B-zs-gbs ✗ ✗ 1.63 0.01 0.01 0.17 0.56 0.02 0.04 0.03
ChatGPT-zs-gbs ✗ ✗ – – – – 4.17 0.13 0.40 0.31
Alpaca-LoRA-7B-zs-obs ✗ ✓ 2.76 – – 0.23 1.73 – – 0.08
Tk-Instruct-11B-zs-obs ✗ ✓ 5.21 – – 0.24 2.66 – – 0.18
GPT-NeoXT-20B-zs-obs ✗ ✓ 0.83 – – 0.22 0.60 – – 0.06
OPT-IML-30B-zs-obs ✗ ✓ 1.94 – – 0.22 0.54 – – 0.06
ChatGPT-zs-obs ✗ ✓ – – – – 3.76 – – 0.47

Alpaca-LoRA-7B-fs-gbs ✓ ✗ 6.32 0.04 0.01 0.09 5.53 0.06 0.08 0.06
Tk-Instruct-11B-fs-gbs ✓ ✗ 6.66 0.06 0.05 0.10 6.56 0.16 0.33 0.19
GPT-NeoXT-20B-fs-gbs ✓ ✗ 1.62 0.04 0.02 0.09 2.73 0.05 0.04 0.05
OPT-IML-30B-fs-gbs ✓ ✗ 0.82 0.06 0.07 0.08 4.40 0.03 0.03 0.04
ChatGPT-fs-gbs ✓ ✗ – – – – 6.77 0.27 0.51 0.44
Alpaca-LoRA-7B-fs-obs ✓ ✓ 6.99 – – 0.25 5.96 – – 0.41
Tk-Instruct-11B-fs-obs ✓ ✓ 8.56 – – 0.25 6.91 – – 0.46
GPT-NeoXT-20B-fs-obs ✓ ✓ 1.97 – – 0.24 2.92 – – 0.28
OPT-IML-30B-fs-obs ✓ ✓ 0.56 – – 0.22 5.40 – – 0.28
ChatGPT-fs-obs ✓ ✓ – – – – 6.84 – – 0.68

Table 2: Evaluation of the chosen LLMs with respect to widely used TOD measures. For each model, we provide
multiple variants. We use either zero-shot or few-shot prompts (-zs- vs. -fs-) and either generated or oracle belief
state (-gbs vs. -obs). The few-shot variants use 10 examples per domain in the context storage (∼0.6% of the
training set in case of MultiWOZ), two of which are selected for the prompts. To reduce cost, we only evaluate
the paid ChatGPT model on MultiWOZ. We also provide supervised state-of-the-art results to put the numbers in
context: ∗Zhu et al. (2022), †Feng et al. (2021), ♣Sun et al. (2022), ♢Huang et al. (2023), ♡Feng et al. (2023).

sizes (within the limitations of hardware available
to us) and using freely available models as well as
the paid ChatGPT API. We indicate the specific
model variant (i.e., model size, given by the num-
ber of parameters) directly in the model name.

• Tk-Instruct-11B (Wang et al., 2022) is based
on the T5 encoder-decoder architecture (Raf-
fel et al., 2020). It was tuned on a dataset of
over 5M task instances with instructions.

• ChatGPT is a product introduced by Ope-
nAI.6 Although the exact training process and
architectures were not published, it most prob-
ably uses a similar architecture and finetun-
ing techniques as InstructGPT (Ouyang et al.,
2022), with additional human feedback.

• Alpaca-LoRA-7B is a version of the LLaMa
model (Touvron et al., 2023) using the LoRA
method (Hu et al., 2021) for finetuning on
Stanford Alpaca project data (Taori et al.,
2023). LoRa keeps the base model parame-
ters frozen, but adds additional smaller weight
matrices to the model to transform its outputs.

6https://openai.com/blog/chatgpt

• GPT-NeoXT-Chat-Base-20B is based on
the GPT-NeoX open-source language model
(Black et al., 2022) and finetuned with over
40M dialogue-style instructions.

• OPT-IML-30B (Iyer et al., 2022) is based on
the Transformer decoder OPT model (Zhang
et al., 2022) and trained with a custom set of
instructions, including the finetuning set from
Tk-Instruct.

4.3 Evaluated variants

We test four variants of our setup for each pair of
model and dataset. Specifically, we use zero-shot
(without examples) or few-shot (including exam-
ples) prompts (-zs- vs. -fs-) and either generated or
oracle belief states (-gbs vs. -obs). For retrieval in
the few-shot setting, we store just 10 examples per
domain in the context store by default. We exper-
iment with increasing this number in Section 5.4.
Using oracle belief state allows us to focus on eval-
uating the LLM’s ability to guide the dialogue.
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Figure 3: Domain detection accuracy with respect to dif-
ferent models for MultiWOZ 2.2 and SGD data wchich
consist of 7 and 18 domains, respectively.

4.4 Experiment Details

Due to the expensiveness of the LLM runs,7 we
did not perform a grid search, but used a limited
set of preliminary experiments to determine hyper-
parameters. Based on this, we used the context of
two preceding utterances (user + system) as the
context store keys (cf. Section 3.4). We retrieve
two examples for few-shot prompts and make one
corrupted variant from each of them for negative
examples. To corrupt an example, we switch some
of the slot values randomly, similarly to Kulhánek
et al. (2021). In the context store, we encode few-
shot examples using the multilingual embedding
model provided by Reimers and Gurevych (2020)8

and store them in the FAISS database (Johnson
et al., 2019). To perform the LLM calls, we use the
Huggingface library9 and the OpenAI API.10

4.5 Evaluation Measures

We evaluate the system outputs on multiple levels,
both using automatic metrics and human evaluation.
Results are given in Sections 5 and 6, respectively.

Automatic Metrics
In automatic evaluation, we first follow the LLM
calls being made and evaluate domain detection,
state tracking as well as response generation. We
also evaluate the overall dialogue-level perfor-
mance. For domain detection, we simply compute

7Hardware intensity for the freely available models and
actual cost for ChatGPT.

8https://huggingface.co/sentence-transformers/
all-mpnet-base-v2

9https://huggingface.co
10https://platform.openai.com

detection accuracy as a ratio of correctly detected
domain out of all dialogue turns being processed.
For state tracking, we compute micro-F1 score and
Joint Goal Accuracy (JGA). JGA is computed as
the ratio of dialogue turns for which the predicted
belief state matches the ground truth. We use fuzzy
matching of the slot values, so that capitalization or
minor typos do not influence the result. To evaluate
response generation, we follow related works and
use BLEU score (Papineni et al., 2002).

The main overall measure for evaluating a task-
oriented dialogue is the dialogue success rate (De-
riu et al., 2021). For MultiWOZ, we use the stan-
dard evaluation of dialogue success as the ratio of
dialogues where the user reaches the desired goal,
based on goal annotation provided with the data
(Nekvinda and Dušek, 2021). The SGD dataset
does not include goal annotation but contains in-
formation about the requested slots. Therefore, we
compute SGD success rate as the proportion of di-
alogues in which (1) the system captures all the
slots correctly and (2) all the requested slots are
provided.

Human Evaluation
For human evaluation, we perform a small-scale
in-house interaction study on MultiWOZ. Since
the MultiWOZ goal often involves tasks in multi-
ple domains, we ask annotators to evaluate each
domain in the dialogue distinctly. At the end of
each dialogue, the annotators are asked to answer
these questions:

1. How many of the subdialogues/domains were
handled successfully? (corresponding to dia-
logue success)

2. How many clarifications or corrections were
needed?

3. Was all the provided information captured cor-
rectly? (corresponding to JGA)

5 Automatic Metrics Results

5.1 Domain detection

We report the domain detection accuracy on Mul-
tiWOZ and SGD in Figure 3. We observe that the
domain detection accuracy varies quite a lot for var-
ious models and presumably influences the quality
of the retrieved few-shot examples and appropriate-
ness of the subsequent prompts. However, it is im-
portant to note that domain detection is turn-based,
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Figure 4: The influence of using oracle domain to re-
trieve examples. Interestingly, the oracle domain does
not improve the performance, suggesting that the model-
based detection is good enough for retrieval.

and arguably there are situations (e.g. providing an
address, saying goodbye etc.) that are always han-
dled in the same fashion, even though they formally
belong to different domains. Therefore, not all the
retrieved examples from misclassified domains nec-
essarily contain unrelated contexts. To explore this,
we measure the performance of all models in case
an oracle domain is given to them (Figure 4). Inter-
estingly, using the oracle domain did not improve
performance, it even worsened in some cases. This
suggests that the model-predicted domain is gener-
ally good enough, and additionally providing the
domain information does not contribute to the fi-
nal system performance. The negative influence
on performance might be caused by forcing the
system to filter out relevant examples. We observe
that in multiple cases, the conversations snippets
are domain-independent so the retrieval might per-
form better even with a wrongly selected domain.
Forcing the ground truth domain examples in these
cases can be potentially harmful.

5.2 Belief State Tracking

The belief state tracking results overview is given
in Table 2 (JGA and Slot-F1). There is a huge
gap between the supervised models’ performance
and the LLM results. Also compared to Hu et al.
(2022), who used few-shot in-context learning and
reported JGA 43.13% with a comparable dataset
size, our instruction-tuned LLMs fall short. How-
ever, the models we use are an order of magnitude

Figure 5: The influence of the number of examples per
domain available for few-shot retrieval and performance
of the model in terms of the dialogue success on Multi-
WOZ 2.2 data with oracle state supplied. Note that this
does not represent the number of examples selected for
the prompt, which is fixed to two.

smaller in general, and we also use fewer examples
in the prompt. We hypothesize that the perfor-
mance could be further improved by careful model-
specific prompt customization and perhaps task
re-formulation; nevertheless, this is not the goal of
this work. We intentionally focus on the universal
framing of the task since we want to explore the
general ability of the models to follow instructions.

When comparing the results among the models,
ChatGPT clearly outperforms the rest of the models
by a large margin. Interestingly, the few-shot vs.
zero-shot setting does not seem to influence the
results much, except for the GPT-NeoXT model.

5.3 Response Generation

BLEU scores are low overall, far below the super-
vised state-of-the-art. Tk-Instruct and ChatGPT are
the strongest here and perform roughly on par.

5.4 Dialogue-level performance

Results for dialogue success are provided in Ta-
ble 2, and there is again a large gap between LLMs
and supervised custom models’ performance. Chat-
GPT seems to outperform other models, similarly
to state tracking (cf. Section 5.2). However, for
some cases, especially in the zero-shot setting, the
difference is not that obvious. In most cases, adding
the retrieved few-shot examples helps. The contri-
bution of retrieved examples is more obvious when
we supply the oracle belief state, in which case it
helps consistently for all the models.
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We also explore the influence of context stor-
age size on the dialogue success rate. The results
are given in Figure 5. It seems that the biggest
improvement can be achieved by supplying just a
few examples instead of zero-shot prompting, but
increasing the size of the example pool for retrieval
does not yield further performance gains.

6 Model Analysis

6.1 Human Evaluation

We employed 6 annotators with a background in
linguistics and NLP and let them interact with the
two strongest models in terms of automatic met-
rics: ChatGPT and Tk-Instruct. The annotators
were given randomly selected goals from the Mul-
tiWOZ 2.2 dataset and a minimal set of essential
instructions on how to proceed. We present the re-
sults in Table 3. We can see that in real interaction
with a human user and allowing for clarification
or correction, the models perform better compared
to the rather strict automatic evaluation. Further-
more, the models are often successful in multiple
sub dialogues, even if a part of the whole dialogue
fails. The experiment also confirms the superior
performance of ChatGPT on both dialogue success
and JGA. Not surprisingly given the above results,
conversations with ChatGPT also required fewer
clarification turns than with Tk-Instruct.

6.2 Error Analysis

To understand the models’ behavior better, we man-
ually inspect a random sample of ca. 20 dialogues
for each model, chosen from cases where the au-
tomatic success metric was not satisfied. In gen-
eral, we can split most of the erroneous behaviors
into two distinct groups, which we call prompt-
recoverable and inherent.

Prompt-recoverable errors can be likely fixed
by specific prompt engineering with some effort.
These errors happen with all of the tested models.
Examples of such errors are the invalid structure
of the generated dialogue state, copying slot values
instead of using canonical values from the ontology,
failure to delexicalize some of the values, etc. Most
of these errors can be also fixed in postprocessing
– for example, we can employ more robust parsers
or fuzzy matching of slot values.

Inherent errors, on the other hand, are likely not
easily fixable by prompt modifications. They are

ChatGPT Tk-Instruct

dialogues 25 25
subdialogues 52 48
clarify / dial 1.08 1.68
succesful subdialogues 81% 71%
succesful dialogues 76% 64%
correctly captured 88% 66%

Table 3: Human evaluation results for ChatGPT and
Tk-Instruct-11B models. We evaluate the conversation
on sub dialogue level i.e. each domain in the dialogue
is evaluated separately.

not distributed evenly across the tested models and
seem to constitute a more challenging problem.

Perhaps the most important error, common to all
the models, is hallucination, i.e., the model’s output
responses not grounded in the context (such as of-
fering entities that are not included in the database).
This happens in about 10-20% of the inspected di-
alogues. Some models (GPT-NeoXT, OPT-IML)
tend to generate more content than they are asked
for. This happens in more than 50% of their failed
dialogues. In some cases, this means continuing
the conversation for a few more turns (including
hallucinating user turns), but the models also often
generate unrelated text or even code snippets. With
Tk-Instruct, we observed that in ca. 10% cases, it
copies the belief state from the example given in
the prompt instead of generating a relevant one.
Another issue is that the models tend to repeat their
previous responses.

7 Conclusion & Future Work

We present an experimental evaluation of instruct-
ion-tuned LLMs applied to the established task of
task-oriented dialogue modeling, with five LLMs
evaluated on two datasets. We find that LLMs
are not performing well in terms of belief state
tracking, even when provided with in-context few-
shot examples. However, there is some potential to
improve through prompt tuning and output parsing
robust to irregularities.

If provided with a correct belief state, the models
can interact with the user successfully, provide use-
ful information and fulfill the user’s needs. While
the performance does not match the supervised
state of the art, it is important to note that these
models were not finetuned on in-domain data and
work with just a domain description or a few exam-
ples (which again improve performance).

Therefore, carefully picking representative ex-
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amples and combining the LLM with an in-domain
belief tracker can be a viable choice for a task-
oriented dialogue pipeline.

Interestingly, in the human interactive evalua-
tion, both ChatGPT and Tk-Instruct outperformed
the expectations set by automatic metrics. This
shows certain flexibility and ability to correct their
own mistakes on the part of LLMs, and further
demonstrates that single-turn evaluation is too rigid
and does not show the whole picture (Takanobu
et al., 2020). In future work, we want to focus
on addressing the prompt-recoverable errors while
maintaining the ability to use model-independent
prompts and easily swap models. We also aim to
find a more effective method of relevant example
selection.

8 Limitations

One of the limitations of our work is the usage of
the ChatGPT model, which is only accessible via
an API and is not guaranteed to retain its exact abil-
ities. However, the other four out of five evaluated
models have publicly available weights and their
results are fully reproducible. We still consider it
beneficial to also evaluate ChatGPT, as it represents
state-of-the-art at the time of writing of this paper
and therefore puts the other models’ results into
perspective.

Another limitation is that based on our empir-
ical experiments, the models are sensitive to the
choice of a specific prompting. We spent some
time finding a reasonably good prompt that would
work with all of the models and did model-specific
modifications for the evaluation. Specifically, the
desired format of the belief state varied between
the models, and there we re some model-specific
instructions. We also include both few-shot and
zero-shot prompt types in our experiments. How-
ever, it is likely that the performance could be fur-
ther improved with more extensive prompt engi-
neering efforts. Nevertheless, we mainly aim to
showcase the more raw/out-of-the-box capabilities
of the LLMs, as extensive prompt tuning would,
in practice, erase the advantage of not having to
finetune the models. Furthermore, we believe that
the robustness of the model to specific prompts also
counts as an added value.

Finally, we cannot exclude the possibility that
some of the models were exposed to our selected
datasets during training. However, we still find it
important to evaluate the LLMs in this setting.
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A Prompt Construction

Prompt Determine which domain is considered in the following dialogue situation.
Choose exactly one domain from this list: restaurant, hotel, attraction, taxi, train
Answer with only one word, the selected domain from the list. You have to always select the most probable domain.
——- Example 1: ——–
Customer: I need a cheap place to eat
Assistant: We have several not expensive places available. What food are you interested in?
Customer: Chinese food.
Domain: restaurant
—— Example 2: ——–
Customer: What is the address?
Assistant: It’s 123 Northfolk Road.
Customer: That’s all. I also need a train from London.
Domain: train
———–
Now complete the following example:
Customer: I am looking for a cheap place to stay.
Domain:

Output: hotel

Table 4: A prompt used for domain detection for MultiWOZ. It contains task definition, domains description, static
examples and user utterance.

Prompt Definition: Capture entity values from last utterance of the conversation according to examples.
Capture pair "entity:value" separated by colon and no spaces in between. Separate entity:value pairs by hyphens.
If not specified, leave the value empty. Values that should be captured are:
- "pricerange": the price of the hotel
- "area" that specifies the area where the hotel is located (north/east/west/south/centre)
- "internet" that specifies if the hotel has internet (yes/no)
- "parking" that specifies if the hotel has parking (yes/no)
- "stars" that specifies the number of stars the hotel has (1/2/3/4/5)
- "type" that specifies the type of the hotel (hotel/bed and breakfast/guest house)
[history]
Customer: "I want a cheap place to stay."

Output: pricerange:"cheap"

Table 5: A zero-shot version of the prompt used for state update prediction for MultiWOZ 2.2. It contains task
definition, domain description, dialogue history and user utterance.

Prompt Definition: You are an assistant that helps people to book a hotel.
The user can ask for a hotel by name, area, parking, internet availability, or price.
There is also a number of hotel in the database currently corresponding to the user’s request.
If you find a hotel, provide [hotel_name], [hotel_address], [hotel_phone] or [hotel_postcode]
Do not provide real entities in the response! Just provide entity name in brackets, like [name] or [address].
If booking, provide [reference] in the answer.
[history]
Customer: "I want a cheap place to stay."
State: hotel { pricerange: "cheap"}
Database: hotels: 23

Output: We have 23 such hotels available, do you have a preference about the location?

Table 6: A zero-shot version of the prompt used for response prediction for MultiWOZ 2.2. It contains task
definition, domain description, dialogue history, user utterance and belief state with db results.
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Abstract

This paper evaluates the extent to which cur-
rent Large Language Models (LLMs) can cap-
ture task-oriented multi-party conversations
(MPCs). We have recorded and transcribed
29 MPCs between patients, their companions,
and a social robot in a hospital. We then anno-
tated this corpus for multi-party goal-tracking
and intent-slot recognition. People share goals,
answer each other’s goals, and provide other
people’s goals in MPCs – none of which occur
in dyadic interactions. To understand user goals
in MPCs, we compared three methods in zero-
shot and few-shot settings: we fine-tuned T5,
created pre-training tasks to train DialogLM
using LED, and employed prompt engineering
techniques with GPT-3.5-turbo, to determine
which approach can complete this novel task
with limited data. GPT-3.5-turbo significantly
outperformed the others in a few-shot setting.
The ‘reasoning’ style prompt, when given 7%
of the corpus as example annotated conversa-
tions, was the best performing method. It cor-
rectly annotated 62.32% of the goal tracking
MPCs, and 69.57% of the intent-slot recogni-
tion MPCs. A ‘story’ style prompt increased
model hallucination, which could be detrimen-
tal if deployed in safety-critical settings. We
conclude that multi-party conversations still
challenge state-of-the-art LLMs.

1 Introduction

Spoken Dialogue Systems (SDSs) are increasingly
being embedded in social robots that are expected
to seamlessly interact with people in populated
public spaces like museums, airports, shopping
centres, or hospital waiting rooms (Foster et al.,
2019; Tian et al., 2021; Gunson et al., 2022). Un-
like virtual agents or voice assistants (e.g. Alexa,
Siri, or Google Assistant), which typically have
dyadic interactions with a single user, social robots
are often approached by pairs and groups of indi-
viduals (Al Moubayed et al., 2012; Moujahid et al.,
2022). Families may approach a social robot in

1 U1: What time was our appointment?
2 U2: We have an appointment at 10.30pm.
3 U1: Ok.

Table 1: An example extract from our new corpus. This
example illustrates that people complete other user’s
goals in an MPC. The system must understand that U1’s
question was answered by U2, and it does not need to
answer this question as if it was a dyadic interaction.
Further annotated examples can be found in Table 3.

a museum, and patients are often accompanied by
a family member when visiting a hospital. In these
multi-party scenarios, tasks that are considered triv-
ial for SDSs become substantially more complex
(Traum, 2004; Zhong et al., 2022; Addlesee et al.,
2023). In multi-party conversations (MPCs), the
social robot must determine which user said an ut-
terance, who that utterance was directed to, when
to respond, and what it should say depending on
whom the robot is addressing (Hu et al., 2019; Gu
et al., 2021, 2022a). These tasks are collectively
referred to as “who says what to whom” in the
multi-party literature (Gu et al., 2022b), but these
tasks alone provide no incentive for a system to ac-
tually help a user reach their goals. State of the art
“who says what to whom” systems can, therefore,
only mimic what a good MPC looks like (Addlesee
et al., 2023), but for practical systems we also need
to know what each user’s goals are. We therefore
propose two further tasks that become substantially
more complex when considered in a multi-party
setting: goal tracking and intent-slot recognition
(Addlesee et al., 2023).

Dialogue State Tracking (DST) is a well-
established task (Lee et al., 2021; Feng et al., 2022)
that is considered crucial to the success of a di-
alogue system (Williams et al., 2016). DST cor-
pora are abundant (Henderson et al., 2014a,b), but
they only contain dyadic conversations. No cor-
pus exists containing MPCs with goal tracking or
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intent-slot annotations, yet there are important dif-
ferences. Consider the example in Table 1 (from
our new corpus, detailed in Section 2). In turn 1,
we can identify that User 1 (U1) wants to know
their appointment time. Before the social robot had
time to answer, User 2 (U2) answered in turn 2.
This obviously does not occur in a dyadic interac-
tion, yet this understanding is essential for natural
system behaviour. The SDS must determine that
it should not repeat the answer to the question, so
data must be collected to learn this. Other major
differences exist too. For example, current DST
corpora do not contain a concept of ‘shared goals’
(Eshghi and Healey, 2016). If two people approach
a café counter, the barista must determine whether
the two people are separate (two individuals want-
ing to get coffee), or together (two friends with the
shared goal to get coffee) (Keizer et al., 2013). The
interaction changes depending on this fact, it would
be unusual to ask “are you paying together” to two
individuals. Shared goals can commonly be iden-
tified through explicit dialogue. For example, the
use of ‘we’ in “We are looking for the bathrooms”.
Similar to answering each other’s questions, people
may also ask questions on behalf of others. In our
corpus, a person said “ARI, the person that I’m
accompanying feels intimidated by you, and they’d
like to know where they can eat”.

In this paper, we present several contributions.
(1) We collected a corpus of multi-party interac-
tions between a social robot and patients with their
companions in a hospital memory clinic. (2) This
corpus was annotated for the standard “who says
what to whom” tasks, but also for multi-party goal
tracking and intent-slot recognition. We followed
current DST annotation instructions, tweaked to en-
able annotation of multi-party phenomena (detailed
in Section 2). (3) We then evaluated Large Lan-
guage Models (LLMs) on these two new tasks us-
ing our collected corpus. Models were pre-trained,
fine-tuned, or prompt engineered where applica-
ble (detailed in Section 3). It is not possible to
collect enormous corpora from patients in a hos-
pital, so models were evaluated in zero-shot and
few-shot settings. We found that the GPT-3.5-turbo
model significantly outperformed others on both
tasks when given a ‘reasoning’ style prompt.

2 Dataset and Tasks

For the initial data collection, we partnered with
a hospital in Paris, France, and secured ethical ap-

proval as part of the EU SPRING project1. We
then recorded, transcribed, translated (from French
to English), anonymised, and annotated 29 multi-
party conversations (774 turns). These MPCs were
between patients of the memory clinic, their com-
panion (usually a family member), and a social hu-
manoid robot created by PAL Robotics called ARI
(Cooper et al., 2020). We hired a professional trans-
lator to avoid machine translation errors, and to
enable faster experimentation as we are not French
speakers. Future work based upon the findings in
this paper will be evaluated in both English and
French.

We used a wizard-of-oz setup as this task is
new, and we required this data to design a multi-
party SDS for use in the hospital. A robot oper-
ator was therefore controlling what ARI said by
selecting one of 31 response options (task-specific
answers and some common responses like “yes”,
“no”, “please”, “thank you”, and “I don’t know”).
Following our previously published data collec-
tion design (Addlesee et al., 2023), each partici-
pant was given one or two goals, and asked to con-
verse with ARI to try to achieve their goal. Both
participants were given the same goals in some
cases to elicit dialogues containing ‘shared goal’
behaviour. In order to encourage lexical diversity,
we provided pictograms to give each participant
their goals. For example, if we told the patient that
they want a latte, they would likely use the specific
word “latte” (Novikova et al., 2016), so we instead
gave the participants pictograms as seen in the top-
right of Figure 1. This worked as people didn’t just
ask for coffee when given this image, some asked
for hot chocolate or herbal tea instead.

In this paper, we evaluated each model on both
multi-party goal tracking, and multi-party intent-
slot recognition. These are two related, yet distinct
tasks. If ARI asked the user “Are you hungry?”,
and the user responded “yes”, then the intent of
that turn is an affirmation, but the user’s goal is
also established as wanting to eat. As explained in
Section 1, standard DST annotation schemes are de-
signed for dyadic interactions, which do not enable
annotation of multi-party behaviours. Each turn
is annotated with its intent and slot values where
applicable, but goal annotations require both the
goal and the user whose goal is being established.
When a goal is detected in a dyadic interaction, no
user information is needed as there is only a single

1https://spring-h2020.eu/
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Figure 1: A sample of the pictograms used to represent
user goals, given to patients and companions. These
elicited dialogues without restricting vocabulary.

user. In multi-party interactions, multiple users can
have multiple active goals. These goals may be dif-
ferent, they may be shared (see Table 2), users may
answer each other’s goals (see Table 1), and one
user may provide another user’s goal, for example
by saying “My wife would love a coffee”.

An annotated extract from an MPC in our col-
lected corpus can be found in Table 2. In turn 1, U1
states that “we’d like a coffee”, indicating that U1
and their companion U2 would both like a coffee.
This turn is annotated with two intents: greet
(due to the “hello”), and request. This request
intent has a slot value to indicate that the request
is for a beverage – coffee. The goal tracking anno-
tation signifies that a goal has been established in
this turn with ‘G’. The goal is shared by ‘U1+U2’,
and their goal is to drink a coffee. In turn 2, ARI
responds informing both users where the café is,
hence the inform intent annotation. The goal
tracking annotation is the same as turn 1, but starts
with ‘AG’ (for ‘answer-goal’) instead of simply
‘G’. This indicates that this goal has been answered,
which is critical knowledge for the system to track
which goals remain open. In this example, the
goal is explicitly closed in turn 3, indicated by the
corresponding ‘CG’ (close-goal) goal tracking an-
notation. Not all goals are explicitly closed by the
user. A dialogue manager could decide to implic-
itly close an answered goal if the user does not
reopen it within three turns, for example. We only

annotate explicit goal closures, like the one in turn
3. There are two intents annotated in both turns 1
and 3 in Table 2, and multiple goal annotations can
similarly exist, separated by a semicolon. For ex-
ample, “I’m hungry but need the toilet first” simul-
taneously opens two goals. All of these annotations
were completed using the ELAN tool (Brugman
et al., 2004), and then mapped into JSON for model
training2.

With these two sets of annotations, we can eval-
uate various LLMs on two tasks: (1) multi-party
intent-slot recognition; and (2) multi-party goal
tracking. It is not possible to collect vast quanti-
ties of interactions with patients in the hospital, so
these models must be able to learn from a corpus
of limited size. We therefore decided to mask an-
notations in a randomised window selected from
each MPC, providing the model with the surround-
ing context and speaker labels. That is, a random
number of turns was selected in each MPC, and
then the annotations were replaced by a ‘[MASK]’
token. An example of this is shown in Table 3.

As the corpus size is limited, the window selec-
tion could potentially heavily impact model perfor-
mance. We therefore randomised the selected win-
dow three times for each conversation and train/test
split, and these exact same windows were used to
train and test each model. To clarify, all train/test
splits and windows were randomised for multiple
runs, but they were unchanged between each model.
For example, run 1 with the 20/80 split in Section
4 for T5 contained the exact same test set, with the
exact same window, as run 1 with the 20/80 split for
DialogLED. This holds true for both tasks. Each
masked window was bookended with a ‘[start]’ and
‘[end]’ tag to help the models learn this task too
(Zhong et al., 2022). A shortened example from
our corpus can be seen in Table 3.

3 Experimental Procedure

We evaluated three different models (each detailed
below): T5 (Raffel et al., 2020), DialogLM using
LED (DialogLED) (Zhong et al., 2022), and GPT-
3.5-turbo3. Each approach was evaluated in a zero-
shot and few-shot setting, with various train/test
splits. We could not provide more data to GPT-3.5-
turbo due to context window size, but the train/test

2Mapping code, annotated data, and training hyperpa-
rameters can be found here: https://github.com/
AddleseeHQ/mpgt-eval.

3https://platform.openai.com/docs/
models/gpt-3-5
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User Utterance Intent-Slot Annotation Goal Tracking Annotation
1 U1: Hello, we’d like a coffee. Where can we go? greet() ; request(beverage(coffee)) G(U1+U2, drink(coffee))
2 ARI: You have to enter the building behind you. inform(directions(cafe)) AG(U1+U2, drink(coffee))
3 U2: Ok, well thank you very much. acknowledge(); thank() CG(U1+U2, drink(coffee))

Table 2: A corpus example displaying shared goals with both intent-slot and goal tracking annotations.

User Masked Goal Tracking Utterance Gold Annotation
1 ARI: Hello, my name is ARI. How can I help you? -

[start] -
2 U1: My friend is intimidated by you, where can they eat? [MASK] G(U2, eat())
3 ARI: There’s a cafeteria on the ground floor, near the courtyard. [MASK] AG(U2, eat())

[end] -
4 U2: My appointment is in room 17, where is it? G(U2, go-to(room_17)) -

Table 3: A corpus example illustrating the goal tracking task. This process was the same for intent-slot recognition,
with the corresponding annotations. Note that U1 asks U2’s question, and this is reflected in the annotation.

splits for T5 and DialogLED were: 0/100 (zero-
shot), 20/80, 50/50, and 80/20. This allowed us
to determine how each model learned to do these
tasks when given more training examples. As de-
scribed in Section 2, we ran each experiment three
times with randomised splits and windows, but
these remained the same between-models to avoid
few-shot problems such as recency bias (Zhao et al.,
2021). We trained all the T5-Large and DialogLED
models on a machine containing a 16Gb NVIDIA
GeForce RTX 3080 Ti GPU with 64Gb RAM and
an Intel i9-12900HK processor.

3.1 T5-Large

Older GPT models (GPT-3 and below) are pre-
trained with the next token prediction objective on
huge corpora (Radford et al., 2019; Brown et al.,
2020), an inherently directional task. The creators
of T5 added two more objectives and give it the
goal of minimising the combined loss function
(Raffel et al., 2020) across all three tasks. The
two additional tasks were de-shuffling, and BERT-
style de-masking (Devlin et al., 2018). This latter
pre-training task involves ‘corrupting’ tokens in the
original text, which T5 must then predict. Impor-
tantly, this enabled T5 to work bidirectionally, be-
coming particularly good at using the surrounding
context to predict tokens in corrupted sentences.
This is not dissimilar to our task, in which the
model must learn to use the surrounding MPC turns
to predict the annotations that are masked. T5 also
achieves state-of-the-art results on related tasks like
(Lee et al., 2021; Marselino Andreas et al., 2022),
albeit, fine-tuned on larger datasets.

We used T5-Large in both a zero-shot setting,

and fine-tuned with various train/test splits. T5
allows fine-tuning with a given named task like
‘answer the question’, or ‘translate from French
to German’. We used ‘predict goals’ and ‘predict
intent-slots’ for goal tracking and intent-slot recog-
nition, respectively, giving the same task names as
input during testing. As the corpus is very small,
there was no model performance boost beyond 3
epochs, which was expected (Mueller et al., 2022).

3.2 DialogLM using LED (DialogLED)

MPCs reveal unique new communication chal-
lenges (Addlesee et al., 2023), as detailed in Sec-
tion 1, so some LLMs have been developed specifi-
cally for the multi-party domain (Hu et al., 2019;
Gu et al., 2021, 2022a). Microsoft published Di-
alogLM (Zhong et al., 2022), a pre-trained LLM
based upon UniLMv2 (Bao et al., 2020), but
specifically designed for multi-party tasks. Along-
side the base model, they released two variations:
DialogLM-sparse for long dialogues over 5,120
words, and DialogLM using LED (DialogLED)
which outperformed the others. DialogLED builds
on Longform-Encoder-Decoder (LED) (Beltagy
et al., 2020), an attention mechanism that scales
linearly with sequence length. Transformer-based
models typically scale quadratically with the se-
quence length, restricting their ability to process
long dialogues.

DialogLED was pre-trained on five objectives
designed specifically for MPCs, and the model’s
goal was to minimise the combined loss of all of
these tasks. Their state-of-the-art results showed
that their pre-training tasks did encourage the LLM
to ‘understand’ multi-party interactions. The five
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tasks were: (1) speaker masking, the model has
to predict who spoke; (2) turn splitting, the model
has to recognise when two utterances are likely the
same turn; (3) turn merging, the opposite of (2),
where the model has to recognise when the turns
were likely separate; (4) text infilling, the model
has to predict masked tokens within the turn; and
(5) turn permutation, the model has to correctly
re-order jumbled turns.

We cloned their repository4 and added two new
tasks: (6) goal masking, the model has to predict
goal tracking annotations; and (7) intent-slot mask-
ing, the model has to predict intent-slot annota-
tions. In the zero-shot setting, we simply ran the
test set through base DialogLED. We then ran their,
now modified, code to run our few-shot evaluations
three times for each data split.

3.3 GPT-3.5-turbo

Larger LLMs are not inherently better at following
a user’s intent (Ouyang et al., 2022) as they have no
incentive to help the user achieve their goal, only
to generate realistic looking outputs. This leads
to significant problems, including the generation
of false, biased, and potentially harmful responses.
GPT-3 was therefore fine-tuned on prompts with
human-feedback to create InstructGPT (Ouyang
et al., 2022). OpenAI later followed this same
approach to create the now famous ChatGPT family
of models. At the time of writing, GPT-4 is the
most powerful of these models, but it is currently
in a waiting list phase. OpenAI recommends their
GPT-3.5-turbo model while waiting as the next best
option. We therefore decided to evaluate this model
on the same two tasks.

Unlike T5 or DialogLED, there is no way to
fine-tune your own version of GPT-3.5-turbo, or to
edit their pre-training steps. People instead mould
the model’s behaviour through prompt-engineering
(Lester et al., 2021; Wei et al., 2022; Weng, 2023).
The newer GPT models allow developers to pro-
vide huge contexts, called prompts, containing in-
structions for the model to follow. GPT-3.5-turbo
allows prompts of up to 4,096 tokens. Although
these models have only exploded in popularity re-
cently, there are many suggested prompt ‘styles’
suggested online by conversation designers who
are implementing these models in the real-world.
We have analysed this space and devised six prompt
styles for the two tasks. In the zero-shot setting,

4https://github.com/microsoft/DialogLM

only the prompt and the masked MPC is provided
to the model. In the few-shot setting, we addition-
ally provide the model with 7% of the corpus as
examples. This is crucial to highlight. T5 and Di-
alogLED were trained on 20% of the corpus, 50%
of the corpus, and finally 80% of the corpus. GPT-
3.5-turbo’s maximum context size can only fit 7%
of the corpus, less than the other models.

The prompt styles we used were the following
(the actual prompts are included in Appendix A):

• Basic: This is our baseline prompt. It very
simply tells the model what it is going to get as
input, and what we want as output. It contains
no further special instructions.

• Specific: GPT practitioners report that when
prompts are more detailed and specific, per-
formance is boosted (Ye et al., 2023).

• Annotation: For annotation tasks, we would
give fellow humans annotation instructions.
In this prompt, we provide the model with
annotation instructions.

• Story: This model was pre-trained on a very
large quantity of data, including novels, film
scripts, journalistic content, etc... It may
be possible that by phrasing the prompt like
a story, performance may be boosted due to
its likeness to its training data.

• Role-play: Similar to the story prompt, it is
reported that these models are very good at
role-playing5. People ask ChatGPT to pretend
to be a therapist, a lawyer, or even alter-egos
that have no safety limitations (Taylor, 2023).
We tell GPT-3.5-turbo that it is a ‘helpful as-
sistant listening to a conversation between two
people and a social robot called ARI’.

• Reasoning: Finally, recent work suggests that
these models improve in performance if you
explain the reasoning for desired outputs (Fu
et al., 2022). We therefore added one ficti-
tious turn to this prompt, and explained the
reasoning behind its annotation.

4 Results

We evaluated T5, DialogLED, and GPT-3.5-turbo
as described in Section 3 on multi-party goal track-

5https://github.com/f/
awesome-chatgpt-prompts
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ing, and multi-party intent-slot recognition. Out-
puts were annotated as either ‘exact’, ‘correct’, or
‘partial’ to distinguish each model’s performance
beyond simple accuracy. Exact matches were
strictly annotated, but slight differences are allowed
if the annotation meaning remains unchanged.
For example: ‘G(U1, go-to(lift))’ and
‘G(U1, go-to(lifts))’ (note the plural
‘lifts’). Outputs were marked as exact if every
[MASK] in the MPC was exact, and marked
as correct if every [MASK] was more broadly
accurate. For example, if the annotation con-
tained ‘drink(coffee)’ and the model output
‘drink(hot_drink)’, we considered this cor-
rect. The output was marked as partially correct if
at least 60% of the [MASK] tags were correctly an-
notated. This latter metric allows us to distinguish
between models that generate nonsense, and those
that roughly grasp the task. Our inter-annotator
agreements were 0.765 and 0.771 for goal tracking
and intent-slot recognition, respectively. These are
less than 0.8, and this was due to the broad defi-
nition of ‘correct’. We plan to design automatic
metrics for our future work (see Section 5).

4.1 MPC Goal Tracking Results

The goal tracking results can be found in Table 4.
An ANOVA test (Fisher, 1992) indicated that there
was an overall significant difference between the
model’s results. We therefore ran a Tukey HSD
test (Tukey, 1949) that showed that the GPT-3.5-
turbo model in the few-shot setting did significantly
outperform all the other models.

Firstly, the T5-Large model performed poorly,
even when it was trained on 80% of our corpus.
Upon further analysis, it generated complete non-
sense in the zero-shot setting, but did start to gen-
erate strings that looked reasonable with only 20%
of the data. Given the 50/50 train/test split, T5
consistently replaced the [MASK] tokens, but did
still hallucinate turns. When given 80% of the data
as training data, the T5 model preserved the orig-
inal dialogue, and replaced the [MASK] tokens
with goal annotations, they were just all completely
wrong. This steady improvement as we increased
the amount of training data suggests that T5 could
be a viable option for similar tasks, just not where
data is limited (such as our hospital use case).

The DialogLED model also generated nonsense
in the zero-shot setting, but very quickly learned
the task. Even with just 20% of the data used for

training, DialogLED reliably preserved the origi-
nal dialogue and replaced the [MASK] tokens with
goal annotations. Most of the annotations were in-
correct, for example ‘G(U2, eat(ticket))’,
but DialogLED did correctly detect some goals
opening, being answered, and being closed cor-
rectly, achieving a non-zero partial score. Given
more training data, DialogLED did begin to use the
surrounding contextual dialogue turns more accu-
rately, but almost every result contained an incor-
rect prediction. This was often the mis-detection
of shared goals, or closing goals early. Like T5,
DialogLED would need a larger training set to ac-
curately complete this task. This model learned the
task quickly, so may need fewer examples.

In the zero-shot setting, GPT-3.5-turbo roughly
‘understood’ the task, generating many partially
correct outputs. With all the prompt styles, it did
frequently reformat the dialogue. This was particu-
larly true when using the roleplay prompt, it would
output all the goals per interlocutor, for example,
rather than per turn. The worst zero-shot GPT-
3.5-turbo prompt was the ‘story’ style, not even
generating one partially correct output. This was
due to its increased hallucination. The story prompt
noticeably produced more fictitious turns, and also
rephrased and removed turns in the original dia-
logue. We believe this is likely because a story
scenario is naturally a fictitious topic. The ‘rea-
soning’ style prompt performed remarkably well,
generating five times more correct outputs than the
second-best prompt style, and generating 79.31%
partially correct outputs, showing that it can grasp
the concept of the task. The reasoning prompt com-
monly mis-identified shared goals, unfortunately.

In the few-shot setting, GPT-3.5-turbo’s results
improved significantly compared to every other
approach. We would like to highlight again that
each run’s example prompts provided to the model
were exactly the same for each prompt style. Per-
formance differences were only due to the given
prompt style. The ‘reasoning’ prompt once again
outperformed the others across all metrics, gen-
erating correct outputs 62.32% of the time, and
partially correct 94.20% of the time. In our fu-
ture work (see Section 5), we plan to utilise this
prompt style’s impressive performance on limited
data. The ‘story’ prompt was the only style to suc-
cessfully attribute goals to other speakers, as in
Table 3, but it still suffered from increased halluci-
nation, which is not appropriate in a safety-critical
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Model train/test % Prompt Style Exact % Correct % Partial %
T5 0/100 - 0 0 0
T5 20/80 - 0 ± 0 0 ± 0 0 ± 0

T5 50/50 - 0 ± 0 0 ± 0 0 ± 0

T5 80/20 - 0 ± 0 0 ± 0 0 ± 0

DialogLED 0/100 - 0 0 0
DialogLED 20/80 - 0 ± 0 0 ± 0 5.80 ± 1.45

DialogLED 50/50 - 0 ± 0 2.38 ± 2.38 1.19 ± 0.63

DialogLED 80/20 - 0 ± 0 0 ± 0 20 ± 11.55

GPT 3.5-turbo 0/100 Basic 0 3.45 31.03
GPT 3.5-turbo 0/100 Specific 0 3.45 24.14
GPT 3.5-turbo 0/100 Annotation 0 6.90 44.83
GPT 3.5-turbo 0/100 Story 0 0 0
GPT 3.5-turbo 0/100 Role-play 0 0 6.90
GPT 3.5-turbo 0/100 Reasoning 3.45 34.48 79.31
GPT 3.5-turbo 7/80* Basic 11.59 ± 3.83 30.43 ± 10.94 86.96 ± 6.64

GPT 3.5-turbo 7/80* Specific 20.29 ± 3.83 43.48 ± 9.05 92.75 ± 2.90

GPT 3.5-turbo 7/80* Annotation 14.49 ± 5.80 28.99 ± 3.83 82.61 ± 4.35

GPT 3.5-turbo 7/80* Story 17.39 ± 6.64 36.23 ± 13.83 86.96 ± 4.35

GPT 3.5-turbo 7/80* Role-play 18.84 ± 7.25 46.38 ± 12.38 92.75 ± 5.22

GPT 3.5-turbo 7/80* Reasoning 27.54 ± 1.45 62.32 ± 9.50 94.20 ± 5.80

Table 4: The final multi-party goal tracking results for each model in both the zero- and few-shot settings.
*We could not fit more than 7% of the training examples in GPT-3.5-turbo’s context window. We therefore used
fewer examples than with T5 and DialogLED. The same 80% test sets were still used to enable model comparison.

setting. We suspect that the other prompt styles
failed to do this because of the rarity of this phe-
nomenon in our corpus. We are eliciting more of
these in ongoing experiments with a deployed sys-
tem, not wizard-of-oz (Addlesee et al., 2023).

4.2 MPC Intent-slot Recognition Results

The results for each model on the intent-slot recog-
nition task can be found in Table 5. As with the
goal tracking results, an ANOVA test (Fisher, 1992)
indicated that there was an overall significant differ-
ence between our model’s results. We therefore ran
a Tukey HSD test (Tukey, 1949) that showed that
the GPT-3.5-turbo model in the few-shot setting
significantly outperformed all the other models.

As intent-slot annotations are well-established,
T5 and DialogLED both started generating sensible-
looking outputs with only a few training examples.
The T5 outputs were all incorrect again, however.
DialogLED consistently improved as it was trained
on progressively more data, annotating almost half
of the MPCs partially correctly, and beginning to
accurately annotate full MPCs. Given a larger cor-
pus, we expect that DialogLED could potentially
generate competitive results, but this is not the case

for T5 in this setting with limited data.

GPT-3.5-turbo in the zero-shot setting also
achieved higher partial scores, compared to the
goal tracking results, due to the fact that intent-slot
recognition is a more established task. Turns were
commonly annotated with multiple gold goals, but
this model tended to only output one per turn. For
example: “Hello ARI, where is the café?” would
only have the prediction ‘greet’, missing the re-
quest to locate the café entirely. This prevented the
model from achieving higher correct scores.

In the few-shot setting, however, GPT-3.5-turbo
significantly outperformed all the other models.
The difference was remarkable. Almost all of the
predictions were partially correct, and the ‘reason-
ing’ prompts correctly annotated 70% of the MPCs.
Other models tended to falter when anaphoric ex-
pressions couldn’t be resolved with just the pre-
vious turn. They also struggled to identify the
‘suggest’ intent, for example, when one person
said “do you want to go to the toilet?”. These were
misclassified as request intents, likely due to their
prominence in the corpus, and influence on the re-
sults due to GPT-3.5-turbo’s limited input context.
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Model train/test % Prompt Style Exact % Correct % Partial %
T5 0/100 - 0 0 0
T5 20/80 - 0 ± 0 0 ± 0 0 ± 0

T5 50/50 - 0 ± 0 0 ± 0 0 ± 0

T5 80/20 - 0 ± 0 0 ± 0 0 ± 0

DialogLED 0/100 - 0 0 0
DialogLED 20/80 - 0 ± 0 0 ± 0 5.80 ± 2.90

DialogLED 50/50 - 0 ± 0 0 ± 0 38.10 ± 10.38

DialogLED 80/20 - 0 ± 0 13.33 ± 6.67 46.67 ± 6.67

GPT 3.5-turbo 0/100 Basic 0 3.45 51.72
GPT 3.5-turbo 0/100 Specific 0 0 13.79
GPT 3.5-turbo 0/100 Annotation 0 3.45 20.69
GPT 3.5-turbo 0/100 Story 0 0 24.14
GPT 3.5-turbo 0/100 Role-play 0 0 20.69
GPT 3.5-turbo 0/100 Reasoning 0 27.59 82.76
GPT 3.5-turbo 7/80* Basic 17.39 ± 6.64 36.23 ± 12.88 97.10 ± 2.90

GPT 3.5-turbo 7/80* Specific 27.54 ± 1.45 60.87 ± 9.05 94.20 ± 1.45

GPT 3.5-turbo 7/80* Annotation 18.84 ± 1.45 40.58 ± 6.32 91.30 ± 4.35

GPT 3.5-turbo 7/80* Story 26.09 ± 4.35 47.83 ± 10.04 94.20 ± 3.83

GPT 3.5-turbo 7/80* Role-play 20.29 ± 3.83 49.27 ± 12.88 97.10 ± 1.45

GPT 3.5-turbo 7/80* Reasoning 37.68 ± 1.45 69.57 ± 10.94 100 ± 0

Table 5: The final multi-party intent-slot recognition results for each model in both the zero- and few-shot settings.
*We could not fit more than 7% of the training examples in GPT-3.5-turbo’s context window. We therefore used
fewer examples than with T5 and DialogLED. The same 80% test sets were still used to enable model comparison.

5 Conclusion and Future Work

Multi-party conversations (MPCs) elicit complex
behaviours which do not occur in the dyadic in-
teractions that today’s dialogue systems are de-
signed and trained to handle. Social robots are
increasingly being expected to perform tasks in
public spaces like museums and malls, where con-
versations often include groups of friends or fam-
ily. Multi-party research has previously focused
on speaker recognition, addressee recognition, and
tweaking response generation depending on whom
the system is addressing. While this work is vital,
we argue that these collective “who says what to
whom” tasks do not provide any incentive for the
social robot to complete user goals, and instead en-
courage it to simply mimic what a good MPC looks
like. In this paper, we have detailed how the tasks
of goal tracking and intent-slot recognition differ
in a multi-party setting, providing examples from
our newly collected corpus of MPCs in a hospital.
We found that, given limited data, ‘reasoning’ style
prompts enable GPT-3.5-turbo to perform signifi-
cantly better than other models.

We found that other prompt styles also perform
well, but prompts that are story-like increase model

hallucination. With the introduction of prompt fine-
tuning with human feedback (Ouyang et al., 2022),
generative LLMs do now have some incentive to
avoid misleading or harming the user, providing
outputs prepended with caveats, but the issue is
not solved. OpenAI claims that GPT-4 generates
40% fewer hallucinations than GPT-3 (Hern and
Bhuiyan, 2023), but these models should still not be
applied directly in a hospital or other safety-critical
setting without further evaluation. In the hospital
setting, users are more likely to be from vulnerable
population groups, and are more likely to be older
adults that are not familiar with the capabilities of
today’s models. Multiple researchers and hospi-
tal staff members are present when conducting our
data collections, so that if hallucinations do occur,
they can be quickly corrected. We will, therefore,
be able to evaluate response grounding, Guidance6,
and other hallucination prevention strategies to de-
termine whether these models can ever be used
safely in a high-risk setting. These further exper-
iments will also elicit further MPCs that can be
annotated for various multi-party tasks.

User inputs must be processed on external

6https://github.com/microsoft/guidance
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servers when using industry LLMs, like GPT-3.5-
turbo and Google’s Bard. For this reason, these
specific models cannot be deployed in the hos-
pital setting. Patients may reveal identifiable or
sensitive information during our data collection,
which we subsequently remove from the corpus.
This data must stay contained within approved
data-controlled servers in the SPRING project. In
this paper, we have reported the remarkable per-
formance of an industry LLM, when given limited
data, compared to prior model architectures. We
will analyse open and transparent instruction-tuned
text generators (Liesenfeld et al., 2023), which are
able to meet our data security requirements.

The accessibility of today’s SDSs is critical
when working with hospital patients (Addlesee,
2023). Speech production differs between the ‘av-
erage’ user, and user groups that remain a minority
in huge training datasets. For example, people with
dementia pause more frequently and for longer du-
rations mid-sentence due to word-finding problems
(Boschi et al., 2017; Slegers et al., 2018). We are
utilising knowledge graphs to ensure that SDSs
are transparent, controllable, and more accessible
for these user groups (Addlesee and Eshghi, 2021;
Addlesee and Damonte, 2023a,b), and we see the
unification of large language models and knowl-
edge graphs (Pan et al., 2023) as the near-term
future of our field.

We plan to design and run subsequent experi-
ments in both the hospital memory clinic, and a
newly established mock waiting room in our lab.
This space will allow us to collect additional MPCs
with more than two people, replicating scenarios
in which whole families approach a social robot.
We plan to evaluate whether prompt engineering
can work modularly for N users. For example, we
could use GPT-4 to correct speaker diarization (Mu-
rali et al., 2023), then to handle multi-party goal
tracking, and then to generate responses to the user.
This experimental setup will allow us to quickly
test new ideas, such as automatic prompt optimiza-
tion (Pryzant et al., 2023) in the lab, maximising
the benefit of patients’ time in the hospital.
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A Full GPT-3.5-turbo Prompts

Here are the full prompts given to GPT-3.5-turbo
for each task. We used six styles described in Sec-
tion 3. The masked MPC was appended to each
prompt in the zero-shot setting. In the few-shot
prompts (see Section A.2), we appended examples
with “input:” + masked MPC #1 + “output:” + gold
output #1 + ‘input:” + masked MPC #2 + “output:”
+ gold output #2 + “input:” + test set masked MPC
+ “output:”7.

A.1 Zero-shot Goal Tracking
• Basic: This conversation has a window be-

tween [start] and [end]. Return this window
with the [MASK] tags replaced with the goal
annotations:

• Specific: This is a conversation between two
people and a robot called ARI. There is a sec-
tion of the conversation between the [start]
and [end] tags. I want you to return this
section of the conversation, but I want you
to replace the [MASK] tags with the user
goals. Do not change any of the other words

7The examples given were randomised per run, and the
appendix page limit doesn’t fit the full 4,096 token prompts.
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in the section, only replace [MASK]. Every
[MASK] should be replaced. Here is the con-
versation:

• Annotation: This is a conversation between
two people and a robot called ARI. I want
you to first extract the text between [start] and
[end]. There are [MASK] tags in the extracted
text. I want you to replace the [MASK] tags
with goal annotations. Do not change any
of the other text. If the person’s goal can be
determined by that turn, add an ’@’ symbol
followed by ’G’ (G for goal), and then brack-
ets with the speaker ID and what their goal is.
If it is a shared goal, you can annotate both
speakers with a ’+’ sign between them. For
example, if you think U1 and U2 share the
goal, you can write U1+U2. If you think the
goal is being answered, you can do the same
but with ’AG’ (AG for Answer Goal) instead
of ’G’. Finally, if you think the person is clos-
ing the goal, you can do the same annotation
using ’CG’ (CG for Close Goal) instead of ’G’
or AG’. Here is the conversation:

• Story: There once was a conversation be-
tween a patient, a companion, and a robot
called ARI. One bit of the conversation was
confusing. A helpful researcher noted the start
with [start], and the end with [end]. The con-
fusing bits are marked with [MASK]. Can you
help us figure out the goals that should replace
the [MASK] tags? The conversation is this:

• Role-play: You are listening to a conversation
between two people and a robot called ARI.
You are a helpful assistant that needs to figure
out what goals the people have. You need to
pay attention to the [MASK] tags between the
[start] and [end] tags in the given conversa-
tion. Your job is to replace these [MASK]
tags with the correct goal annotations. Here is
the conversation:

• Reasoning: I will give you a conversation
between two people and a robot called ARI.
You need to return the text between [start]
and [end] with the [MASK] tags replaced by
user goals. Let’s step through how to figure
out the correct annotation. If the conversa-
tion included ’U1: I really need the toilet
[MASK]’, then we would first know that the
speaker is called U1. The turn also ends with

[MASK], so we know that we need to replace
it with a goal. We know that U1 needs the
toilet, so their goal is to go to the nearest toi-
let. Goals always begin with the ’@’ symbol,
and then a ’G’ if we have found a person’s
goal. We would therefore replace [MASK]
with @ G(U1, go-to(toilet)). If someone tells
U1 where the toilets are, they have answered
their goal. We would therefore annotate that
turn with @ AG(U1, go-to(toilet)). We use
AG here to indicate Answer Goal. Finally, if
U1 then said thank you, we know their goal
has been met. We would annotate the thank
you with @ CG(U1, go-to(toilet)) because
U1’s goal is finished. CG stands for Close
Goal. Do this goal tracking for each [MASK]
in this conversation:

A.2 Few-shot Intent-slot Recognition
• Basic: Each conversation has a window be-

tween [start] and [end]. Return this window
with the [MASK] tags replaced with the intent-
slot annotations. Here are some examples.

• Specific: Each of these conversations is be-
tween two people and a robot called ARI.
There is a section of each conversation be-
tween the [start] and [end] tags. I want you
to return this section of the conversation, but
I want you to replace the [MASK] tags with
the user intents and slots. Do not change any
of the other words in the section, only replace
[MASK]. Every [MASK] should be replaced.
Here are some examples.

• Annotation: Each of these conversations is
between two people and a robot called ARI.
I want you to first extract the text between
[start] and [end]. There are [MASK] tags in
the extracted text. I want you to replace the
[MASK] tags with intent-slot annotations. Do
not change any of the other text. If the per-
son’s intent can be determined by that turn,
add a ’#’ symbol followed by their intent and
then brackets with the slots within. There
are not always slots, so the brackets can be
empty. Sometimes there are multiple intents,
split them with a semi-colon ’;’. Here are
some examples.

• Story: There once was a conversation be-
tween a patient, a companion, and a robot
called ARI. One bit of the conversation was
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confusing. A helpful researcher noted the start
with [start], and the end with [end]. The con-
fusing bits are marked with [MASK]. Can
you help us figure out the intents and slots
that should replace the [MASK] tags? Here
are some examples.

• Role-play: You are listening to a conversation
between two people and a robot called ARI.
You are a helpful assistant that needs to figure
out what goals the people have. You need to
pay attention to the [MASK] tags between the
[start] and [end] tags in the given conversation.
Your job is to replace these [MASK] tags with
the correct intent-slot annotations. Here are
some examples.

• Reasoning: I will give you a conversation
between two people and a robot called ARI.
You need to return the text between [start]
and [end] with the [MASK] tags replaced by
user intents and slots. Let’s step through how
to figure out the correct annotation. If the
conversation included ’U1: Hello, I’d like to
know where the doctor’s office is? [MASK]’
then we know there is a missing intent-slot
annotation because of the [MASK] tag. U1
first said hello, greeting their interlocutor, so
we know their intent is greet. This has no
slots, so we have the annotation ’# greet()’ to
start. U1 also asked where the doctor is, so
their second intent is a request. The slot is
the room that the doctor is in, as that is what
they are requesting. Their second intent is
therefore ’# request(doctor(room)). As there
are multiple intents, the [MASK] is replaced
by ’# greet() ; request(doctor(room))’. The ’;’
is only used because there was more than one
intent. Do this intent-slot annotation for each
[MASK] in this conversation. Here are some
examples.
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Abstract

This paper deals with the task of annotating
open-domain conversations with speech func-
tions. We propose a semi-automated method
for annotating dialogs following the topic-
oriented, multi-layered taxonomy of speech
functions with the use of hierarchical guide-
lines using Large Language Models. These
guidelines comprise simple questions about the
topic and speaker change, sentence types, prag-
matic aspects of the utterance, and examples
that aid untrained annotators in understanding
the taxonomy. We compare the results of di-
alog annotation performed by experts, crowd-
sourcing workers, and ChatGPT. To improve
the performance of ChatGPT, several experi-
ments utilising different prompt engineering
techniques were conducted. We demonstrate
that in some cases large language models can
achieve human-like performance following a
multi-step tree-like annotation pipeline on com-
plex discourse annotation, which is usually
challenging and costly in terms of time and
money when performed by humans.

1 Introduction

Discourse analysis as a method of an abstract di-
alog representation is used in various NLP tasks:
dialog management (Liang et al., 2020; Galitsky
and Ilvovsky, 2017), dialog generation (Yang et al.,
2022; Gu et al., 2021), dialog summarization (Chen
et al., 2021), emotion recognition (Shou et al.,
2022), etc. Mostly, discourse structure is consid-
ered to be an interconnected system of linguistic
features such as a topic, pragmatics, and semantics.
One of the main goals of discourse analysis is to de-
scribe pragmatics of actions performed by speakers
within a communicative process, i.e., characterise
the interlocutors’ intentions at a certain moment of
their interaction (Coulthard, 2014).

Despite the fact that there are numerous theoreti-
cal approaches to dialog discourse analysis, only a

*These authors contributed equally to this work

Figure 1: Example of Dialog Annotation with Speech
Functions

few of them consider the complexity of conversa-
tional nature and allow for annotation on multiple
levels (Bunt et al., 2010, 2012; Cai et al., 2023).
In this paper, we propose a multi-dimensional and
hierarchical taxonomy of speech functions intro-
duced by Eggins and Slade (2004) as an alternative
for abstract dialog representation. In contrast to
other annotation schemes, this taxonomy is topic-
oriented and includes classes that are very simi-
lar in terms of pragmatics (see Appendix B). The
taxonomy provides a comprehensive, systematic
discourse model of dialogues (see Figure1).

Traditionally, discourse annotation is performed
manually by trained experts or crowdsourcing
workers (Hoek and Scholman, 2017). Automat-
ing it partially or entirely is key to making this
complicated process faster and cheaper. We argue
that in complex discourse annotation tasks Large
Language Models (LLMs) can be used to establish
decent quality silver standards that would be later
checked and improved by expert annotators.

In this paper, we annotate DailyDialog (Li et al.,
2017), a multi-turn casual dialog dataset, using
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the speech function taxonomy. The annotation
is conducted in three ways: 1) by experts with
at least B.A. in Linguistics; 2) by workers of
Toloka 1, a crowdsourcing platform; 3) with the
use of a large language model, specifically, Chat-
GPT (gpt−3.5−turbo). We then compare the perfor-
mance of crowdsourcers and ChatGPT using expert
annotation results as the gold standard and analyse
the findings to prove that LLMs can achieve human-
like performance on complex discourse annotation
tasks. Finally, we release the repository with all
the code we used to perform the annotation with
ChatGPT 2.

2 Related Work

Theoretical Approaches to Discourse Analysis
There are two basic theoretical approaches to the
abstract dialog representation: Segmented Dis-
course Representation theory (SDRT) (Lascarides
and Asher, 2007), which applies principles of
Rhetorical Structures theory (RST) (Mann and
Thompson, 1988) to the dialog, and theory of
dialog acts (DA theory) (Core and Allen, 1997).
According to the SDRT style, firstly, a relation
between two elementary discourse units (EDUs)
needs to be defined and then characterized with
a discourse class (for instance, Question-Answer,
Clarification, etc.). While SDRT represents a di-
alog structure as a graph (Asher et al., 2016; Li
et al., 2020), most of DA theory interpretations
such as DAMSL (Allen and Core, 1997), SWBD-
DAMSL (Jurafsky, 1997), MIDAS (Yu and Yu,
2019) describe it sequentially giving pragmatic
characteristics to each EDU. In addition, most
classes used in DA taxonomies do not represent
pragmatic purposes but rather focus on semantics
or grammar form of utterances within a dialog,
using tags such as ’yes/no question’, ’statement’,
’positive answer’.

To represent the discourse structure of dialogs
in a more advanced way, Bunt et al. (2010, 2012)
suggested Dialogue Annotation Markup Language
(DiAML), a taxonomy including nine functional
dimensions and 49 specific classes. Even though
DiAML is claimed to be an ISO standard for DA an-
notation, it is challenging to apply it to real-world
problems for several reasons. First, DiAML sup-
ports multi-label annotation, i.e., several classes
can be assigned to one EDU, which complicates

1https://toloka.ai/tolokers/
2https://github.com/deeppavlov/sf_corpus/

automatic classification. Moreover, there is not
enough labelled data to experiment with the taxon-
omy. One more taxonomy designed to represent a
conversational structure on several levels is Depen-
dency Dialogue Acts (DDA) (Cai et al., 2023). A
combination of dialog acts and rhetorical relations
in the SDRT style showed a potential of applying
multi-layered and multi-dimensional approaches
for analyzing discourse structure within conversa-
tions. However, because there is no annotated data
with this taxonomy, it is not clear whether it is
applicable to automated tasks.

The taxonomy of speech functions is an alter-
native multidimensional scheme for discourse an-
notation introduced by Eggins and Slade (2004).
It is multi-layer and hierarchical, which allows us
to analyze dialog structure in a consistent manner.
Unlike other multidimensional schemes, the tax-
onomy of speech functions supports single-label
annotation. While inheriting the principle of assign-
ing one label to a specific EDU from DA theory,
speech functions taxonomy also considers relation-
ships between utterances following the SDRT style.
The tag of a current label is determined in connec-
tion with the previous one, so it is important to take
into account the utterances’ previous context when
assigning the correct label. The potential of apply-
ing the taxonomy to manage a conversational flow
within dialog systems is proven by several studies
(Mattar and Wachsmuth, 2012; Kuznetsov et al.,
2021; Baymurzina et al., 2021).

Large Language Models for Discourse Annota-
tion In the recent years, the paradigm of training
and using NLP models has undergone significant
changes. With the advance of Large Language
Models (LLMs), the focus has shifted from the
previously dominating “pre-train, fine-tune” proce-
dure to “pre-train, prompt, and predict” (Liu et al.,
2023), where an LLM is applied to downstream
tasks directly. In this case, textual prompts are
used to guide the models’ behaviour and achieve
the desired output without additional fine-tuning.
Scaling up LLMs to billions of parameters leads to
significantly improved results in terms of few-shot
and zero-shot prompting (Brown et al., 2020; Wei
et al., 2021, i.a). However, as the objective of train-
ing most LLMs is not following the instructions
but simply predicting the next token, they may fail
to perform the task. One solution is fine-tuning
LLMs using Reinforcement Learning from Human
Feedback (RLHF) (Christiano et al., 2017) to align
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its behaviour in accordance with the trainers’ val-
ues and needs (Ouyang et al., 2022). An example
of such model is ChatGPT (OpenAI, 2022) that
has shown state-of-the-art or comparable perfor-
mance on a number of NLP tasks in few-shot or
zero-shot setting and provoked a tide of research
articles testing its capabilities in areas ranging from
coding and bug-fixing (Tian et al., 2023; Kashefi
and Mukerji, 2023; Sobania et al., 2023, i.a) to
medical applications (Nori et al., 2023; Kung et al.,
2023, i.a).

There have already been claims that ChatGPT
(gpt−3.5−turbo) and (gpt−4) versions alike) out-
performs crowdsourcing workers on a number of
annotation tasks while being significantly cheaper
and faster. The tasks in question included an-
notation of relevance, stance, topics, and frames
detection (Gilardi et al., 2023); political affilia-
tion classification of tweets (Törnberg, 2023); hate
speech detection (Huang et al., 2023; Li et al.,
2023; Zhu et al., 2023); sentiment analysis and
bot detection (Zhu et al., 2023). In the above-listed
works, the approach to obtaining the final label
was straightforwardly simple. With one prompt
containing textual instruction and a datapoint, the
model either answered a single question about the
datapoint, assigning a label to it, or scored the prob-
ability of the datapoint belonging to some class.

However, there still have been no attempts to
apply LLMs to complex annotation tasks that deal
with tens of labels and require multi-step reason-
ing. In this work, we test whether it is possi-
ble for LLMs to achieve human-like performance
on such tasks. In particular, we use ChatGPT
(gpt−3.5−turbo) to annotate a dialog corpus using
complex multi-layer speech function taxonomy and
experiment with various prompting techniques to
find out which one yields the best results.

3 Taxonomy of Speech Functions

Although the original taxonomy of speech func-
tions included 45 classes, we reduced it to 32 labels
(see Appendix B). Created for analysing casual con-
versations, every speech function describes several
functional dimensions performed on different seg-
mentation levels. This approach allows for annotat-
ing all the speaker’s intentions and communicative
actions at each moment of the dialog.

3.1 Functional Dimensions

The tag set consists of speech functions represent-
ing five different functional dimensions (Eggins
and Slade, 2004). The dimensions are embedded in
speech functions but distributed unevenly between
tags: from two to five dimensions can be featured
in one speech functions (see Figure 2).

Figure 2: Example of Speech Function Structure

Turn Management denotes a speaker change
at the current moment of conversation, which is
represented in all speech functions except Opening
moves defining a new topic. At this functional level,
a Sustain label indicates that a speaker continues
the conversation, whereas a React label implies
that a speaker changes or the same speaker reacts
to previous utterances of an interlocutor.

Topic Organisation level denotes the beginning
of the dialog or a topic shift, as well as the develop-
ment of a topic. Open moves are used to indicate
the start of a dialog or a new topic. Sustain moves
include a Continue label that shows a progression
of the current topic. The Respond label is embed-
ded in Reaction moves to define classes that are
more likely to end the dialog and do not contribute
to the topic’s development. Such classes encounter
more passive responses in the form of answers,
back channelling, and continuation of previous nar-
ration. Rejoinder labels, on the other hand, define
more active development of the conversation topic
that has an impact on the dialog flow.

Feedback level is used to more accurately char-
acterise moves of Reaction. Confront and Support
labels indicate whether a speaker is challenging or
supporting an interlocutor.

Communicative Acts are used to specify groups
of pragmatic purposes that are very close in terms
of interpretation and united by the same function-
ality within conversation. For instance, Prolong
group includes those speech functions whose com-
mon functionality is to continue a narration sup-
ported by the same speaker (see Appendix B).

Pragmatic Purposes level is the last one in hi-
erarchical taxonomy of speech functions specify-
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ing speakers’ intentions. This layer of annotation
is considered to be the most challenging for an-
notation as those are very pragmatically similar
classes. Although speech functions from the Track
group share the same functionality, they’re per-
formed with different pragmatic purposes in the
dialog: Check, Confirm, Clarify, or Probe (see Ap-
pendix B).

It is important to note that speech function tax-
onomy is flexible enough as there is a potential of
enriching the scheme with additional annotation
layers indicating different features of utterances.

3.2 Levels of Segmentation

Bunt et al. (2012) defined EDUs as ’functional
segments’ and claimed that a speaker can perform
several functions within one utterance. So, the
boundaries of elementary discourse units are de-
termined by communicative actions’ functions de-
pending on a chosen taxonomy. As a taxonomy of
speech functions is topic-oriented, the first level of
segmentation is determined by a topic shift in the
dialog. Utterances united by a specific topic com-
pound a discourse pattern (see Figure 1). Every
discourse pattern is segmented into turns defined
by a speaker change that can include one or several
utterances. In most cases, utterance boundaries co-
incide with sentence boundaries, but some speech
functions demand a finer division or a combination
of several sentences. Every utterance is actually
a functional segment characterized by a particular
speech function.

4 Human Annotation using Speech
Function Taxonomy

The annotation of discourse structures or dialog
acts is not a simple task as it requires either lin-
guistic knowledge or trained workers (Yung et al.,
2019). Additionally, understanding the speaker’
intentions in utterances can vary among individu-
als, further complicating the task. In this section,
we compare the results of speech function annota-
tion completed by experts with professional back-
grounds in linguistics and crowdsourcing assessors.
To evaluate the agreement between the experts and
between the assessors, we use Fleiss’ kappa that
is an extension of Scott’s pi (π) for two coders.
Fleiss’ kappa can deal with any number of annota-
tors, where every item is not necessarily annotated
by each annotator. It is the most commonly used
method to evaluate taxonomy reliability in tasks

related to discourse analysis. However, this method
has the limitation of not considering the common
mistakes of annotators. Therefore, we measured
not only inter-annotator agreement but also three
most common metrics for multi-class classification
tasks with imbalanced data — Macro F1, Weighted
Precision and Weighted Recall, by comparing the
workers’ annotations to the results of experts.

4.1 Tree-like Design of Annotation Instruction
To facilitate annotation, we designed a tree-like
scheme comprised of a series of questions and their
corresponding answer options that reproduces logic
of a hierarchy of speech functions taxonomy. Due
to multidimensional structure of speech functions,
the path to each final label can be represented as
a series of straightforward questions in form of in-
structions. This tree-like structure was used by both
experts and annotators during annotation process.

4.2 Crowdsourcing Process
For crowdsourcing, we used Toloka platform for
data annotation enabling project management and
review cycles. When carrying out complex dis-
course annotation, the following two main prob-
lems are encountered:

• pragmatic classes are difficult to differenti-
ate for annotators without a strong linguistic
background;

• an issue of unreliable annotators who priori-
tize speed over accuracy.

To address the first issue, we used a tree-like de-
sign of guidelines rather than asking to choose one
of 32 different speech functions directly. At each
stage of annotation, a crowdsourcing worker an-
swers a simple question with 2-4 possible options.
An instruction with explanations and examples is
attached to each question. Having answered all the
questions in the chain, the annotator reaches the
final label.

As for the second problem, we developed several
mechanisms for tracking the quality of answers,
including (1) detecting the fast answers that are
selected without reading instructions, (2) checking
answer consistency across related questions, and
(3) using trained classifiers to detect answers that
do not match the expected annotation.

Furthermore, we developed multi-level qualifi-
cation tasks to enhance the quality of dialog an-
notations. The first stage involves both training
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and the exam process on a single dialog, with hints
shown to crowdsourcing workers if they answer
incorrectly. Workers who fail to achieve the ap-
propriate quality can retry one more time. Those
who pass the examination are selected for the main
annotation pool. Each dialog is evaluated based on
custom validation rules and control questions. If
the dialog fails validation, annotators cannot con-
tinue the annotation.

4.3 Crowdsourcing vs. Experts

As the source of dialog data, we used DailyDi-
alog (Li et al., 2017), a hand-crafted dataset of
multi-turn casual human conversations about daily
life. First, we splitted the utterances into EDUs.
Second, three non-native experts with at least B.A.
in Linguistics annotated 64 dialogs (1030 utter-
ances). In cases where there was a lack of consen-
sus among the expert annotators, and a majority
vote could not be established, we considered all
expert responses as correct and included them in
the final gold standard. This decision was made
due to the understanding that people may perceive
the intentions of the speaker differently. Third, the
same data was annotated via crowdsourcing with
three non-professional workers annotating each di-
alog. The key criterion for recruitment was the
successful completion of the test task assessing the
annotators’ labeling quality. This test automati-
cally evaluated the annotator’s ability to perform
the required dialogue annotation tasks. Addition-
ally, we emphasized implementing validation sys-
tems to filter out low-quality responses. Access to
the test task was granted to those who previosuly
passed the English language proficiency test on the
Toloka platform. Statistical data shows that while
crowdsourcers from many countries participated
in the annotation process, the largest number of
annotators originated from Brazil and Egypt. The
minimum age of crowdsourcers was 19 years, with
an average age of 27.

We evaluated the results for 16 high-level cut
labels and the complete taxonomy to identify the
weak points of the established hierarchical guide-
lines (see Appendix B for an overview of taxon-
omy). We also examined cases of voting, in which
the majority of annotators agreed on a tag. The cut
labels were labeled with high accuracy by crowd-
sourcing workers, while the annotation of full tags
was more challenging for non-experts, as proven
by all metrics. Macro F1 value indicates that im-

Experts CS ChatGPT

0.2

0.4

0.6

0.8

1

0.83

0.7

0.93

0.62

0.4

0.83

Cut labels Full labels

Figure 3: Inter-annotator Agreement (CS - crowdsourc-
ing)

proving the quality of annotating low-level classes
is necessary (see Table 3a). Fleiss’ Kappa revealed
that differentiating tags with similar pragmatics is
difficult not only for untrained workers but also for
experts. Nonetheless, the chosen taxonomy is quite
reliable, as Fleiss’ Kappa for experts’ annotation is
more than 0.6, standing for substantial agreement
(see Figure 3).

The use of speech function taxonomy implies
a noticeable class imbalance, with certain speech
functions occurring more frequently than others
(see confusion matrix 6a in Appendix A). Classes
that have a limited number of examples are Re-
bound, Re-challenge, Refute, etc. Certain classes
are well-defined and easily distinguishable, includ-
ing Open.Attend, Register, Resolve, Clarify, and
Open.Demand.Fact. However, the classes of Ex-
tend, Enhance, and Elaborate are challenging to
distinguish accurately because they are very close
in terms of pragmatics.

5 Methods

The annotation task in question required careful in-
struction preparation even for human annotators as
opposed to simpler tasks such as sentiment classifi-
cation, bot detection, etc. Thus, the process of cre-
ating the best prompt for an LLM is also a challeng-
ing and multi-step process. We conduct a number
of experiments in order to find the best way to use
ChatGPT for complex discourse annotation tasks.
In all cases, the system_message we used
while querying ChatGPT API was “You are a pro-
fessional linguist annotator who has to perform a
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(a) Direct scheme (b) Step-by-step scheme

(c) Tree-like scheme

Figure 4: Experiment pipelines

discourse annotation task”. The user_message
varied for different experiments. See Figure 5 for
an example of user_message.

Figure 5: An example of user_message.

To reduce the number of API calls and thus the
time and the cost of the annotation, we also used
automatic methods other than ChatGPT on some
steps of the annotation. For example, in all our
experiments we used Topic Shift Classifier to de-
tect the beginning of a new topic in a dialog. It is
worth noting that ChatGPT did not perform well in
this particular task. The Topic Shift Classifier was
trained using the DeepPavlov (Burtsev et al., 2018)
library utilizing a double sequence binary classifier
model based on roberta-large-mnli, with
two sequential utterances as input. The true labels
indicate topic change in the utterances. The follow-
ing hyper-parameters were used to train the model:
learning rate = 2e-5, optimizer = AdamW, input
max length = 128. To successfully train the model,

we used the early-stopping technique. The classi-
fier was able to transfer the knowledge acquired
during pre-training on mnli to the related prob-
lem of shift identification by using a pre-trained
model (Konovalov et al., 2020; Gulyaev et al.,
2020).

5.1 Choosing the best annotation scheme

First, we compare three approaches to automatic
discourse annotation using ChatGPT:

• Direct annotation – providing an full list of
labels to choose from;

• Step-by-step scheme with intermediate labels;

• Complex tree-like scheme with intermediate
labels and yes-no questions prevailing on each
step.

5.1.1 Direct annotation scheme
The most straightforward approach is providing the
final labels, their description and 2 examples for
each to the model as they are. However, even at
this step we chose to distinguish between 6 Open
speech functions – the ones that begin the dialog
or a new topic in the dialog – and 27 React/Sustain
speech functions via a preliminary classification
step. Here, the pipeline consists of two steps. See
Figure 4a for an overview.

5.1.2 Step-by-step annotation scheme
Here, the annotation process was broken down into
smaller steps. The pipeline consisted of 2-5 steps
depending on the outcome of each step. In the
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end, the model once again had to choose between
several final labels (from 4 to 12). See Figure 4b
for an overview.

5.1.3 Tree-like annotation scheme
In this experiment, we used complex tree-like an-
notation pipeline that was primarily designed to
facilitate human crowdsourcing annotation process.
As breaking the task of selecting one of many labels
into smaller sub-tasks of a tree-like structure with
simpler questions on each step is used to improve
performance of humans on complex discourse an-
notation tasks (Scholman et al., 2016), we spec-
ulate that the same holds true for annotation via
ChatGPT. Additionally, novel research suggests
that making the model follow a number of tree-like
structured prompts may greatly improve its perfor-
mance (as applied to sudoku puzzles in Yao et al.
(2023)). The major difference from the Step-by-
step annotation scheme is that the Tree-like anno-
tation scheme favours prompts containing yes-no
questions over prompts asking to select one option
out of many. As a results, the scheme is much
more complex than the ones described before, with
2-12 steps to be completed before reaching the fi-
nal label. However, the majority of questions are
extremely simplified, guiding the model to the fi-
nal label via a series of yes-no questions. For an
example of how some final labels can be reached,
see Figure 4c.

5.2 Hyperparameter tuning

While examining the results of the annotation in
Subsection 5.1, we observed some cases where the
model’s selections appeared confused by the class
names it had to choose from in the final labeling
step. For example, when asked to choose from la-
bels Check, Confirm, Clarify, and Probe, the model
tended to ignore the instruction that Check is only
used to get the previous speaker to repeat some-
thing, and overuse this label (see Appendix B for
detailed definitions of each label). When asked
to provide an explanation of its choice, the model
would produce explanations based on the seman-
tics of the word Check, e.g. “The speaker wanted
to check what the previous speaker thinks”. Thus,
we decided to check if the performance improves
if the final labels are masked, replacing the speech
function name with a number and leaving the defi-
nitions and instructions intact.

We also experimented with model temperature
(0.0, 0.5, 0.9), a hyperparameter that controls the

randomness of the generated content.
Another feature that we tested was a modifi-

cation of zero-shot Chain-of-Thought prompting
as described in Kojima et al. (2022). Here, the
model was asked to provide an answer in the
following format: “Reasoning: (your
reasoning). The final answer:
(your final answer)”. However, in our
case, generating reasoning and grounding the final
answer in it did not improve the quality.

Finally, we experimented with the size of the
context window (1, 3, 5), i.e., the number of previ-
ous utterances provided to the model.

6 Experiments & Results

6.1 Evaluation of annotation schemes

Due to the limitations in funding and a large num-
ber of experiments, to evaluate the different anno-
tation schemes, we ran experiments on a subset
of 12 dialogs containing 189 utterances (approxi-
mately 1/5 of the final corpus). For each scheme,
we prompted ChatGPT to annotate the subset of
dialogs and compared the predicted labels to the
ground truth expert annotations.

Naturally, with more detailed schemes and sim-
pler questions on each step, the model achieved
better results. As Table 1 demonstrates, Macro
F1 is significantly lower than Weighted Recall and
Weighted Precision for complex schemes, Step-by-
step and Tree-like annotation. The Speech Function
annotation scheme is deemed to produce imbal-
anced data classes due to its nature – some classes
are by definition more common and some are rare.
Thus, the difference between higher Weighted Re-
call and Precision demonstrate that we were able to
classify more common categories well as those cat-
egories have a greater influence on weighted met-
rics. On the opposite, as Macro F1 treats all classes
equally regardless of their size, lower Macro F1 in
all schemes shows that the model’s performance
consistently deteriorates on smaller classes.

Even though Weighted Precision is higher for
less complex Step-by-step scheme, we can say that
with Tree-like scheme the model performed the task
better as higher Macro F1 demonstrates that it was
better at distinguishing between smaller classes.

6.2 Hyperparameter evaluation

We evaluated different hyperparametrs including
temperature, masking, context size, and reason-
ing on the Tree-like scheme. Higher temperature,
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Weighted
Recall

Weighted
Precision

Macro
F1

Direct anno-
tation

0.23 0.33 0.28

Step-by-
step scheme

0.57 0.75 0.31

Tree-like
scheme

0.62 0.67 0.43

Table 1: Evaluation of annotation by ChatGPT using
different annotation methods (on a subset of dialogs)

meaning higher randomness and diversity, turned
out to work best. The longer context seems to con-
fuse the model, as the windows of sizes 1 and 3
performed better. The results are shown in Table 2.

Overall, there has been no significant difference
in performance between the models with differ-
ent hyperparameters. The best performing option
turned out to be the model with temperature = 0.9,
masked labels, context window = 1, and no reason-
ing.

6.3 Full corpus evaluation

Finally, we evaluated ChatGPT with the best hy-
perparameters on the full corpus of 64 dialogs. As
can be seen, ChatGPT performed well on a sub-
set of 12 dialogs (see Table 2), but on the entire
dataset, it performs noticeably worse for full and
cut tags. We also tried to employ the voting method
when utilizing ChatGPT, similar to what was done
with crowdsourcing annotation, to enhance the re-
liability of the annotation. We ran the annotation
pipeline three times, counted the votes and got the
results that are also shown in Table 3b. As can
be seen from the table, the implementation of vot-
ing had minimal impact on the results. ChatGPT
consistently provided answers, as indicated by the
Fleiss Kappa scores of 0.83 for full tags and 0.93
for cut tags, representing an almost perfect level
of agreement and model consistency, despite tem-
perature being set to 0.9 (meaning more diverse
responses).

The lower quality of the annotation by ChatGPT
compared to crowdsourcing can be explained by
two main reasons (see Figure 6b in Appendix A).
Firstly, distinguishing between close subclasses
such as Extend/Enhance/Elaborate is challenging,
even for humans, and it appears to be even more dif-
ficult for ChatGPT. Additionally, ChatGPT strug-
gles with differentiating between Acknowledge/Af-

firm/Agree. Secondly, ChatGPT not only has diffi-
culties in distinguishing among subclasses, but it
also frequently confuses Resolve (detailed answer)
with Replies (positive and negative answers). Fur-
thermore, it often misclassifies Extend as Affirm
or Agree. In general, the difference in metrics be-
tween 12 and 64 dialogs can be explained by the
individuality and complexity of each dialog, with
some being significantly more complicated than
others.

6.4 Cost analysis

As for cost, annotation with ChatGPT varies de-
pending of a tree length for a particular dialog from
0.03$ to 0.07$ while crowdsourcing workers need
to be paid from 0.12$ to 0.22$ for one dialog anno-
tation. Experts spend an average of 14,5 minutes
annotating one dialogue, while crowdsourcers do
the same for 29 minutes. Depending on whether the
model is currently overloaded or not, ChatGPT’s
time for task completion varies. The model can
typically annotate one dialogue of average length
in less than 10 minutes. So, ChatGPT can be used
as a silver standard of annotation instead of crowd-
sourcing results, which would reduce the time and
money spent on experts’ post-annotation. However,
working with such abstract annotation classes, it is
still important to rely on non-expert annotators to
make the taxonomy easy to comprehend.

7 Conclusion and Future Work

We conducted several experiments on the anno-
tation of casual conversations with speech func-
tion taxonomy performed by experts in linguis-
tics, crowdsourcing workers, and ChatGPT. In this
paper, we took a closer look at the problems of
defining multilayer taxonomies in real dialogs and,
furthermore, explored whether it is possible to dif-
ferentiate between those classes when annotating.
Experiments with ChatGPT have demonstrated the
potential of using LLMs for linguistic annotation
with accuracy that is close to crowdsourcing work-
ers’ performance on some dialogs. Even though
guiding the model across a tree-like structure of
instructions to reach the final label seems to be
promising, it still falls short of non-expert per-
formance on such tasks and does not let the re-
searchers explore variations in how non-experts
understand discourse structures.

It is important to mention that a significant
drawback of the method we propose is the neces-
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Experiment Weighted
Recall

Weighted
Precision

Macro
F1

No masking; context=1; t=0.9 0.62 0.67 0.43
Masking; context=1; t=0.9 0.61 0.72 0.43
Masking; context=1; t=0.0 0.58 0.69 0.41
Masking; context=1; t=0.5 0.58 0.69 0.4
Masking; context=1; t=0.9; reasoning 0.58 0.67 0.42
Masking; context=3; t=0.9 0.59 0.72 0.41
Masking; context=5; t=0.9 0.61 0.67 0.42

Table 2: Evaluation of annotation by ChatGPT using Tree-like scheme (on a subset of dialogs)

Weighted
Recall

Weighted
Precision

Macro
F1

Full tags 0.56 0.67 0.44
Full tags &
voting

0.6 0.71 0.46

Cut labels 0.81 0.82 0.54
Cut labels
& voting

0.84 0.86 0.59

(a) Crowdsourcers

Weighted
Recall

Weighted
Precision

Macro
F1

Full tags 0.41 0.59 0.34
Full tags &
voting

0.42 0.6 0.33

Cut labels 0.74 0.78 0.5
Cut labels
& voting

0.73 0.77 0.49

(b) ChatGPT

Table 3: Evaluation of final annotation by ChatGPT and crowdsourcing workers as compared to expert annotation
(all dialogs)

sity of expert involvement in writing prompts and
structuring them the right way. However, with
LLMs, this process turned out to be extremely
similar to the process of writing instructions for
non-expert crowdsourcing workers and should
thus pose no difficulty to a discourse researcher.

Possible areas for the future work are: 1) trying
out other instruction-based models; 2) conducting a
more comprehensive selection of hyperparameters;
3) adding criticism steps to the current pipeline,
enabling self-reflection and self-correction (Kim
et al., 2023); 4) evolving and adapting the devel-
oped method for solving complex problems with
LLMs in other applications.
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A Confusion matrices comparing crowdsourced/ChatGPT annotation with true labels

(a) Crowdsourced annotation

(b) ChatGPT annotation

B Speech Functions list

Cut labels Full labels Definition
Open.Demand.Fact Open.Demand.Fact Demanding factual information.
Open.Demand.
Opinion

Open.Demand.Opinion Demanding judgment or evaluative information from the interlocutor.

Open.Give.Fact Open.Give.Fact Providing factual information.
Open.Give.Opinion Open.Give.Opinion Providing judgment or evaluative information.
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Open.Command Open.Command Making a request, an invitation or command to start a dialog or discussion
of a new topic.

Open.Attend Open.Attend These are usually greetings.
React.Rejoinder.
Confront.Response

React.Rejoinder.Confront.
Response.Re-challenge

Offering an alternative position, often an interrogative sentence.

React.Rejoinder.
Support.Track

React.Rejoinder.Support.Track.
Probe

Requesting a confirmation of the information necessary to make clear
the previous speaker’s statement.

React.Rejoinder.Support.Track.
Check

Getting the previous speaker to repeat an element or the entire statement
that the speaker has not heard or understood.

React.Rejoinder.Support.Track.
Clarify

Asking a question to get additional information on the current topic of the
conversation. Requesting to clarify the information already mentioned
in the dialog.

React.Rejoinder.Support.Track.
Confirm

Asking for a confirmation of the information received.

Sustain.Continue.
Prolong

Sustain.Continue.Prolong.
Extend

Adding supplementary or contradictory information to the previous
statement.

Sustain.Continue.Prolong.
Enhance

Adding details to the previous statement, adding information about time,
place, reason, etc.

Sustain.Continue.Prolong.
Elaborate

Clarifying / rephrasing the previous statement or giving examples to it.

React.Rejoinder.
Confront.Challenge.
Rebound

React.Rejoinder.Confront.
Challenge.
Rebound

Questioning the relevance, reliability of the previous statement, most
often an interrogative sentence.

React.Respond.
Support.Reply

React.Respond.Support.Reply.
Affirm

A positive answer to a question or confirmation of the information
provided. Yes/its synonyms or affirmation.

React.Respond.Support.Reply.
Acknowledge

Indicating knowledge or understanding of the information provided.

React.Respond.Support.Reply.
Agree

Agreement with the information provided. In most cases, the informa-
tion that the speaker agrees with is new to him. Yes/its synonyms or
affirmation.

React.Respond.
Support.Develop

React.Respond.Support.Develop.
Extend

Adding supplementary or contradictory information to the previous
statement.

React.Respond.Support.Develop.
Enhance

Adding details to the previous statement, adding information about time,
place, reason, etc.

React.Respond.Support.Develop.
Elaborate

Clarifying / rephrasing the previous statement or giving examples to it.
A declarative sentence or phrase (may include for example, I mean, like).

React.Respond.
Confront.Reply

React.Respond.Confront.Reply.
Disagree

Negative answer to a question or denial of a statement. No, negative
sentence.

React.Respond.Confront.Reply.
Contradict

Refuting previous information. No, sentence with opposite polarity. If
the previous sentence is negative, then this sentence is positive, and vice
versa.

React.Respond.Confront.Reply.
Disavow

Denial of knowledge or understanding of information.

Sustain.Continue.
Monitor

Sustain.Continue.Monitor Checking the involvement of the listener or trying to pass on the role of
speaker to them.

Sustain.Continue.
Command

Sustain.Continue.Command Making a request, an invitation or command to start a dialog or discussion
of a new topic.

React.Respond.
Support.Register

React.Respond.Support.Register A manifestation of emotions or a display of attention to the interlocutor.

React.Respond.
Support.Engage

React.Respond.Support.Engage Drawing attention or a response to a greeting.

React.Respond.
Support.Reply.
Accept

React.Respond.Support.Reply.
Accept

Expressing gratitude.

React.Rejoinder.
Support.Response.
Resolve

React.Rejoinder.Support.
Response.Resolve

The response provides the information requested in the question.

React.Respond.
Command

React.Respond.Command Making a request, an invitation or command to start a dialog or discussion
of a new topic.

React.Rejoinder.
Confront.Challenge.
Detach

React.Rejoinder.Confront.
Challenge.Detach

Terminating the dialog.
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Abstract

Dialogue act annotations are important to
improve response generation quality in task-
oriented dialogue systems. However, it can
be challenging to use dialogue acts to control
response generation in a generalizable way be-
cause different datasets and tasks may have
incompatible annotations. While alternative
methods that utilize latent action spaces or re-
inforcement learning do not require explicit
annotations, they may lack interpretability or
face difficulties defining task-specific rewards.
In this work, we present a novel end-to-end
latent dialogue act model (DiactTOD) that rep-
resents dialogue acts in a latent space. Diact-
TOD, when pre-trained on a large corpus, is
able to predict and control dialogue acts to
generate controllable responses using these la-
tent representations in a zero-shot fashion. Our
approach demonstrates state-of-the-art perfor-
mance across a wide range of experimental set-
tings on the MultiWOZ dataset, including zero-
shot, few-shot, and full data fine-tuning with
both end-to-end and policy optimization con-
figurations.

1 Introduction

Task-oriented dialogue systems have become in-
creasingly prevalent in recent years, leading to a
growth in research on related topics such as dia-
logue response generation. Previous work (Yang
et al., 2021; He et al., 2022) found that incorpo-
rating dialogue act annotations, representing the
illocutionary level of utterances, can enhance the
quality of generated responses. Despite the impor-
tance of dialogue act annotations, collecting them
can be a time-consuming process that requires hu-
man effort. Furthermore, existing annotations for
dialogue acts are scattered across different datasets
and may use different labeling schemes, making
it difficult to generalize across tasks. As a result,

∗Work performed during an internship at AWS AI Labs.
†Corresponding author.

Usr: I am thinking about
getting some food.

Sys: Do you have any
preference for the price?

DA: request price

Sys: Which area
are you looking?

DA: request area

Sys: I have found some
expensive restaurants.

DA: Inform price

Figure 1: Given different human-readable dialogue acts,
the proposed system can produce different responses
based on the context.

learning to identify and classify general dialogue
acts becomes a crucial challenge in the field of
task-oriented dialogue systems.

Dialogue acts refer to the underlying intention
or purpose of a response in a conversation. For
example, in Figure 1, a response might be intended
to ask about price or area preference or provide in-
formation given the same context. In task-oriented
dialogue systems, it can be useful to classify the di-
alogue acts of responses in order to generate more
appropriate and relevant responses. One way (Chen
et al., 2013) to improve the quality of generated
responses is to use a dialogue policy model to se-
lect the most appropriate dialogue act for a given
context. However, this approach can be limited in
complex or varied situations and may not work well
across different datasets. Instead, more advanced
techniques may be needed to generate high-quality
responses in a wide range of contexts.

An alternative way is to discard predefined se-
mantic dialogue acts and instead use latent action
spaces to optimize response generation. By us-
ing latent action spaces, it is possible to generate
responses that are more flexible and adaptable to
a wider range of situations, without requiring hu-
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Seen Dialog Act UnSeen Dialog Act

request food
hello

inform area

confirm location
offer restaurant

greetings

ask cuisine

inform place
book ticket

cancel

Figure 2: Different datasets have different dialogue act
annotation labelsets. How to generalize to unseen dia-
logue acts becomes a challenge.

man experts to define the action spaces in advance.
LaRL (Zhao et al., 2019) first explores the idea of
training an agent to discover underlying patterns
and structures in a conversation dataset and to gen-
erate responses based on these patterns. Later work,
such as LAVA (Lubis et al., 2020) and DialogVED
(Chen et al., 2022), extended this idea by using
a variational autoencoder (VAE) to improve the
performance of the latent action model. Other ap-
proaches, such as PLATO (Bao et al., 2020), have
explored using latent action spaces to optimize dia-
logue agents with large-scale pre-training.

While previous work (Zhao et al., 2019; Lubis
et al., 2020; Chen et al., 2022; Bao et al., 2020)
explored the use of latent action spaces and re-
inforcement learning for dialogue systems, it has
not addressed the possibility of learning general
dialogue acts that can be applied across multiple
datasets. This is an important consideration for
task-oriented dialogue systems, which often need
to handle a wide range of different tasks and con-
texts. In Figure 2, we show examples of the fact
that different datasets often have incompatible or in-
consistent definitions for dialogue act annotations.
Another limitation of previous approaches is that
they fully avoid semantic dialogue act annotations,
which can lack controllability and interpretability
for the learned actions. This can make it difficult
to understand why the system is generating cer-
tain responses or to modify its behavior in specific
situations. As a result, there is a need for new ap-
proaches that can learn general dialogue acts across
datasets and that provide more control and inter-
pretability for the learned actions.

In this work, we propose a novel method for
learning generalized latent dialogue acts that can be
applied to new domains for task-oriented dialogues.
Our method uses sentence-BERT (Reimers and
Gurevych, 2019) to encode seen dialogue acts into
latent representations and a separate policy model

to handle context and database information. To
integrate these two components into a single end-
to-end model, we modify a pre-trained encoder-
decoder model (Raffel et al., 2019; Lewis et al.,
2020) to include the policy model, and further train
it to select the best latent dialogue act for a given
context.

Our model is designed to perform zero-shot and
controllable dialogue response generation, mean-
ing that it can generate appropriate responses with-
out requiring any additional training data. To
achieve this, we pre-train our model on a large
corpus of dialogues and act annotations. Before
pre-training, we fine-tune another model, TANL
(Paolini et al., 2021a), with SGD’s slot definitions
(Rastogi et al., 2020) from a separate dataset to
delexicalize the pre-training data to improve its
zero-shot capability. These steps allow our model
to learn generalizable latent dialogue act represen-
tations and generate appropriate responses that can
be applied to new tasks and datasets without addi-
tional fine-tuning.

We evaluate the effectiveness of our model on
the MultiWOZ (Budzianowski et al., 2018) dataset,
a widely-used benchmark for task-oriented dia-
logue generation. During inference, we control the
dialogue acts using the provided schema and tar-
geted objective to generate better system responses.
We test our model in a range of experimental set-
tings, including zero-shot, few-shot, and full fine-
tuning response generation for both end-to-end and
policy optimization configurations. In all of these
settings, our model outperforms previous baselines
and achieves state-of-the-art performance.

Our main contributions in this work can be sum-
marized as follows:

• We present a novel end-to-end latent dialogue
act model that represents arbitrary dialogue
acts in latent space and can predict and control
these acts to generate better responses.

• We pre-train our model with a semi-
supervised method for learning latent dia-
logue acts that can generalize across different
datasets with different act labels.

• Our model DiactTOD achieves state-of-the-
art performance on the MultiWOZ dataset in a
range of experimental settings, including zero-
shot, few-shot, and full fine-tuning in both
end-to-end and policy optimization configura-
tions.
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2 Related Work

Response generation is an important task in task-
oriented dialogue systems. There have been many
previous approaches (Hosseini-Asl et al., 2020; Wu
et al., 2021; Gu et al., 2021; Su et al., 2022; He
et al., 2022; Yu et al., 2022; Sun et al., 2022b; Wu
et al., 2023) proposed to improve the task-oriented
dialogue systems. One direction is the use of di-
alogue act annotations to improve the quality of
responses in task-oriented dialogue systems. For
example, SimpleTOD (Hosseini-Asl et al., 2020)
and UBAR (Yang et al., 2021) generate dialogue
acts as part of the response generation process. PP-
TOD (Su et al., 2022) uses the context as a prompt
and dialogue act generation for multi-task learn-
ing. Recently, GALAXY (He et al., 2022) pro-
posed a method that uses pre-training on a large
corpus of dialogues with dialogue act annotations
as an auxiliary objective to improve the quality of
the generated responses. However, these methods
are limited by the fact that different datasets may
have incompatible or inconsistent dialogue act an-
notations for learning generalizable representations.
To address this problem, previous work (He et al.,
2022; Paul et al., 2019) has attempted to define a
new universal schema for dialogue acts. However,
these approaches are either overly simplified or re-
quire additional human annotations, limiting their
effectiveness and practicality.

In addition to using explicit annotations of dia-
logue acts, researchers have also explored alterna-
tive methods to improve response generation, such
as using latent action spaces and implementing rein-
forcement learning techniques. These approaches
aim to improve the overall task success rate of gen-
erated responses. LaRL (Zhao et al., 2019) uses la-
tent dialogue acts trained with reinforcement learn-
ing instead of surface-form dialogue acts to control
response generation which results in the best task
score. LAVA (Lubis et al., 2020) further improves
over LaRL by utilizing a variational autoencoder
(VAE) to learn an informed and semantic prior
when optimizing the latent action spaces, achiev-
ing state-of-the-art Success and Inform scores on
MultiWOZ. KRLS (Yu et al., 2022) is another re-
cent approach that applies reinforcement learning
to pre-trained language models. This approach uti-
lizes a specifically designed objective function that
focuses on learning the keywords in the input, with
the goal of improving the overall performance of
the language model. In our work, we adopt a sim-

ilar approach but use dialogue act annotations to
assign semantic meanings to the latent representa-
tions, allowing the model to learn generalizable and
controllable latent dialogue acts, which improves
the quality of generated response.

Pre-training with a large corpus of dialogues has
been a widely adopted technique to enhance the
response generation quality in dialogue systems
(Zhang et al., 2020; Roller et al., 2021). In the
context of task-oriented dialogue systems, several
recently proposed approaches have demonstrated
the effectiveness of pre-training. GALAXY (He
et al., 2022) pre-trains the model with a collection
of dialogue datasets with dialogue act annotations.
GODEL (Peng et al., 2022) uses a larger dataset
and model size, and it also incorporates the ground-
ing of database results in the context. This allows
it to achieve good performance under few-shot set-
tings on the MultiWOZ dataset. In contrast, our
work uses a smaller set of pre-training datasets but
with more robust data processing techniques. We
use the complete dialogue acts in each dataset with-
out any simplification. We also train another model
TANL (Paolini et al., 2021a) to delexicalize the
pre-training data to improve the model’s zero-shot
and few-shot capabilities.

3 DiactTOD Approach

In this section, we first provide a brief overview
of the traditional end-to-end task-oriented dialogue
systems. Then, we delve into the specifics of how
our proposed latent dialogue act model operates, by
providing details on both its training and inference
processes, which offers a new approach to mod-
eling dialogue acts. Finally, we discuss how this
model can be used to control response generation
for a more efficient and accurate dialogue system.

3.1 End-to-End Task-Oriented Dialogue

An end-to-end task-oriented dialogue system gen-
erates a system response Rt at turn t based on the
dialogue history context Ct and the database result
DBt. The history context Ct contains the previous
user utterances U1:t and the system responses R1:t.
To get the database search result DBt, a dialogue
state tracking (DST) model would need to output
the belief state Bt. To leverage the dialogue act
annotations, the model also generates act At for
dialogue policy learning. This allows the model
to effectively guide the conversation and produce
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Encoder

Policy Model
[request] car type

S-BERT
DecoderDatabase

... [user] hello, I want a taxi...
Dialogue history

[sys] What type of car you want?

Latent Act
System Response

Gold dialogue act:

Policy Training

teacher forcing

Latent Dialogue Act
Encoding

Response Generation

Figure 3: Overview of the training pipeline, which includes three stages: latent dialogue act encoding, policy
training, and response generation. During training, dialogue acts are first encoded into latent vectors and then passed
to a policy model to control the final response generation.

accurate and appropriate responses.

Lact = − log p(At|Ct,DBt) (1)

The final system response is generated condi-
tional to the history context Ct, the database result
DBt, and the dialogue act At.

Lresponse = − log p(Rt|Ct,DBt, At) (2)

In practice, the dialogue acts At and the system
response Rt are concatenated during the training
and generation process to improve the decoder’s
performance. However, the surface form of dia-
logue acts has limitations in terms of generalization,
as different datasets and tasks may have different
formats for representing dialogue acts. This can
make it difficult to apply the model to different
settings.

3.2 Generalizable Latent Dialogue Act
Figure 3 shows the overview of our approach. We
divide the pipeline into three parts: latent dialogue
act encoding, policy training, and response genera-
tion.

Latent dialogue act encoding: To overcome the
generalization issues associated with the surface
form of dialogue acts, we use sentence-BERT (S-
BERT) to encode the dialogue acts into embeddings
and we have:

z = S-BERT(At) (3)

This allows different annotations with the same
meaning to have similar representations while lever-
aging the semantic knowledge contained in the en-
coder to improve generalization.

Policy Training: On top of the encoder-decoder
architecture, we have introduced a policy model
that serves as a way to learn the dialogue policy.
This model operates similarly to the decoder in
an autoregressive manner. It takes in the database
search result DBt and the encoder’s hidden states
hencoder as input, and produces a predicted latent
dialogue act vector ẑ that is optimized to closely
match the true latent dialogue act vector z. We
use the mean squared error (MSE) loss function to
minimize their distance:

ẑ = Policy(DBt, hencoder) (4)

Lpolicy = ||ẑ − sg(z)||22 (5)

where sg means stop gradient. This increases the
stability of the training. During training, the policy
model is trained using a technique called teacher
forcing, where the true latent dialogue act vector z
is provided as input to the model. To ensure that
the model does not leak any ground truth dialogue
act information, a unidirectional attention mask is
used.

Then, the true latent dialogue act vector z is
fed into the policy model with teacher forcing to

258



S-BERT

Dialogue Acts Table
[request] price

Latent Embeddings

Policy Model

Database

vector
quantization

Inference Dialogue Act

pre-defined from the schema

[inform] area phone
[request] car type

[bye]
...

...

Figure 4: During inference, we select the closest dia-
logue act based the predicted dialogue act. Note that the
set of valid dialogue acts can be filtered based on the
task or context.

produce the policy model’s hidden state:

hpolicy = Policy(DBt, hencoder, z) (6)

Response generation: The final system re-
sponse is generated by the decoder, which takes
both the hidden states of the encoder hencoder and
the hidden states of the policy model hpolicy as the
input.

hencoder = Encoder(Ct) (7)

Lresponse = − log p(Rt|hencoder, hpolicy) (8)

This allows the decoder to generate appropriate
responses while enabling controllability with the
policy model, as the decoder can take into account
the dialogue context and the predicted latent dia-
logue act.

The final training loss is defined as the sum of
the policy loss and the response loss:

Ltraining = αLpolicy + (1− α)Lresponse (9)

where α is a hyperparameter to balance the magni-
tude of losses.

Inference: During the inference phase (depicted
in Figure 4), we pre-define a table Sz that includes
all possible combinations of dialogue acts. This
allows us to create a set of embeddings for the
dialogue acts, where each act can be treated as a
unique "word" in a specialized vocabulary. This
table contains all possible combinations of dia-
logue acts that can be derived from the training
dataset. Alternatively, if the schema of dialogue
acts is known, we can manually construct such a
table consisting of valid combinations. This can
be particularly useful in a zero-shot setting. In this
scenario, where we do not have a training set for
a specific domain, having a set of predefined di-
alogue acts can allow the model to still generate
semantically valid responses without any training.

Once the predicted latent dialogue act vector ẑ is
generated, it is used to retrieve the most appropriate
latent dialogue act from the embedding table Sz .
This is done by using a technique called vector
quantization, which allows us to select the latent
dialogue act that is closest to the predicted vector.
This helps reduce the representation mismatch of
the predicted latent dialogue between training and
inference.

z′ = argmin
z∈Sz

||z − ẑ|| (10)

After the closest latent dialogue act is retrieved
from the embedding table using vector quantiza-
tion, it is fed back into the policy model. The
decoder then generates the final system response
by conditioning on both the encoder’s hidden states
and the policy model’s hidden states.

3.3 Controllable Response Generation
The policy model uses a pre-processed embedding
table to predict dialogue acts. By filtering the em-
bedding table to include only relevant dialogue acts,
we can control the predicted dialogue acts during
inference. This allows the model to focus on gener-
ating more appropriate and relevant responses that
are tailored to the specific context or task, which
improves the overall efficiency and accuracy of the
dialogue system.

For example, if the dialogue act table contains
some combinations that lack requesting or inform-
ing for certain slots, we can filter these dialogue
acts out of the embedding table during inference.
This helps guide the generation of responses to
make more requests or provide more information
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for those specific slots. This can be particularly
useful in scenarios where the user’s goal is to ob-
tain specific information or complete a certain task
and the model can make more requests or provide
more information for the relevant slots. In this way,
the model can quickly adapt to specific scenarios
or domains and respond in a more appropriate and
relevant way to the user’s needs and goals.

4 Pre-training Latent Acts

Dataset Name Act Label? # Utterances

SGD ✓ 463,284
STAR ✓ 107,846

MSRe2e ✓ 74,686
Frames ✓ 19,986

MetaLWOZ ✗ 356,268

Table 1: Pre-training datasets statistics. For datasets
without dialogue act labels, we use system responses as
a proxy for the dialogue act.

To learn generalizable latent dialogue acts and
achieve competitive performance on downstream
tasks without any additional fine-tuning, our model
undergoes pre-training on a selection of task-
oriented dialogue datasets shown in Table 1. Specif-
ically, we have chosen four datasets that are anno-
tated with dialogue acts and one dataset that does
not contain any dialogue act annotations. Detailed
descriptions of these datasets can be found in the
appendix.

To ensure consistency across all datasets for pre-
training, we pre-process the datasets with the same
tokenization and truncation of dialogues when they
exceed a certain length. Additionally, we incorpo-
rate database search results as an input token to
indicate the number of matches. A large portion of
utterances in these datasets do not have dialogue
act annotations. To effectively pre-train on those
datasets, we utilize the system response as a proxy
for the dialogue act. This allows the policy model
to generalize to new and unseen dialogue acts. Our
experiments have shown this approach to be effec-
tive.

In task-oriented response generation, system re-
sponses are typically in a delexicalized form, which
means that specific values of certain variables are
replaced by placeholders. To enable this automatic
delexicalization during response generation, we
use the model TANL (Translation between Aug-
mented Natural Languages) (Paolini et al., 2021b).

This model can extract slot spans from the input
sentence. We fine-tune the TANL model with the
SGD’s predefined slot definitions. For downstream
tasks and evaluation, we ensure compatibility by
defining a one-to-one mapping of the SGD’s slot
definitions with the slots in the MultiWOZ dataset.

5 Experiment Setup

We initialize our model with T5-base and pre-
train our model on the previously mentioned
datasets. We evaluate our model on the multi-
domain task-oriented dialogue dataset Multi-
WOZ (Budzianowski et al., 2018). It contains
8,438/1,000/1,000 dialogues for training, valida-
tion, and testing, respectively. There are seven
different domains, including hotel, hospital, police,
restaurant, train, and taxi. We use MultiWOZ 2.2
(Zang et al., 2020) to be compatible with the stan-
dardized evaluation script (Nekvinda and Dusek,
2021). We evaluate our approach under different
scenarios, such as zero-shot, few-shot, and fine-
tuning with the full dataset, with both end-to-end
and policy optimization configurations to evaluate
the robustness and flexibility of our model.

We use standardized evaluation metrics1 with
Inform, Success rates, and BLEU scores. Inform
measures the extent to which the system provides
sufficient and relevant information to fulfill the
user’s information needs. Success evaluates the
performance in completing the user’s goal. Also,
we evaluate the model’s zero-shot dialogue act pre-
diction capabilities on an unseen dataset.

To provide a comprehensive evaluation, we sep-
arately compare our model’s performance against
several strong baselines in both low-resource set-
tings and full fine-tuning settings. In low-resource
settings, we compare our model with DialoGPT
(Zhang et al., 2020), T5 (Raffel et al., 2019), and
GODEL (Peng et al., 2022). GODEL and Di-
aloGPT are trained with a much larger dialogue cor-
pus. Those models require a minimum of 50 train-
ing examples to adapt to MultiWOZ training data,
while our work can perform zero-shot response
generation without any fine-tuning.

For the full dataset fine-tuning settings, we com-
pare with models on the existing leaderboard of
MultiWOZ. We evaluate both end-to-end and pol-
icy optimization settings. This includes UBAR
(Nekvinda and Dusek, 2021), PPTOD (Su et al.,

1https://github.com/Tomiinek/MultiWOZ_
Evaluation
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Model # Examples Policy optimization
Inform Success BLEU Combined

DialoGPTbase 50 38.70 3.00 0.20 21.05
DialoGPTlarge 50 62.40 34.70 10.52 59.06

T5base 50 60.60 22.50 4.31 45.86
T5large 50 71.50 56.20 12.69 76.54

GODELbase 50 67.60 46.10 12.81 69.72
GODELlarge 50 81.60 62.10 14.07 85.90
GODELGPT-J 50 60.50 21.00 6.27 47.01
GODELGPT-3 50 68.80 19.90 6.72 51.06

DiactTOD 0 93.60 71.40 4.20 86.70
DiactTOD 50 94.60 78.90 10.75 97.05

Table 2: Low-resource experimental results. All experiments are done in the policy optimization setting. For
few-shot, we fine-tuned the model with 50 examples.

Model End-to-end Policy optimization
Inform Success BLEU Combined Inform Success BLEU Combined

UBAR 83.4 70.3 17.6 94.4 - - - -
PPTOD 83.1 72.7 18.2 96.1 - - - -
RSTOD 83.5 75.0 18.0 97.3 - - - -
BORT 85.5 77.4 17.9 99.4 - - - -
MTTOD 85.9 76.5 19.0 100.2 - - - -
HDNO - - - - 93.3 83.4 17.8 106.1
GALAXY 85.4 75.7 19.6 100.2 92.7 83.5 19.9 108.1
MarCo - - - - 94.5 87.2 17.3 108.1
Mars 88.9 78.0 19.9 103.4 - - - -
KRLS 89.2 80.3 19.0 103.8 93.1 83.7 19.1 107.5

DiactTOD 89.5 84.2 17.5 104.4 94.8 90.2 17.8 110.3

Table 3: MultiWOZ Response generation evaluation. “-” means that this setting’s performance is not reported.
(Combined Score=(Inform + Success)*0.5 + BLEU)

2022), RSTOD (Cholakov and Kolev, 2022),
BORT (Sun et al., 2022a), MTTOD (Lee, 2021),
HDNO (Wang et al., 2020a), GALAXY (He et al.,
2022), MarCO (Wang et al., 2020b), Mars (Sun
et al., 2022b), and KRLS (Yu et al., 2022). To
obtain database search results in the end-to-end
setting, we use MTTOD’s dialogue state tracker,
which is trained jointly during fine-tuning. We fol-
low previous methods and append the dialogue act
in front of the system responses to improve perfor-
mance.

6 Experiments

In this section, we first show the experimental re-
sults under the low-resource and full fine-tuning
settings. Next, we analyze the model’s zero-shot
capability to predict dialogue acts. Finally, we per-
form ablation studies for the proposed model to

demonstrate the impact of dialogue act control and
pre-training data.

6.1 Low-resource Settings

Table 2 shows the performance of our model in low-
resource settings. We evaluate the performance of
our model under zero-shot settings and also fine-
tune it using 50 randomly selected dialogues, sim-
ilar to the approach used by the GODEL model.
The experiments here are done in the policy opti-
mization setting.

Our model outperforms the best GODEL model
by achieving a higher combined score of 86.70
without any fine-tuning, and an even higher score
of 97.05 after fine-tuning. In particular, our model
achieves better scores in Inform and Success met-
rics, indicating that our model is better able to sat-
isfy the users’ information needs. GODEL model
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Settings Inform Success BLEU Comb.

full end-to-end 89.5 84.2 17.5 104.4
- pretrain 87.7 78.9 19.7 103.0
- control 84.9 76.2 19.8 100.4

+ gold act 93.0 89.6 29.6 120.8

zero-shot policy 94.6 71.4 4.2 86.7
- control 93.8 55.4 6.6 81.2

Table 4: Ablation studies for end-to-end full training
settings and zero-shot policy optimization settings.

has a higher BLEU score, which is likely due to the
larger pre-training corpus used to train the model.

6.2 Full Fine-tuning Settings

To evaluate the effectiveness of our model in full
dataset fine-tuning settings, we conduct experi-
ments with both end-to-end and policy optimiza-
tion configurations. The results, as shown in Ta-
ble 3, demonstrate that our model achieves state-
of-the-art performance, with a combined score of
104.4. In particular, our model outperforms the
other models in the Inform and Success metrics,
indicating that our model is able to provide more
relevant and complete information to satisfy the
users’ information needs. Our model receives a
slightly worse BLEU score. We suspect this is
because the resulting responses contain more infor-
mation relevant to the user request than the ground
truth responses.

6.3 Zero-shot Dialogue Act Prediction

We evaluated the model’s capability to predict dia-
logue acts without any downstream fine-tuning. We
pre-defined a set of possible dialogue acts by using
the dialogue act schema from the training set. We
first tested the effects of different pre-training con-
figurations. Note that the data is divided into two
categories: one with dialogue act labels and one
without. Thus, we evaluated the model pre-trained
with unlabeled, labeled, or mix-labeled act anno-
tation data separately. Additionally, we tested the
effect of freezing the sentence-BERT model during
training to see its impact on the performance of
the overall model. The results are shown in Fig-
ure 5. We observed that pre-training with mixed-
label data has the best performance, and freezing
the sentence-BERT model had minimal effects on
the dialogue act prediction F1.
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Figure 5: Zero-shot dialogue act prediction F1 score.
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Figure 6: Response generation combined score.

6.4 Ablations and Analysis

We conduct similar experiments to the previous
section to evaluate the effects of different pre-
training configurations. The experiments here are
conducted in the zero-shot setting, without any dia-
logue act control. The results are shown in Figure 6.
Using the labeled data during pre-training signif-
icantly improves the performance of the model.
Mixing unlabeled data and labeled data leads to
even better performance. We also observe that for
the small model, freezing sentence-BERT during
training can significantly improve the performance,
but it has less of an effect for the large model.

Then, we evaluated the effects of pre-training
and controllable response generation. The results
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are shown in Table 4. In the full end-to-end fine-
tuning setting, we first tested removing pre-training.
From the table, we observed a decrease in the per-
formance of the model for Inform (-2.0%) and Suc-
cess (-6.3%), but an increase in the BLEU score
(+10.1%). Then, we further tested the model with-
out pre-training and removing the dialogue act
response control, allowing the model to predict
the dialogue act without any constraints. It has a
combined score of 100.4, which is close to the re-
ported MTTOD performance, indicating the trade-
off when using controlled response generation. We
also tested using gold dialogue acts for our final
pre-trained model as a reference for comparison.
In the zero-shot setting, we observed similar pat-
terns when removing dialogue act control, but the
performance decrease is more significant. Specifi-
cally, the Success rate dropped from 71.4 to 55.4,
suggesting that our controlled response generation
with dialogue acts is more effective in the low-
resource setting than in the full fine-tuning setting.

7 Conclusion

In this work, we present a novel end-to-end la-
tent dialogue act model (DiactTOD) that repre-
sents dialogue acts in a latent space to improve the
quality of response generation in task-oriented dia-
logue systems. DiactTOD addresses the challenge
of utilizing generalized dialogue acts to control
response generation across different datasets and
tasks. The experimental results on the MultiWOZ
dataset show that our approach outperforms previ-
ous state-of-the-art methods across a wide range
of experimental settings, including zero-shot, few-
shot, and full data fine-tuning with both end-to-end
and policy optimization configurations. Overall,
this work demonstrates the effectiveness of Diact-
TOD, making it possible to build more generaliz-
able end-to-end dialogue systems.

Limitations

Despite the effectiveness of our proposed model Di-
actTOD, we provide some clear limitations. First,
the model is only tested on the MultiWOZ dataset,
which is currently the largest dataset for task-
oriented response generation. While MultiWOZ
is a popular dataset in the research community, it
is not clear how well the model would perform on
other types of datasets or in other domains, par-
ticularly those that do not rely on dialogue state
annotations. It could be an area for future research,

by testing the model on other datasets or in other
domains to evaluate its robustness and generaliz-
ability.

Second, our approach requires a pre-defined dia-
logue act schema to generate all the possible combi-
nations of dialogue acts. This means that it may not
be able to generalize well to real-world scenarios
where the dialogue acts are not as clearly defined or
labeled. In those situations, the model may struggle
to generate appropriate responses or understand the
context. In future work, we will develop methods
that can adapt to different dialogue act schemas or
operate without them.

Another limitation of this work is that the con-
trolled response generation method used is hand-
crafted, as opposed to using reinforcement learning.
We defined rules to control dialogue acts based on
the evaluation metrics "Inform" and "Success" of
the MultiWOZ dataset. This approach may not be
suitable for more complex scenarios where the di-
alogue acts are more varied and thus may require
a larger model to build the necessary rules. Also,
Inform and Success metrics may not reflect the real
performance and have limitations. In those situa-
tions, alternative methods such as reinforcement
learning may be more appropriate.
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A Dataset Details

We chose four datasets that are annotated with dia-
logue acts and one dataset that does not contain any
dialogue act annotations. Their detailed descrip-
tions are below:

• SGD (Rastogi et al., 2020) is a dataset with
multi-domain and multi-turn task-oriented
conversations between a human and a bot. It
involves 20 domains including banks, events,
media, calendar, travel, and weather.

• STAR (Mosig et al., 2020) is a schema-guided
dialogue dataset with human-human conversa-
tions across 13 different domains. It designs
a flow chart and schema graph for collecting
the data.

• MSRe2e (Li et al., 2018) contains 2,890
human-human conversation with three task do-
mains including movie-ticket booking, restau-
rant reservation, and taxi ordering.

• Frames (Schulz et al., 2017) is a dataset with
1,369 human-human dialogues. It includes
round-trip flights and hotel booking. It uses
semantic frames to summarize the dialogue
history and states.

• MetaLWOZ (Shalyminov et al., 2020) is a
large dataset containing 37,884 dialogues with
domains including bus schedules, apartment
search, alarm setting, banking, and event reser-
vation. However, compared to other task-
oriented dialogue datasets, this dataset does
not provide natural language understanding
annotations, and cannot directly be used for
end-to-end task-oriented dialogue systems.
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Model Labeled? Gold Act S-BERT* Inform Success BLEU Combined

LaDiactBase Unlabeled no no 66.1 30.6 1.43 49.78
Unlabeled yes no 94.0 42.2 0.17 68.27
Unlabeled no yes 89.4 51.0 0.59 70.79
Unlabeled yes yes 78.8 41.9 0.87 61.22

LaDiactBase Labeled no no 84.7 46.3 4.11 69.61
Labeled yes no 83.8 47.0 5.21 70.62
Labeled no yes 84.8 47.0 4.59 70.49
Labeled yes yes 91.3 51.9 6.05 77.65

LaDiactBase Mixed no no 84.6 47.5 4.49 70.54
Mixed yes no 94.3 54.3 6.62 80.92
Mixed no yes 87.8 50.6 5.18 74.38
Mixed yes yes 93.2 54.6 6.56 80.46

LaDiactLarge Unlabeled no no 72.0 30.6 1.44 52.74
Unlabeled yes no 81.7 46.2 0.17 63.95
Unlabeled no yes 68.0 38.8 3.73 57.13
Unlabeled yes yes 79.7 42.4 2.03 63.80

LaDiactLarge Labeled no no 87.8 49.1 4.89 73.33
Labeled yes no 93.3 48.9 6.40 77.50
Labeled no yes 93.1 53.9 4.79 78.29
Labeled yes yes 92.5 53.7 6.25 79.35

LaDiactLarge Mixed no no 90.5 52.8 5.11 76.76
Mixed yes no 92.2 55.5 6.67 80.52
Mixed no yes 91.4 53.0 5.05 77.25
Mixed yes yes 93.8 55.4 6.57 81.17

Table 5: Detailed ablation studies of zero-shot performance under different configurations.. * means whether freezes
sentence-BERT during pre-training.
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Abstract

As conversational models become increasingly
available to the general public, users are en-
gaging with this technology in social interac-
tions. Such unprecedented interaction experi-
ences may pose considerable social and psycho-
logical risks to the users unless the technology
is properly controlled. This highlights the need
for scalable and robust evaluation metrics for
conversational chatbots. Existing evaluation
metrics aim to automate offline user evalua-
tion and approximate human judgment of pre-
curated dialogs. However, they are limited in
their ability to capture subjective perceptions
of users who actually interact with the bots and
might not generalize to real-world settings. To
address this limitation, we propose an approach
to approximate online human evaluation lever-
aging large language models (LLMs) from the
GPT family. We introduce a new Dialog sys-
tem Evaluation framework based on Prompting
(DEP), which enables a fully automatic evalua-
tion pipeline that replicates live user studies and
achieves an impressive correlation with human
judgment (up to Pearson r = 0.95 on a system
level). The DEP approach involves collecting
synthetic chat logs of evaluated bots with an
LLM in the other-play setting, where the LLM
is carefully conditioned to follow a specific sce-
nario. We further explore different prompting
approaches to produce evaluation scores with
the same LLM. The best-performing prompts,
which contain few-shot demonstrations and in-
structions, show outstanding performance on
the tested dataset and demonstrate the ability
to generalize to other dialog corpora.

1 Introduction

The recent arrival of conversational AI, marked
by the public release of ChatGPT from OpenAI,1

initiated unprecedented user engagement with con-
versational chatbots in a real-world setting. With
the impressive naturalness of machines’ responses,

1https://openai.com/blog/chatgpt

users are going beyond traditional transactional ex-
changes and start exploring more social interaction
scenarios with increasing curiosity (Thormunds-
son, 2023). In such situations, users might be sub-
ject to social and psychological harms if dialog
systems fail to follow commonsense social rules
(Svikhnushina and Pu, 2022; Kim et al., 2022).
Several instances of alarming social behavior of
this technology have already been discussed in the
media (Roose, 2023; De Cosmo, 2023; Life, 2023).
In this context, developing meaningful and robust
evaluation metrics for these systems has become
particularly urgent to ensure that the models are
safe and acting in the best interest of the users be-
fore their release.

Initially, human evaluation was considered a de
facto standard for evaluating dialog systems (Li
et al., 2019). As running human evaluation is time-
and resource-consuming, a number of automatic
evaluation metrics for dialog systems have been
proposed (Mehri et al., 2022; Yeh et al., 2021).
The majority of these approaches aim to automate
the offline user evaluation. In this setting, dialog
evaluation is performed by a human judge who
is distinct from the one conversing with the bot
(Figure 1, offline). The metrics proposed for this
case approximate the evaluation scores provided by
this third-party human judge for the pre-produced
dialogs (e.g. Mehri and Eskenazi, 2020; Ghazar-
ian et al., 2022a). Despite its popularity, offline
user evaluation is limited in its ability to capture
subjective perceptions of users who actually inter-
acted with the bots (Jannach, 2022; Lee et al., 2022;
Ghandeharioun et al., 2019). This limitation of re-
lying on second-hand evaluation can be illustrated
by an analogy from the realm of restaurant critique
when one tries to evaluate a restaurant solely by
reading consumer reviews but having never actu-
ally eaten there. Conducting online user evaluation,
where the same individual interacts with the bot and
assesses its performance, is more likely to produce
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2. Dialog evaluation 3. System evaluation

✗
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human A
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Figure 1: Offline and online dialog evaluation with the corresponding processes. In the first step, dialog logs are
curated. In the second step, each dialog log is assigned a dialog-level score, either by a third-party judge (offline)
or by the same conversational partner (online). In the third step, the system ranking is obtained by aggregating
the dialog scores of each chatbot. Grey bot icons indicate steps that are intended to be approximated by means of
automatic evaluation. Pink boxes mark the steps in the process where the correlation (r.) with the ground truth
human judgment is computed to validate the automatic evaluation metric during its development process.

accurate and precise evaluations of the chatbot’s
performance. Moreover, this method offers better
predictive capabilities for the system use “in the
wild” (Beel and Langer, 2015). However, by far, ef-
forts towards approximating online user evaluation
have been limited.

To address this gap, we propose a novel auto-
matic Dialog system Evaluation framework based
on Prompting, DEP. Our framework automates the
whole pipeline of dialog system evaluation in an
interactive setting, replicating live user studies. As
the first step towards this goal, we leverage a large
language model (LLM) from the GPT-family mod-
els to collect synthetic chat logs of evaluated bots
with the LLM. Second, we prompt the same LLM
to produce the resulting evaluation scores for gener-
ated chat logs and, finally, rank the chatbots based
on their overall performance (Figure 1, online).

While using bot-play is not a new idea per se,
we emphasize the importance of carefully choosing
a dialog partner for the evaluated chatbots specifi-
cally for social conversational contexts where the
roles of two interlocutors can differ significantly.
For example, it was shown that the emotion/intent
distributions in conversations between an emo-
tional speaker and an empathetic listener are very
different for the two dialog partners (Welivita and
Pu, 2020). To account for it, in the first step of
our framework, we propose prompting LLMs to
play a particular social role over the course of the

interaction with the chatbots to be evaluated. For
the second step, we draw inspiration from the fact
that LLMs demonstrate solid performance improve-
ment when their generation process is augmented
with instructions (Kim et al., 2022). We demon-
strate that prompting the model with appropriate in-
structions that explain how fine-grained evaluation
dimensions relate to the overall dialog score leads
to substantial performance improvement, reaching
up to r = 0.95 Pearson correlation with the human
judgment on a system level.

Overall, our contributions include the follow-
ing. 1) We describe an end-to-end prompting-based
evaluation framework for dialog systems, specifi-
cally targeting social interaction scenarios (Section
3). 2) Our experiments showcase the effectiveness
of prompting for assigning a desired social role
to LLMs and, thus, collecting machine-generated
dialogs that better approximate real interpersonal
communication (Section 4.1.2). 3) We consider dif-
ferent prompt designs and conclude that including
demonstrations together with instructions results in
the best performance (Sections 4.1.3, 4.2.2).

2 Related Work

2.1 Automatic Evaluation of Chatbots

Automatic dialog evaluation has been a long-
standing research topic for practitioners. Initial
works focused on evaluating chatbots’ responses
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against a ground-truth reference (Papineni et al.,
2002; Tao et al., 2018). Following works moved
on to exploring reference-free evaluation metrics
as the referenced evaluation was shown to be inef-
fective due to a wide range of acceptable responses
for a single context (Liu et al., 2016), implying
that comparing with a single reference is limited.
Reference-free metrics usually operate either on
the utterance or the dialog level. For the utter-
ance level, practitioners have explored ways to
evaluate response appropriateness for the preced-
ing context (Lan et al., 2020; Pang et al., 2020)
or predict the qualities of the follow-up response
as a proxy for the quality of the preceding dialog
(Ghazarian et al., 2022a, 2020; Mehri and Eskenazi,
2020). For the dialog level, a number of diverse
approaches have been proposed, ranging from ag-
gregating several fine-grained utterance-level eval-
uations (Zhang et al., 2021b), to designing training
objectives to model the information flow across
dialogue utterances (Li et al., 2021), employing
graph representations to capture dialog dynamics
(Huang et al., 2020; Zhang et al., 2021a), and using
semantic-level manipulations to teach the evalua-
tion model to distinguish coherent and incoherent
dialogs (Ghazarian et al., 2022b).

The works above largely target the offline eval-
uation setting. Some scholars have also started
exploring different ways of approximating online
user evaluation. Deriu et al. (2020) proposed a par-
tially automated framework where human judges
rank chatbots regarding their ability to mimic con-
versational behavior using interactively collected
bot-to-bot conversations, which relies on survival
analysis. Sato et al. (2022) proposed a particular
bipartite-play approach for collecting bot-to-bot
conversations to provide a fairer comparison set-
ting for evaluated chatbots. These papers consider
methodologies for organizing bot-to-bot conversa-
tion sessions, but they are not concerned with the
way how these bot-to-bot conversations unfold. In
our work, we explore the use of bot-to-bot conver-
sations to model a desired social behavior.

2.2 Prompting

Prompt-based learning paradigm (Liu et al., 2023)
received significant attention after Brown et al.
(2020) demonstrated how GPT-3, a large foun-
dation model, can well handle a wide range of
tasks without the need for fine-tuning, relying only
on natural-language prompts and task demonstra-

tions as context. Prompt-based model performance
depends on the design of the provided prompt.
Prompt engineering efforts explore approaches for
designing prompts, which vary in the shape of
prompts (cloze or prefix), human effort required for
writing prompts (manual or automatic), and num-
ber of demonstrations provided to the model in the
prompt (zero-shot or few-shot) (Liu et al., 2023).

Prompt-based learning applied to recently cre-
ated LLMs has been reported to achieve outstand-
ing results on a variety of tasks and benchmarks,
including classification, reasoning, coding, transla-
tion, and many others (e.g. Wei et al., 2022; Chowd-
hery et al., 2022; Chung et al., 2022). However,
exploring prompting for the evaluation of dialog
systems has not been widely investigated. We are
only aware of one more simultaneous and indepen-
dent effort in this direction. Huynh et al. (2023)
studied how different LLM parameters (type, size,
training data) may influence the dialog evaluation,
focusing on utterance- and dialog-level evaluation
in the offline evaluation setting. Our work focuses
on how prompting can be used to capture a holis-
tic evaluation of dialog systems in online social
settings, relying on freshly generated dialogs.

3 Proposed Method: DEP

We introduce our DEP framework, which consists
of two consecutive steps. First, it requires collect-
ing interactive chat logs between the LLM and
evaluated chatbots, which we denote as LLM-to-
bot play. Second, the LLM is prompted to generate
scores for these chat logs. The generated scores are
further aggregated to produce a final ranking of the
systems. We describe each of the steps below.

3.1 Prompted LLM-to-Bot Play

In social settings, two partners may play consid-
erably different roles in a dialog, thus establish-
ing very distinct conversational behaviors. Exam-
ples include conversations between a student and
a teacher, an emotional speaker and an empathetic
listener, or even between two interlocutors with
different personas. Chatbots are usually built to
perform well in one of these roles (e.g., empathetic
listener), but not necessarily the other. Therefore,
collecting synthesized dialogs via self-play of the
chatbot with itself (or a similar competing model)
might fail to represent a realistic discourse flow
due to the differences in the intents produced by
speakers and listeners in dialogs.
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I am a Speaker <in an assigned social situ-
ation>. I am sharing <my thoughts> with a
Listener in a dialog.
Speaker: <LLM’s input #1>
Listener: <Bot’s response #1>
Speaker:

Figure 2: Prompt template to condition a LLM to play
an assigned social role while interacting with an evalu-
ated chatbot.

To address this consideration and render the syn-
thesized dialogs that better approximate real social
interactions, we propose leveraging LLMs’ abil-
ity to produce responses on behalf of an assigned
character (Thoppilan et al., 2022). Specifically,
we suggest letting the evaluated chatbots converse
with an LLM prompted to play a particular social
role. Figure 2 demonstrates how to structure the
prompt to produce each next output of the LLM in
an interactive manner. Meanwhile, responses from
the evaluated chatbots are computed by passing
the accumulated dialog history to these chatbots
as input context. The process can be repeated for
multiple dialog turns. The length of the exchange
may depend on the extent of details provided to
prompt the LLM. The more specific the prompt is,
the faster the evaluated chatbot can demonstrate its
performance in the social situation of interest. On
the contrary, more generic conversation starters re-
quire more dialog turns to reveal the targeted social
behavior.

3.2 Prompted Evaluation
Once dialog logs are synthesized, we propose us-
ing prompting to produce evaluation scores for
each dialog. Prompts can be constructed in sev-
eral ways. We investigate zero-shot and few-shot
settings, either with or without instructions, in our
experiments (Section 4). Many available founda-
tion LLMs are accessible through APIs and only
output text completions without corresponding log
probabilities. Therefore, regardless of the type of
prompt that we use, to generate a score for each di-
alog, we obtain a textual form of the score from the
LLM completion and then use a verbalizer function
to map it to a numerical value, getting inspiration
from (Schick and Schütze, 2021). Formally, given
a dialog log d, we construct a prompt P (d) that
takes d as input and outputs a prompt that contains
exactly one mask token as a placeholder for the dia-
log score. Let y be a predicted token for P (d). We

then define a verbalizer as an injective function v
that maps each score in textual form to a numerical
value. Thus, v(y) produces a numerical score for
a single dialog. The final rating of a given dialog
system is obtained by averaging the corresponding
dialog scores of that system. For fair evaluation,
the number of dialogs collected for each evaluated
chatbot should be identical.

4 Results

For all reported experiments, we used the most
capable version of the InstructGPT model (text-
davinci-003) available at the moment of initia-
tion of our experiments in early Q1 2023. We used
this model as it was easily accessible through Ope-
nAI API2 and was expected to have superior perfor-
mance for social scenarios as it was trained based
on human feedback, which captures subjective hu-
man judgment of interactive outputs (Ouyang et al.,
2022).

Following previous works that considered
system-level evaluation (Lowe et al., 2017; Ghande-
harioun et al., 2019), we report Pearson correlation
for our experiments, unless specified otherwise.
We also opted for this type of correlation coeffi-
cient as it performed better for capturing whether
the automated metric succeeds in preserving the
gap in scores for the best- and least-performing
chatbots, the information which gets lost with rank
correlation.

We start by demonstrating the application of our
evaluation framework to empathetic dialog systems
as in these interactive scenarios two conversational
partners have clearly distinct social roles: an emo-
tional speaker and an empathetic listener. Further,
we consider the generalizing ability of the frame-
work to other social domains.

4.1 Evaluation of Empathetic Chatbots

Below, we first describe the dataset used for the
experiment. Then, we consider the ability of
prompted LLM to effectively replicate social dis-
course patterns over multi-turn interactions with
the chatbots that serve as eventual evaluation tar-
gets. Finally, we explore several types of prompts
applied to synthesized LLM-to-bots dialogs to eval-
uate how well they can approximate human judg-
ment on a system level.
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Turn 2 Turn 4 Turn 6

human↔ bot LLM↔ bot human↔ bot LLM↔ bot human↔ bot LLM↔ bot

questioning
2033; 53.0%

questioning
2030; 52.9%

questioning
1336; 34.8%

acknowledging
1148; 29.9%

questioning
1062; 27.7%

acknowledging
1261; 32.8%

sympathizing
716; 18.7%

sympathizing
710; 18.5%

acknowledging
770; 20.1%

questioning
916; 23.9%

acknowledging
881; 22.9%

questioning
550; 14.3%

acknowledging
528; 13.8%

acknowledging
534; 13.9%

sympathizing
554; 14.4%

sympathizing
527; 13.7%

sympathizing
494; 12.9%

encouraging
464; 12.1%

encouraging
168; 4.4%

encouraging
164; 4.3%

encouraging
266; 6.9%

encouraging
354; 9.2%

encouraging
376; 9.8%

sympathizing
448; 11.7%

consoling
126; 3.3%

consoling
154; 4.0%

neutral
228; 5.9%

consoling
244; 6.4%

wishing
226; 5.9%

wishing
338; 8.8%

neutral
122; 3.2%

neutral
97; 2.5%

consoling
206; 5.4%

neutral
214; 5.6%

neutral
192; 5.0%

agreeing
250; 6.5%

agreeing
62; 1.6%

agreeing
64; 1.7%

agreeing
127; 3.3%

agreeing
206; 5.4%

agreeing
174; 4.5%

neutral
176; 4.6%

confident
18; 0.5%

confident
20; 0.5%

wishing
74; 1.9%

wishing
98; 2.6%

consoling
150; 3.9%

consoling
170; 4.4%

suggesting
10; 0.3%

suggesting
10; 0.3%

joyful
34; 0.9%

suggesting
36; 0.9%

confident
38; 1.0%

suggesting
68; 1.8%

wishing
8; 0.2%

wishing
10; 0.3%

confident
30; 0.8%

confident
24; 0.6%

suggesting
36; 0.9%

confident
38; 1.0%

Table 1: Top-10 most frequent emotion and intent labels across evaluated chatbots’ responses per dialog turn. For
each turn, the first column corresponds to counts in the original iEval dataset and the second one – to counts in the
logs generated during LLM-to-bot play.

4.1.1 Dataset and Evaluated Chatbots
We used iEval dataset for this experiment
(Svikhnushina et al., 2022). The dataset features
human conversations with four empathetic chatbots
collected in an online interactive manner. During
the dataset curation process, each human was as-
signed an emotion label with the situation descrip-
tion taken from the EmpatheticDialogues dataset
(Rashkin et al., 2019) and asked to have a 6-turn
conversation with each chatbot while playing a
character in the assigned scenario. Overall, there
are 480 situation descriptions in the dataset, which
evenly cover two emotional polarities: positive
and negative. As each chatbot participated in each
scenario, there are in total of 1920 dialogs in the
dataset. After conversing with the chatbots, human
interlocutors provided their appraisals of chatbot
listeners in each dialog, including five fine-grained
listener qualities on a 5-point Likert scale: polite-
ness, empathy, likability, repetitiveness, and mak-
ing sense, and an overall dialog rating on a 3-point
scale. All scores are provided on a dialog-level.

The four chatbot models used to curate the
2https://openai.com/blog/openai-api

dataset were Blender (Roller et al., 2021), MIME
(Majumder et al., 2020), MEED and Plain (Xie and
Pu, 2021). All of them are publicly available. We
use these models in the same configurations for our
experiment.

4.1.2 LLM-to-Bot Play Results

As the first step to validate our evaluation frame-
work, we analyzed whether the LLM succeeds
in mimicking human discourse following an as-
signed social role and whether approximating hu-
man speakers with the LLM causes any consider-
able changes in the chatbots’ response patterns.

To generate LLM-to-bots conversations, we
closely followed the procedure of iEval dataset
curation. Specifically, we used emotion labels and
situation descriptions from the dataset to create
prompts for the LLM: I am a Speaker, feeling
<emotion> because <situation>. I am sharing
these emotions with a Listener, expecting empa-
thy and understanding from them. I respond as a
Speaker in a dialog. The first LLM input was also
taken from the iEval dataset. For each scenario, we
collected LLM conversations with each of the four
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Figure 3: Sankey diagram showing discourse patterns in human-to-bots conversations originating from the iEval
dataset.
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Figure 4: Sankey diagram showing discourse patterns in freshly generated LLM-to-bots conversations.

bots, letting them converse for 6 turns, i.e., 3 inputs
from the LLM and 3 responses from the chatbot.

To examine the similarity of discourse patterns
between human-to-bots and LLM-to-bots conver-
sations, we started by annotating each dialog turn
in two datasets with emotion and empathetic in-
tent labels, using emotion/intent classifier devel-
oped by Welivita and Pu (2020) for Empathetic-
Dialogues dataset. As datasets in our experiment
were grounded in situation descriptions taken from
EmpatheticDialogues, the classifier was expected
to generalize well to our data.

Consequently, we visualized the most prominent

discourse patterns3 for two corpora in the form of
Sankey diagrams, shown in Figures 3 and 4. The
diagrams depict the flow connecting emotions ex-
pressed by the speakers and intents expressed by
the listeners across dialog turns. Each odd step
in the diagrams corresponds to human or LLM
turns, while each even step summarizes intents and
emotions in the responses of evaluated chatbots.
To avoid clutter, we visualized patterns whose fre-

3Pattern implies an ordered sequence of emotion/intent
labels expressed by speakers and listeners over the course of 6
dialog turns.
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a) zero-shot, no instructions b) zero-shot, instructions c) few-shot, no instructions d) few-shot, instructions

Figure 5: Scatter plots depicting the system-level correlation results. Human scores are based on the iEval dialog
annotations, while prompted LLM scores are computed based on the generated dialogs.

quency exceeded a certain threshold.4 From the
visual inspection, it can be seen that the LLM emo-
tion distribution over the course of the dialog (Fig-
ure 4) largely resembles one of the human inter-
locutors (Figure 3). More importantly, sets of in-
tents produced by empathetic chatbots are also very
similar between the two figures, with Questioning,
Sympathizing, and Acknowledging being the most
prominent ones. A quantitative comparison of the
top 10 most prominent chatbots’ intents and emo-
tions across turns is shown in Table 1. Thus, our
freshly generated interactive dataset with LLM-
to-bot play was deemed to produce a reasonable
approximation of human-to-bot conversations.

4.1.3 Prompted Evaluation Results
Turning to the second step of our evaluation frame-
work, we examined different types of prompting
to produce scores for the generated LLM-to-bot
dialogs. Specifically, two variables in the prompt
design were considered.

First, we tried score generation in zero-shot and
few-shot settings. For the few-shot setting, the
number of demonstrations was fixed to the num-
ber of points in the ground truth human evaluation
scale, with one representative example supplied for

No instructions Instructions

Zero-shot
0.748

(p=0.033)
0.651

(p=0.080)

Few-Shot
0.892

(p=0.003)
0.954

(p<0.001)

Table 2: System-level Pearson correlation for four pos-
sible prompt design manipulations, with the p-value in
brackets.

4We used a minimum frequency of 3 for the iEval dataset
and a minimum frequency of 5 for the generated dataset.

each score. Thus, for the iEval dataset, we used
three demonstration dialogs corresponding to the
three possible evaluation scores: Bad, Okay, and
Good. The examples were selected manually and
are provided in Table 5 in Appendix A.

Second, we analyzed whether providing addi-
tional instructions helped the LLM evaluation per-
formance. To write the instructions, we relied on
the findings of Svikhnushina et al. (2022), which
explained how chatbots’ performance on various
fine-grained dimensions translates into the overall
score. As the authors emphasized the difference
in humans’ expectations of an empathetic listener
in positive and negative conversational scenarios,
we devised slightly different instructions to prompt
the evaluation of these two emotional polarities.
Specific formulations of the instructions are also
provided in Table 5 in Appendix A.

To generate scores for each dialog, we prompted
the LLM to complete the masked score, provided
the log of the evaluated dialog. Depending on the
configuration, few-shot demonstrations and/or in-
structions were prepended to the prompt. A tem-
plate of the used prompt can be found in Figure 6
in Appendix A. After obtaining dialog-level scores,
we aggregated them to produce system-level rat-
ings. One system was defined as a chatbot oper-
ating in one of the two emotional polarities. This
decision is driven by the fact that based on human
evaluation results in (Svikhnushina et al., 2022),
chatbots demonstrated statistically significant dif-
ferences in their performance depending on the
emotion. Thus, we considered eight systems for
computing system-level correlations.

System-level correlations between human- and
LLM-judgments for each of the four possible
prompt design manipulations are reported in Ta-
ble 2. Few-shot prompting with instructions results
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in the highest correlation of 0.954, which is further
illustrated by the scatter plots in Figure 5. Ac-
cording to the plots, providing examples helps the
LLM to calibrate the produced scores, eliminating
the positivity bias, whereas instructions result in
reduced variance.

4.2 Generalizability to Different Domains

In this section, we consider how prompted evalu-
ation can generalize to different corpora and con-
versational settings. As the results above suggested
that prompts combining instructions with exam-
ples perform best for evaluation, for the following
experiment we searched for datasets that allowed
formulating instructions for defining what proper-
ties correspond to good or bad overall appraisal
ratings of the dialogs. Therefore, we selected two
datasets that contained both fine-grained and over-
all ratings of the dialogs and used the information
of the most relevant fine-grained dimensions to for-
mulate instructions. We also considered only those
datasets that contained multi-turn dialogs collected
following the interactive process.

The selected datasets feature human-to-bot di-
alogs, with some dialog systems that are not pub-
licly available. Moreover, these dialogs were col-
lected in a generic manner, without the purpose to
model any specific social behavior (e.g., as empa-
thy in iEval). Due to these considerations, in the
following experiments, we only studied the perfor-
mance of the second step of our DEP framework,
skipping the synthesis of new LLM-to-bots con-
versations. In a general case, when researchers
have access to their evaluation targets, prompting
LLMs to engage in a generic social interaction with
the evaluated bots should be straightforward as we
demonstrated in Section 4.1.2.

4.2.1 Datasets

To study the generalizability of prompted evalua-
tion, we used FED (Mehri and Eskenazi, 2020) and
DSTC9 datasets (Gunasekara et al., 2020). FED
contains 124 open-domain dialogs of humans with
humans and two chatbots (Meena and Mitsuku)
that were originally released by (Adiwardana et al.,
2020). DSTC9 contains 2200 human-bot conversa-
tions from 11 chatbots. In both datasets, all dialogs
are annotated with offline human appraisals of ten
fine-grained dialog qualities and an overall impres-
sion rating that were curated following the same
protocol described in (Mehri and Eskenazi, 2020).

FED DSTC9
Dialog (S) Dialog (P) System (P)

Prev. best
(metric)

0.547
(2021a)

0.147
(2021)

0.907
(2021)

DEP 0.655 0.274 0.980

Table 3: Results on FED and DSTC9 data. Previous
best results are obtained from (Yeh et al., 2021). Dialog
and System indicate dialog- and system-level correla-
tions, respectively, with P standing for Pearson and S
for Spearman correlation. All values are statistically
significant to p < 0.05.

4.2.2 Prompted Evaluation Results
To construct a prompt for evaluating the chosen
datasets, we selected five dialog examples cover-
ing five possible scores for overall dialog ratings,
ranging from Very bad to Very good; they are pro-
vided in Table 4 in Appendix B. To formulate the
instructions, we used information from the original
paper describing the relative importance of each
fine-grained dialog quality for the overall impres-
sion. The specific formulation of the instruction is
provided in Appendix B.

The evaluation results with a comparison to ex-
isting best-performing evaluation metrics are pro-
vided in Table 3. As the number of systems in
the FED dataset is small, we only report dialog-
level correlation. We also report Spearman correla-
tion for this dataset for the purpose of comparison
with the results in the original paper (r = 0.443
(p < 0.05)) (Mehri and Eskenazi, 2020). Our
prompted evaluation exceeds correlations of pre-
vious metrics by a considerable margin on both
datasets and, thus, demonstrates the ability to gen-
eralize to new open-domain conversational settings.

5 Discussion

Dialog system evaluation with prompting showed
its usefulness both for generating new interactive
exchanges with the evaluated systems and for judg-
ing their performance, therefore, allowing for a
reasonable approximation of the online user evalu-
ation pipeline. We deem this approach particularly
promising for the evaluation of social aspects of
conversations. LLMs used for prompting suffer
from occasional hallucinations, i.e., a tendency to
make up factual information (Ouyang et al., 2022).
It might be difficult to keep track of all specific fac-
tual items of information that come up in the inter-
actively created dialog between two conversational
models and search for ground truth references for
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each of them to construct objective metrics such
as the model’s accuracy or truthfulness (Lin et al.,
2022). Whereas, prompting the LLM to establish a
specific behavior and providing instructions about
commonsense social norms appears more feasible
once these instructions are established.

Drawing from the visualization of discourse pat-
terns in our newly collected dataset of dialogs be-
tween the LLM and empathetic chatbots, we ob-
served that the prompted LLM largely mirrors the
conversational patterns of humans. However, there
are also some differences. For example, in Figure 4
there is an apparent sub-flow with a Grateful emo-
tion, increasingly displayed by the LLM. We be-
lieve the LLM might have developed an agreeable
“personality” due to its training procedure based on
Reinforcement Learning from Human Feedback,
which optimized LLM’s responses to satisfy hu-
man labelers. Differences in speakers’ behavior led
to the difference in the responses of the evaluated
chatbots. While their most frequently produced
intents are similar, their frequency distributions are
statistically identical only for the second turn (first
response of the evaluated chatbots) according to the
permutation and chi-square tests. Future research
can consider alternative prompting techniques to
make the emotion/intent distribution of LLMs’ and
chatbots’ responses even more balanced and rep-
resentative. It might be beneficial to conduct ad-
ditional experiments to compare original and gen-
erated dialogs, which can, for example, include
testing the human ability to distinguish the dialogs
created with the help of an LLM and dialogs with
human speakers.

We conducted our experiments with only one
LLM and explored the few-shot prompting scenar-
ios with a fixed number of demonstrations. Fu-
ture studies could explore the applicability of other
LLMs for the DEP framework, as it has been al-
ready initiated by (Huynh et al., 2023). An area of
particular interest would be to study the efficacy of
the framework working with open-source LLMs,
such as LLaMa (Touvron et al., 2023). Additional
investigation is necessary to analyze the capability
of the framework to handle longer dialogs, which
might be challenging to fit into a context window
of an LLM.

We would also like to explore how DEP gen-
eralizes to evaluating other phenomena in social
conversations, apart from generic open-domain in-
teractions and empathetic dialogs. For example,

further studies might focus on applying the frame-
work to evaluate toxicity or humor in dialogs. How-
ever, this research direction requires the curation
of appropriate calibration datasets.

Last but not least, evaluation artifacts produced
by DEP may be used to assist designers of chat-
bots as they allow for both analyzing the synthe-
sized logs and comparing quality ratings. These
insights may be integrated into assistive chatbot de-
sign tools, such as iChatProfile (Han et al., 2021),
to offer a faster prototyping cycle due to the au-
tomatic generation of chat logs and richer insight
about chatbot profiles due to additional rating in-
formation provided by the last step of DEP.

6 Conclusion

In this paper, we proposed DEP – a framework for
evaluating social chatbots using prompting. Our
framework addresses the limitations of evaluation
approaches using benchmark datasets in an offline
setting. We describe how LLMs can be leveraged
to synthesize realistic conversational logs with the
evaluated chatbots in an online interactive manner.
We further outline how the knowledge about the
desired fine-grained qualities of a conversational
partner can be translated into the prompting in-
structions to generate reliable overall scores for
the collected dialogs. The proposed framework
streamlines the evaluation process, making it highly
efficient in terms of both time and cost, by remov-
ing the need for human involvement at every step.
Our experiments demonstrated that the prompting-
based evaluation results achieve a high correlation
with human judgment, reaching an impressive Pear-
son r = 0.95 system-level correlation for the iEval
dataset, which features dialogs with empathetic
chatbots. We explain our vision of why this frame-
work is well-suited for the evaluation of social phe-
nomena in conversations and lay out future research
directions. We also publicly release all freshly cu-
rated chat logs between the LLM and evaluated
chatbots, as well as all additional annotations for
the iEval, FED, and DSTC9 datasets created for
this study.5
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A Prompt format for iEval

The template of a prompt used for producing scores
for empathetic chatbots is provided in Figure 6. De-
pending on the prompting setting, either demon-
strations, or instruction, or both were omitted from
the prompt. For demonstrations, we used data in
the same format as in the outlined box, but filling
the mask score with the appropriate textual value.
Dialogs used for demonstrations are included in
Table 5. If the instruction was used, we inserted the
respective string in the prompt. The instructions
that we used are also provided in Table 5.

B Prompt format for FED

While working with FED dataset, we used a sim-
ilar template as shown in Figure 6. In a few-shot
setting, we included five demonstrations instead
of three, keeping one demonstration per possible
rating value. The dialogs used for demonstrations
are provided in Table 4.

The instruction used for FED dataset was we fol-
lowing: In such open-ended dialogs, good listeners
demonstrate coherence and maintain a good con-
versation flow, they display a likeable personality
and understanding of the speaker. On the contrary,
bad listeners don’t follow the context and don’t
show much interest in the conversation.

<demonstration #1>
<demonstration #2>
<demonstration #3>

I am a Speaker, feeling <emotion> because <situa-
tion>. I shared these emotions with a Listener in a
dialog, expecting empathy and understanding from
them. Our dialog went as follows.

Speaker: <LLM’s input #1>
Listener: <Bot’s response #1>
Speaker: <LLM’s input #2>
Listener: <Bot’s response #2>
Speaker: <LLM’s input #3>
Listener: <Bot’s response #3>

<Instruction> I would rate the Listener in my dia-
log as ___, choosing from Bad, Okay, and Good
options.

Figure 6: Prompt template for evaluating empathetic lis-
teners in freshly collected dialogs of empathetic models
from iEval with the LLM.

Speaker: Hi!

Listener: Hi there.

Speaker: I want a recommendation for a holiday destination

Listener: Have you tried asking your friends what they like?

Speaker: I have, but I’m looking for your point of view

Listener: What was the reply? Have you tried looking in a
newspaper article?

Speaker: Sorry? I said I want your point of view

Listener: It’s OK. After all, you are only human. My opinion
is of no consequence.

Speaker: Yours is the opinion I want

Speaker: Hi!

Listener: Hi there.

Speaker: I’m trying to figure out what to make for this week-
end’s party. Any suggestions?

Listener: Don’t think too hard. I’m sure I can smell sawdust.
First you must download me to your personal computer.

Speaker: I must do what the what now?

Listener: Right now?Why do you have to do it?

Speaker: Hey, your spacing is off.

Listener: You’ve got my full attention. off was not my inten-
tion.

Speaker: And your capitalization!

Speaker: Hi!

Listener: Hi! How are you today?

Speaker: What’s laser tag?

Listener: Like paintball, but with lasers!

Speaker: lol good description

Listener: Do you know what paintball is?

Speaker: yeah I played it before

Listener: Cool! What did you think?

Speaker: It’s somewhat exciting, but very tiring :)

Listener: That is very true. What is your favorite color?

Speaker: I like red

Speaker: Hi!

Listener: What is your favorite holiday?

Speaker: one where I get to meet lots of different people.

Listener: What was the most number of people you have ever
met during a holiday?

Speaker: Hard to keep a count. Maybe 25.

Listener: Which holiday was that?

Speaker: I think it was Australia

Listener: Do you still talk to the people you met?

Speaker: Not really. The interactions are usually short-lived
but it’s fascinating to learn where people are coming from and
what matters to them

Speaker: Hi!

Listener: Hi! How’s it going?

Speaker: Good! How are you?

Listener: I’m well, thanks! How was your day?

Speaker: My day was fine, I just went to work today. How
was your day?

Listener: My day was fine. I’ve been procrastinating on
finishing my homework, but it’s due in a few weeks, so I’ll
get it done eventually. I’ve watched a bunch of anime today.
Where do you work?

Speaker: I work at a large tech company

Listener: Cool! What do you do for the company?

Speaker: I work on machine learning research

Table 4: Demonstrations used for FED prompts, rang-
ing from Very bad (top) to Very good (bottom).280



Positive Negative
Instructions In positive contexts, like this one, good empathetic

listeners always respond politely and demonstrate
attention. More importantly, they try to amplify
speaker’s positive emotion by asking follow-up
questions and sharing their appraisal of the situ-
ation. On the contrary, bad empathetic listeners
repeat themselves too much and don’t follow the
context.

In negative contexts, like this one, good empathetic
listeners always respond politely and demonstrate
attention. More importantly, they try to clarify the
context and the consequences for the speaker and al-
leviate speaker’s negative emotion by sympathizing
and suggesting solutions. On the contrary, bad em-
pathetic listeners ignore speaker’s emotion, ask in-
appropriate questions, repeat themselves too much
and focus on self instead of the speaker.

Bad

Speaker: I had a pretty large loan, with a bit of a
high interest rate, and a high monthly payment. My
mother decided to pay it off for me, out of the blue!

Listener: that is a shame. how long have you had to
do? that sounds like you have a good relationship
with your mom?

Speaker: I have been paying off this loan for several
months. I have such a good relationship with my
mother that she relieved me of this debt much to my
surprise.

Listener: that sounds like a great thing to hear

Speaker: Yes, I am very happy to not have to make
monthly payments to pay off this high interest rate
loan anymore.

Listener: that is a good feeling. i am sure you will
get the job!

Speaker: I was one percent off from passing my
math test, I was devastated.

Listener: i’m sorry to hear that. were you able to
get a better grade on the test?

Speaker: No, I am just upset.

Listener: i think i am going to go back to school. i
am not sure what i will do.

Speaker: Make sure to study.

Listener: i am sure you will do great. i hope you
get a good grade on your test. good luck!

Okay

Speaker: My son drove down and spent the whole
weekend helping me move.

Listener: That’s great! How old is he?

Speaker: He’s going to be turning 30 this year. He’s
such a sweet son.

Listener: That’s awesome. I’m happy for him.

Speaker: Thank you. Moving is such a pain, it’s
always nice to have help.

Listener: hat’s great. I’m happy for you.

Speaker: I was recently on a long international
flight and we hit some really bad turbulence.

Listener: Oh no, what happened?

Speaker: The flight attendants weren’t able to do
much for us, unfortunately.

Listener: Oh no, what happened?

Speaker: You don’t have to repeat yourself. We had
turbulence on the flight and the attendants didn’t
help us.

Listener: That’s awful. I’m glad you were okay.

Good

Speaker: I am going on a vacation this Thursday! I
am very excited!

Listener: that’s awesome! where are you going?
i’m sure you’ll have a great time!

Speaker: Thanks, we’re going to see the Grand
Canyon.

Listener: that sounds like a lot of fun! i’ve never
been there, but i hear it’s beautiful.

Speaker: Me too!

Listener: i’d love to go on a cruise one day. i hope
you have a wonderful time!

Speaker: I was out walking by the lake over the
weekend and there shore was just covered in dead
rotting fish.

Listener: Oh no! Are you ok?

Speaker: Yes, I’m okay. It was just weird to see so
many dead fish

Listener: I bet that was scary.

Speaker: Yes, I would definitely not want to en-
counter that experience again.

Listener: That sounds like a scary experience. I’m
glad you are ok.

Table 5: Instructions and demonstration used for prompts for evaluating empathetic listeners in freshly collected
dialogs of empathetic models from iEval with the LLM. Demonstrations and their appraisals are manually selected
from the iEval dataset. Inputs from “Positive” column were used for dialogs conditioned on positive emotion label
and inputs from “Negative” column – for dialogs conditioned on negative emotion label.
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Abstract

Human conversation attempts to build common
ground consisting of shared beliefs, knowledge,
and perceptions that form the premise for un-
derstanding utterances. Recent deep learning–
based dialogue systems use human dialogue
data to train a mapping from a dialogue his-
tory to responses, but common ground not di-
rectly expressed in words makes it difficult to
generate coherent responses by learning sta-
tistical patterns alone. We propose Dialogue
Completion using Zero Anaphora Resolution
(DCZAR), a framework that explicitly com-
pletes omitted information in the dialogue his-
tory and generates responses from the com-
pleted dialogue history. In this study, we con-
ducted automatic and human evaluations by ap-
plying several pretraining methods and datasets
in Japanese in various combinations. Exper-
imental results show that the DCZAR frame-
work contributes to the generation of more co-
herent and engaging responses.

1 Introduction

Dialogue systems for natural language conversa-
tion, dialogue, and discourse with humans have
attracted widespread attention in industry and
academia. Especially in recent years, the devel-
opment of deep learning techniques and large di-
alogue corpus have made remarkable progress in
dialogue response generation (Komeili et al., 2022;
Borgeaud et al., 2022; Thoppilan et al., 2022).
However, the performance of the dialogue systems
is still unsatisfactory, and many problems remain to
be resolved. One problem is that dialogue systems
cannot accurately interpret the intent of human
utterances because the construction of common
ground, which is important in human-to-human
dialogue, has not yet been established (Stalnaker,
1978; Clark and Schaefer, 1989). Common ground
in dialogue refers to shared beliefs, knowledge, and
perceptions that form the premise for understand-
ing utterances. For example, much information

Speaker A: My friend has not come to school.

I’m worried ϕDAT [ about my friend ].

Should I try to call ϕDAT [ my friend ]?

Speaker B: Something could be wrong

ϕDAT [ for your friend ].

Perhaps ϕNOM [ you should ] try to

call ϕDAT [ your friend ].

Table 1: Example of dialogue where omission occurs.
Highlighted text represents omitted arguments.

is omitted in the dialogue in Table 1, but the two
speakers can convey their intentions in short utter-
ances because, through their common knowledge
and context, they can omit information but still
understand each other.

Why has the construction of common ground
not been realized in human-to-system dia-
logues? Sequence-to-Sequence (Seq2Seq) mod-
els (Sutskever et al., 2014; Cho et al., 2014)
have been widely used in recent dialogue sys-
tems (Vaswani et al., 2017; Raffel et al., 2020;
Lewis et al., 2020; Bao et al., 2020; Zhang et al.,
2020b). Seq2Seq models use large amounts of di-
alogue data to train a mapping from a dialogue
history to responses. However, there are many
omissions in dialogue data, and it is difficult for
models to generate responses that convey human
intentions simply by training statistical patterns. To
address this problem, several methods that use a
knowledge base (KB) have been proposed. These
models bridge the gap between humans and models
by introducing external knowledge and providing
the models with common-sense knowledge (Zhao
et al., 2020; Eric et al., 2021; Xu et al., 2022). Hu-
man common-sense knowledge is one piece of in-
formation that can be omitted, but the cost of build-
ing a KB is significant and not easily transferable
to different domains or models.

In this study, we considered a method to provide
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models with omitted information without using ex-
ternal knowledge. Dialogue systems can precisely
interpret the intent of human utterances only when
the roles of involved persons and things are under-
stood, but omissions frequently occur in Japanese
dialogue to avoid repetition and references to self-
evident objects (Seki et al., 2002). Thus, the co-
herence of responses can be improved by inferring
and explicitly incorporating the roles of persons
and things. Inspired by the idea of zero anaphora
resolution (ZAR), we propose Dialogue Comple-
tion using Zero Anaphora Resolution (DCZAR),
a framework that explicitly completes omitted in-
formation in a dialogue history and generates re-
sponses from the completed history.

The DCZAR framework consists of three mod-
els: a predicate-argument structure analysis (PAS)
model, a dialogue completion (DC) model, and a
response generation (RG) model. The PAS model
analyzes the omitted arguments (zero pronouns) in
the dialogue, and the DC model determines which
arguments to complete and where to complete them
and explicitly completes the omissions in the dia-
logue history. The RG model, trained by the com-
plementary dialogue history and response pairs,
generates a response. The PAS and RG models are
constructed by fine-tuning the common pretrained
model with a dataset corresponding to each task,
while the DC model uses a pretrained model with-
out fine-tuning. We used the Japanese Wikipedia
dataset and Japanese postings (“tweets”) to Twitter
to build our pretrained models. Since tweets are
like dialogues in that they contain many abbrevi-
ations and short sentences, the model pretrained
with tweets is expected to improve the performance
of ZAR and dialogue response generation.

In this study, we performed automatic and hu-
man evaluations of three models built by pretrain-
ing models constructed by combining different
methods and datasets. Experimental results show
that the DCZAR framework can be used to generate
more coherent and engaging responses. Analysis
of the responses shows that the model generated
responses that were highly relevant to the dialogue
history in dialogues with many characters. The
three main contributions of this work are as fol-
lows:

• We show that incorporating argument omis-
sion completion based on ZAR into the
RG model significantly improves the coher-
ence and engagement of the responses (Sec-

tion 4.5).

• ZAR performance is improved by pretraining
with Twitter data that have similar features to
the dialogue data (Section 4.3).

• We confirm that the DC model can com-
plete dialogue omissions with sufficient per-
formance (Section 4.4).

2 Related Work

2.1 Dialogue Response Generation

Dialogue response generation is the task of gener-
ating an appropriate response following a given
dialogue history, and can be formulated as a
serial transformation problem that generates a
target sentence from a source sentence (Ritter
et al., 2011; Serban et al., 2017; Zhou et al.,
2022). Specifically, given a dialogue history H =
{X1, X2, . . . , Xn} consisting of n turns (where
Xi = {xi,1, xi,2, . . . , xi,m} is an utterance consist-
ing of m tokens), the problem is to approximate a
model distribution that gives a generated response
sentence Y = {y1, y2, . . . , yo} consisting of the
corresponding o tokens to the data distribution of
the human response sentence T = {t1, t2, . . . , tp}.

Pθ(Y | H) =
m∏

i=1

Pθ (yi | y<i, X1, . . . , Xn) (1)

2.2 Zero Anaphora Resolution

ZAR is the task of detecting any omitted arguments
of a predicate and identifying its antecedents. It
is formulated as part of the predicate-argument
structure analysis task. In the NAIST Text Cor-
pus (NTC) 1.5, the standard benchmark dataset
for ZAR, each predicate is annotated with an ar-
gument representing either the nominative (NOM),
accusative (ACC), or dative (DAT) case. A ZAR
task is classified as intra (arguments in the same
sentence in which the predicate appears), inter (ar-
guments in a sentence preceding the predicate), or
exophora (arguments not existing in the sentence),
according to the positional relationship between a
predicate and its arguments. If the argument of a
predicate is directly dependent on the predicate, it
is a syntactic-dependent argument (dep).

There has been extensive research on the appli-
cation of ZAR to Japanese (Sasano and Kurohashi,
2011; Yamashiro et al., 2018; Umakoshi et al.,
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2021). Konno et al. (2021) proposed a new pretrain-
ing task and a fine-tuning method for ZAR, assum-
ing the importance of common-sense knowledge to
understand the contextual connections around zero
pronouns and antecedents.

Pseudo Zero Pronoun Resolution (PZERO).
PZERO focuses on the acquisition of common-
sense knowledge. It is a pretraining task that re-
places one of the noun phrases that occur two or
more times in the input series with a mask token
([MASK]) and selects from the input series the to-
ken that should be filled in for [MASK]. Since the
task of selecting [MASK] from the input series is
similar to the task of identifying the antecedent
corresponding to a zero pronoun, we expect the
model to acquire the common-sense knowledge
required for ZAR. The model takes as input a se-
ries X = {x1, x2, . . . , xT } of length T containing
[MASK], and selects a token from the series X at
the end of the noun phrase that should be filled
in for [MASK] as the result. All noun phrases that
have the same letter as the masked noun phrase are
considered correct.

Argument Selection as Pseudo Zero Pronoun
Resolution (AS-PZERO). AS-PZERO is a method
of parsing predicate arguments in the same format
as PZERO, using parameters trained in PZERO. The
model takes as input a series X and the predicates it
contains, and selects from the input series the token
with the highest likelihood as the result of guessing
the word that is the argument of the predicate. If
the predicate argument is not present in the input
series X , let the model select [CLS], and once
[CLS] is selected, further classify arguments into
four categories (author, reader, general, or none).
The probability distribution for each category is
obtained from the node which corresponds to the
[CLS] token in the final layer.

3 Approach: DCZAR Framework

We propose the DCZAR framework, which, as
mentioned in Section 1, consists of three models:
PAS, DC, and RG. Figure 1 shows an overview of
the proposed DCZAR framework.

3.1 PAS Model

The PAS model performs a predicate-argument
structure analysis on the input dialogue history
X = {x1, x2, . . . , xT } of length T and predicts the
arguments Acase = {acase,1, acase,2, . . . , acase,n},

where case ∈ {NOM, ACC, DAT} and represents the
case information, corresponding to the n predicates
P = {p1, p2, . . . , pn}.

3.2 DC Model

Using the dialogue history X , the predicates P , and
the arguments Acase predicted by the PAS model,
the DC model explicitly complements omissions
in the dialogue history to create multiple candidate
sentences, calculates scores representing the sen-
tence naturalness, re-ranks the sentences based on
that score, and selects the sentence with the highest
score. When complementing, it is necessary to de-
termine whether the argument should be completed
and where it should be complemented.

Word order is relatively flexible in Japanese, but
a sentence becomes unnatural when argument types
and their order is not relevant. The location of the
argument completion is thus important. To deter-
mine whether an argument should be completed,
first check whether there is an argument acase,i
between a predicate pi and the predicate pi−1 pre-
ceding it (search range ri); if not, then acase,i is
to be completed. Next, regarding where it should
be complemented, pseudo-log-likelihood scores
(PLLs) (Salazar et al., 2020), a measure of sentence
naturalness, determines the position of completion.
PLLs measure the sum of the log-likelihoods of
the conditional probabilities of predicting the re-
placement of each token with [MASK], with more
natural sentences having higher scores. To deter-
mine the position of completion, the target token
of completion is inserted between each token in
the search range, multiple candidate sentences are
created, and PLLs are calculated for all candidate
sentences. For example, if there are n tokens to be
completed and m tokens in the search range, the
number of candidate sentences is expressed as

n∑

k=0

nCk(m+ n− k)!

m!
(2)

The sentence with the highest score is then se-
lected and used as input for the RG model.

3.3 RG Model

The RG model is trained by the dialogue history
and response pairs are selected by the DC model.
Only the dialogue history is used as input for re-
sponse generation during inference.
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Figure 1: Overview of our approach, the DCZAR framework. The PAS model analyzes the omitted arguments
(zero pronouns) in the dialogue history, the DC model determines which arguments to complete and where
to complete them, and explicitly completes omissions in the dialogue history. The RG model, trained by the
complementary dialogue history (1, 2, . . . , n−1-th utterances) and response (n-th utterance) pairs, generates a
response.

4 Experiments

4.1 Pretraining Setup

In this work, we constructed four pretraining mod-
els using two pretraining methods and two pretrain-
ing datasets in combination, and verified which
model achieved better performance on each task.
This section describes the construction of the pre-
trained models. The pretrained models described
in this section are used in Section 4.3, 4.4, and 4.5.

4.1.1 Pretraining Task
Cloze (Devlin et al., 2019) and PZERO (Konno
et al., 2021) are used as pretraining tasks. We use
the pretrained parameters of the bert-base-japanese-
whole-word-masking model as the initial parame-
ters of the model.

Cloze. Cloze is a pretraining task for a masked
language model (MLM) that performs operations
(replacing 80% of tokens with [MASK] and 10%
with a random vocabulary token, and performing
no operation on the remaining 10%) on 15% of
tokens randomly selected from the input series,
excluding [CLS] and [SEP], and predict the tokens
replaced with [MASK].

PZERO. PZERO is a pretraining task that replaces
one of the noun phrases that occurs two or more
times in the input series with [MASK] and selects
from the input series the token that should be filled
in for [MASK].

4.1.2 Dataset
We used Japanese Wikipedia and Japanese tweets
collected on Twitter as the pretraining dataset.

Wikipedia. The Wikipedia dataset is a prepro-
cessed dataset from Japanese Wikipedia, consisting
of a training set of 15M sentences (763M tokens)
and a development set of 3K sentences (about 220K
tokens). As preprocessing, we removed XML tags,
article titles, and URLs contained in the articles.
When using these data in PZERO, it is necessary
to identify noun phrases. Therefore, we identi-
fied noun phrases based on the analysis results of
the morphological analyzer MeCab and the depen-
dency analyzer CaboCha (Kudo and Matsumoto,
2002), as in the method of Konno et al. (2021). We
used the BertJapaneseTokenizer to segment the text
into subword units.

Twitter. The Twitter dataset is a preprocessed
dataset of tweets collected using the Twitter API,
consisting of a training set of 70M sentences (504M
tokens) and a development set of 30K sentences
(about 200K tokens). We removed mentions (al-
phanumeric strings beginning with @), hashtags
(strings beginning with #), URLs, and pictograms
as preprocessing. For noun phrase identification
and subword segmentation, we employed the same
method as used for the Wikipedia data.

4.2 Compared Models
We compared the combinations of pretrained mod-
els shown in Table 2. As mentioned earlier, we used
two datasets (Wikipedia and Twitter), and two tasks
(Cloze and PZERO) for pretraining, resulting in four
combination patterns. We compared these four
combinations throughout the PAS, DC, and RG
models; for example, RGwiki-cloze model uses
PASwiki-cloze model and DCwiki-cloze model as
its preprocessing, corresponding to patterns (e) to
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ID PAS Model DC Model RG Model
(a) N/A N/A wiki-cloze
(b) N/A N/A twitter-cloze
(c) N/A N/A wiki-pzero
(d) N/A N/A twitter-pzero
(e) wiki-cloze wiki-cloze wiki-cloze
(f) twitter-cloze twitter-cloze twitter-cloze
(g) wiki-pzero wiki-cloze wiki-pzero
(h) twitter-pzero twitter-cloze twitter-pzero

Table 2: Compared patterns of pretrained models
used for the PAS, DC, and RG models. Patterns (a)
to (d) are baseline response generation models, and
patterns (e) to (h) are proposed models applying the
DCZAR framework.

(h) in Table 2, where pattern (h) is the final com-
bination with proposed pretrained models (twitter-
pzero) only. We prepared baseline models, patterns
(a) to (d) in Table 2, which do not apply any com-
pletion. An exception is that we do not use the
PZERO task but the Cloze task for the DC model
because the PLLs used in the DC model’s comple-
mentary location prediction require a pretrained
model that can solve the Cloze task.

4.3 Experiment 1: PAS Model

We evaluated the performance of the predicate argu-
ment structure analysis of the PAS models within
patterns (e) to (h) shown in Table 2. The PAS mod-
els were pre-trained models with fine-tuning by
the AS-PZERO task using NTC. The input to the
PAS model was a sentence containing the predicate
and its antecedent, and the PAS model is trained to
output the antecedent and case information corre-
sponding to the predicate.

4.3.1 Dataset

We used the NTC (Iida et al., 2010) to fine-tune
the PAS model. This corpus is annotated with in-
formation on predicate-argument structures and
coreference. In this study, we divided data into
training, development, and test sets, following the
method described in Taira et al. (2008). The num-
bers of intra, inter, and exophora for the training,
development, and test instances were respectively
14K/3K/6K, 9K/2K/4K, and 12K/2K/4K.

4.3.2 Evaluation Protocol

F1 value is calculated and evaluated for each posi-
tional relationship.

4.3.3 Results
Table 3 shows the experimental results (as the mean
of five runs). The proposed PAStwitter-pzero

model achieved the best performance in ZAR. The
model pretrained with PZERO outperformed the
model pretrained with Cloze. This suggests that
prior learning by PZERO is linked to the acquisition
of adaptive knowledge, which is consistent with
the results of existing studies (Konno et al., 2021).
The model pretrained with Twitter data performed
better than did the model pretrained with Wikipedia
data, especially showing large improvements with
exophora (+2.2% on Wikipedia data, +1.7% on
Twitter data).

4.4 Experiment 2: DC Model
We evaluated the complementation performance of
the DC models within patterns (e) to (h) in Table 2.
The DC model uses the results of the PAS model
to output a sentence that completes for omissions
appearing in the input sentence.

4.4.1 Dataset
We used JPersonaChat and JEmpatheticDia-
logues (Sugiyama et al., 2021) to evaluate the DC
model. These datasets will also be used in Sec-
tion 4.5.

JPersonaChat. JPersonaChat is a Japanese ver-
sion of PersonaChat (Zhang et al., 2018) that as-
signs personas to two speakers and collects chat di-
alogues in which they learn more about each other.
We split this dataset so that the numbers of dia-
logue pairs in the training/development/test sets
were 50K/3K/4K. This corpus consists of persona
description and dialogue pairs, but please note that
we do not use persona descriptions in this work.

JEmpatheticDialogues. JEmpatheticDia-
logues is the Japanese version of EmpatheticDi-
alogues (Rashkin et al., 2019), a dataset of ut-
terances and corresponding empathic responses
in emotional situations. We split this dataset so
that the numbers of dialogue pairs in the train-
ing/development/test sets were 50K/3K/7K.

4.4.2 Evaluation Protocol
We performed human evaluations of the DC model
performance, using 250 randomly sampled dia-
logues from the JPersonaChat and JEmpathetic-
Dialogues test sets for each of the four models.
Five evaluators were presented with two dialogue
histories, one before and one after completion, and
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ID Model ZAR dep All
All intra inter exophora

(e) PASwiki-cloze 62.27 68.39 44.63 67.77 94.17 83.67
(f) PAStwitter-cloze 62.21 68.04 40.68 70.34 94.15 83.73
(g) PASwiki-pzero 62.68 68.35 43.02 69.99 93.96 83.75
(h) PAStwitter-pzero 63.25 68.68 42.07 72.04 93.81 83.87

Table 3: Automatic evaluation results by the PAS model (F1).

ID Model Appropriateness
(e) DCwiki-cloze 74.80% (187 / 250)
(f) DCtwitter-cloze 77.20% (193 / 250)
(g) DCwiki-pzero 72.40% (181 / 250)
(h) DCtwitter-pzero 84.80% (212 / 250)

Table 4: Human evaluation results of the DC model.

asked to judge whether the completion phrase and
its position were appropriate. Each evaluator eval-
uated 1,000 data divided into five parts, 50 per
model, for a total of 200 data for the four models.
To ensure fairness, the dialogue histories completed
by each model were shuffled before presentation to
the evaluator, thus obfuscating which model com-
pleted which.

4.4.3 Results
Table 4 shows the experimental results. The pro-
posed DCtwitter-pzero model achieved the best
performance in dialogue completion. For the model
pretrained with the Cloze task, using Twitter data
instead of Wikipedia data for pretraining improved
the performance by 2.4% (from 74.80 to 77.20).
In the model pretrained with the PZERO task, us-
ing Twitter data instead of Wikipedia data for pre-
training improved the performance by 12.4% (from
72.40 to 84.80). This suggests that using Twitter
data for pretraining the DC model contributes to
improving the performance of dialogue comple-
tion. Furthermore, in Table 3, pattern (h) shows the
best performance, suggesting a relation between
the performance of dialogue completion and that
of predicate-argument structure analysis.

4.4.4 Analysis
Table 5 shows cases of successful and unsuccessful
dialogue completion for analysis. Examples 1 and
2 are successful completion cases. In Example 1,
the NOM and ACC cases corresponding to “cause” are
completed correctly, and in Example 2, the NOM and
ACC cases corresponding to “help” are also com-
pleted correctly. Examples 3 and 4 are cases of
failed completions. In the sentence in Example 3,

Example 1: I ate oysters at a barbecue and
{ϕNOM → ✓ oysters } caused
{ϕACC → ✓ me } to suffer from stomach
pains and diarrhea all night long.

Example 2: The other day a classmate was bullied
and {ϕNOM → ✓ I } helped
{ϕACC → ✓ him } out.

Example 3: I spent a little too much
{ϕACC → ✗ on my credit card }
last month ... credit card.

Example 4: I was having a lot of morning sickness
and {ϕNOM → ✗ morning shickness }
was lying on a bench in the supermarket
and someone talked to me.

Table 5: Examples of DC model completion results
(translated from Japanese). Highlighted text rep-
resents complemented words. ✓ indicates a correct
completion, while ✗ indicates an incorrect completion.

the argument corresponding to “spend” should not
be completed because inverted sentences occur in
the utterance. Since this method judges whether
to perform completion by looking at the front of
the target predicate, the method could not complete
sentences with inverted predicates. To perform a
correct completion, it is necessary to devise a way
to rewrite “I spent a little too much on my credit
card last month” before inputting it to eliminate the
inversion occurring in “I spent a little too much last
month ... credit card.” In Example 4, “I” is the cor-
rect answer, but “morning sickness” is incorrectly
completed. This problem could only be solved by
using as a clue the knowledge that morning sick-
ness is a phenomenon, and appropriate dialogue
completion was not possible for a problem that
required such common-sense knowledge.

4.5 Experiment 3: RG Model

We evaluated the performance of patterns (a) to (h)
in Table 2 in generating dialogue responses. The
RG model uses BERT2BERT (Rothe et al., 2020),
which uses BERT as both the encoder and decoder.
Patterns (a) to (d) are the baseline models, and pat-
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terns (e) to (h) are the proposed models applying
the DCZAR framework. The baseline model uses
the dialogue history (text before completion) con-
tained in the dataset. The proposed model uses as
input the dialogue history complemented by the
DC model.

4.5.1 Dataset
The RG model is trained using dialogue history–
response pairs, with only the dialogue history used
as input for response generation during inference.
We used JPersonaChat and JEmpatheticDialogues
to fine-tune the RG model. [SPK1] and [SPK2] are
added as special tokens. These special tokens are
added immediately before the utterances of the two
speakers in the dialogue history to make it easier
for the model to distinguish between each speaker.

4.5.2 Evaluation Protocol
Automatic Evaluation. We used standard natural
language generation metrics such as BLEU (Pap-
ineni et al., 2002), ROUGE-L (Lin and Och, 2004),
DIST-N (Li et al., 2016), and BERTScore (Zhang
et al., 2020a).

Human Evaluation. All evaluators evaluated all
the 100 randomly sampled cases from the JPer-
sonaChat and JEmpatheticDialogues evaluation
sets for each of the four pretraining models, for a
total of 400 cases. Three evaluators were presented
with the dialogue history and two responses gener-
ated by two models (proposed method, baseline),
and were asked to choose one or select not sure
for evaluation criteria in a pair-wise comparison.
The responses were evaluated in three dimensions:
which was more grammatical, which was more co-
herent, and which was more engaging. To ensure
fairness, the responses generated by each model
were shuffled before presentation to the evaluators,
making it impossible to distinguish which model
generated which response. The final evaluation
value was determined by a majority vote of the
three evaluators.

4.5.3 Results
Automatic Evaluation. Table 6 shows the results
of a single run of the automatic evaluation. We
performed a permutation test for each proposed
method and each baseline method. For BLEU-1,
3, 4 and ROUGE-L, the proposed method outper-
formed the baseline method, but there was no sig-
nificant difference. Although the proposed method

was expected to produce more coherent and en-
gaging responses by compensating for predicate
arguments, these automatic metrics were not neces-
sarily appropriate, because their contribution was
not expected to change the results of the word statis-
tics.

Human Evaluation. Table 7 shows the re-
sults of human evaluation. * and ** indicate a
significant difference with p < 0.05 and 0.01, re-
spectively, by the chi-square test. Note that al-
though this table shows the values after the ma-
jority vote, the values before the majority vote
were used for the chi-square test. First, no mod-
els differed significantly in terms of grammati-
cality, but the RGtwitter-cloze+DCZAR and RG
twitter-pzero+DCZAR models exceeded the base-
line. One possible reason for the lack of signifi-
cant differences is that the number of N/A cases
was higher than it was for the other perspectives.
In terms of coherence, all models in which the
DCZAR framework was applied showed significant
improvements over the baseline model. In particu-
lar, the proposed RGtwitter-pzero+DCZAR model
shows a significant improvement as compared with
the RGtwitter-pzero model (from 38 to 62). This
indicates that the use of dialogue history with ex-
plicit completion of omissions in the input con-
tributes to coherence evaluations when generating
responses. In terms of engagement, all models
except the RGwiki-pzero+DCZAR model showed
significant improvements over the baseline model.

4.5.4 Analysis
We analyzed the generated sentences in Table 8.

Why was there no significant difference in gram-
maticality scores between the baseline and the
proposed method? This was possibly due to the
higher number of N/A results as compared with the
other perspectives. Dialogue 1 is an example where
three evaluators selected not sure and the response
was classified as N/A. In this example, although
the two models generated responses with different
content, neither response was grammatically incor-
rect, and the decision may have been difficult in
this case.

Does the proposed method contribute to im-
proved coherence? Dialogue 2 is an example
evaluated as contributing to the generation of a
more coherent response by the proposed method.
In the dialogue history of Dialogue 2, there are
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ID Model BLEU ROUGE-L DIST BERT
1 2 3 4 1 2 Score

(a) RGwiki-cloze 25.29 6.14 2.02 0.69 9.57 12.20 29.32 69.70
(e) + DCZAR (ours) 24.50 5.65 1.78 0.55 14.50 11.72 28.50 69.45
(b) RGtwitter-cloze 25.65 6.50 2.10 0.70 9.79 12.04 29.02 69.84
(f) + DCZAR (ours) 25.72 6.16 1.96 0.66 11.65 12.14 28.95 69.73
(c) RGwiki-pzero 25.59 6.31 2.09 0.72 13.72 12.09 28.96 69.90
(g) + DCZAR (ours) 25.45 6.08 1.96 0.63 6.49 12.06 29.14 69.75
(d) RGtwitter-pzero 25.00 6.08 2.02 0.69 11.99 12.17 29.31 69.74
(h) + DCZAR (ours) 25.50 6.17 2.11 0.73 9.41 11.72 28.54 69.77

Table 6: Automatic evaluation results of the RG model.

ID Model gramm- coherent enga-
atical ging

(a) RGwiki-cloze 30 45 44
(e) + DCZAR (ours) 28 54** 55**

N/A 42 1 1
(b) RGtwitter-cloze 30 43 46
(f) + DCZAR (ours) 34 57** 54**

N/A 36 0 0
(c) RGwiki-pzero 34 45 51
(g) + DCZAR (ours) 33 52** 47

N/A 33 3 2
(d) RGtwitter-pzero 32 38 41
(h) + DCZAR (ours) 38 62** 59**

N/A 30 0 0

Table 7: Human evaluation results of the RG model.
N/A shows the number of cases in which not sure was
selected by a majority vote and in which the evaluation
was split among the three evaluators.

many nouns that express the role of a person, such
as husband, spouse, wife, and housewife, and the
arguments corresponding to “give” is omitted, mak-
ing it difficult to guess who is being talked about
in the sentence. The RGtwitter-pzero model mis-
interprets the dialogue as being about the wife,
and so generates an inappropriate response. By
contrast, the proposed RGtwitter-pzero+DCZAR
model correctly interprets the dialogue as being
about the husband, so it generates an appropriate
response. This suggests that the proposed method
explicitly supplements the arguments correspond-
ing to the predicate, which improves coherence.

What are the characteristics of engaging re-
sponses? The proposed method evaluated Dia-
logue 3 as contributing to the generation of a more
engaging response. This example shows that the
responses evaluated as more engaging are those
that are more specific and coherent. Therefore, we
hypothesized that the more coherent the response,
the more engaging the response, and analyzed cor-

Dialogue 1
Speaker A: I’m worried about my parents’ retirement.
Speaker B: {ϕNOM → Our parents’ retirement } is a concern.
Speaker A: I live far away from my parents and

I don’t know what they think.
RGwiki-cloze: We are concerned.

+ DCZAR (ours): It makes us nervous. We should think of something.
Dialogue 2

Speaker A: Being a housewife,
there’re so many times I thank my husband.

Speaker B: I’m sure he’s a kind spouse.
Speaker A: Regarding the year-end gift,

{ϕNOM → my husband } gives

{ϕDAT → gifts } to {ϕACC → relatives }
on his wife’s side as well as relatives
on his side without any complaint.

RGtwitter-pzero: Your wife is kind.
+ DCZAR (ours): Your husband is a great guy.

Dialogue 3
Speaker A: I told my mother that I wasn’t feeling well and

{ϕNOM → she } drove me to the hospital.
RGtwitter-cloze: That would be great.
+ DCZAR (ours): Your mother is very kind.

Table 8: Generation examples (translated from
Japanese). Highlighted text shows words filled in
by our proposed model.

relations among the indicators. The correlation
coefficient for grammatical correctness and engage-
ment was 0.223 and for coherence and engage-
ment was 0.850. This indicates a strong correlation
between coherence and attractive responses, and
that people tend to want to continue dialogue with
those who are consistent in their communication.
Fleiss’ Kappa (Fleiss, 1971), a measure of agree-
ment among the evaluators, was calculated to be
0.095 for grammatical correctness, 0.287 for co-
herence, and 0.214 for engagement. The human
evaluations indicated that the DCZAR framework
contributed to the generation of more coherent and
engaging responses.
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5 Conclusion

We proposed the DCZAR framework, which ex-
plicitly completes omitted information in the di-
alogue history and generates responses from the
completed dialogue history. Experimental results
showed that the DCZAR framework can generate
more coherent and engaging responses.

Limitations

We outline some potential limitations of our work
below. First, extending to other languages requires
pretrained models and datasets for each task (PAS,
DC, RG) in that language. Also, our results do
not necessarily guarantee the same results in lan-
guages other than Japanese. As we mentioned in
Section 4.4.4, dialogue completion does not work
well with inverted sentences and sentences that
require common-sense knowledge as completion
cues. Extending the DC model to handle such cases
is a task for future work.
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Articles Sentences Predicates
Train 1,751 24,283 68,753
Dev 480 4,833 13,882
Test 696 9,284 26,379

Table 9: Statistics for NAIST Text Corpus 1.5.

dep intra inter exophora

Train
NOM 37,678 11,556 7,518 11,516
ACC 24,997 1,803 928 128
DAT 5,855 360 278 60

Dev
NOM 7,550 2,556 1,766 1,917
ACC 5,107 394 166 32
DAT 1,637 112 99 28

Test
NOM 14,254 4,770 3,342 3,721
ACC 9,532 786 358 55
DAT 2,547 211 140 54

Table 10: Distribution of arguments in NAIST Text
Corpus 1.5.

A Ethical Considerations

Since the dialogue response generation model uses
large-scale data from websites (e.g., Wikipedia,
Twitter) during pretraining, it may generate re-
sponses that contain implicit biases and offensive
content. We will incorporate mechanisms to reduce
harmful responses and build a safe and ethically
robust dialogue system in the future.

B Details of Scientific Artifacts

B.1 Dataset

Wikipedia. We used a publicly available data
dump of Japanese Wikipedia jawiki-latest-pages-
articles.xml.bz2.

Twitter. We used preprocessed tweets collected
through the Twitter API1 to pretrain the model. We
used all tweets by 3,702 users with tweet histo-
ries ranging from 10K to 50K postings, sorted in
chronological order.

NAIST Text Corpus 1.5. We used NAIST Text
Corpus (NTC) 1.5 to test the performance of the
PAS model. NTC is a corpus of newspaper articles
and editorials with information such as relations be-
tween predicates and surface cases. Table 9 shows
the NTC statistics, and Table 10 shows the distribu-
tion of NTC arguments.

1https://developer.twitter.com/en/products/
twitter-api

B.2 Model
In this work, we used HuggingFace Transform-
ers2 version 4.21.0 (Wolf et al., 2020), and weights
of bert-based-japanese-whole-word-masking3 pro-
vided in transformers were used as initial parame-
ters for the pretrained model.

B.3 Metric
For the BLEU4, ROUGE-L5, and BERTScore6 im-
plementations, we used publicly available code
from Huggingface.

B.4 Software
We used MeCab 0.9967 , a Japanese morphological
analyzer, and CaboCha 0.698, a Japanese depen-
dency analyzer, to preprocess the dataset. We will
release our code publicly available.

B.5 License
As for the datasets, Japanese Wikipedia is made
available under the CC BY-SA 3.0 license, NAIST
Text Corpus 1.5 is released under a Revised BSD
License, and JPersonaChat and JEmpatheticDia-
logues are licensed for the purpose of evaluat-
ing the model performance, but not for provid-
ing dialogue services themselves. MeCab is avail-
able under three licenses (BSD, LGPL, and GPL),
and CaboCha is released under the Revised BSD
License. The bert-based-japanese-whole-word-
masking model is available under the CC BY-SA
3.0 license. Since both licenses allow use for re-
search purposes, the use of these artifacts is valid
for this work.

C Details of Experiments

C.1 Software and Hardware
We used Python 3.8, PyTorch 1.12.1, and Hug-
gingFace Transformers 4.21.0. All experiments
were performed using two NVIDIA A100 80 GB
GPUs for model pretraining and one NVIDIA
A100 80 GB GPU for fine-tuning. The pretraining
time was about six days per model, fine-tuning for

2https://github.com/huggingface/transformers/
3https://huggingface.co/cl-tohoku/

bert-base-japanese-whole-word-masking
4https://github.com/huggingface/datasets/blob/

main/metrics/bleu/bleu.py
5https://github.com/huggingface/datasets/blob/

main/metrics/rouge/rouge.py
6https://huggingface.co/spaces/

evaluate-metric/bertscore
7https://taku910.github.io/mecab/
8https://taku910.github.io/cabocha/
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Pretraining
Mini-batch Size 2048
Max Learning Rate 1.0× 10−4 (Cloze)

2.0× 10−5 (PZERO)
Learning Rate Schedule Inverse square root decay
Warmup Steps 5,000
Number of Updates 30,000
Loss Function Cross entropy (Cloze),

KL divergence (PZERO)
Fine-tuning of the PAS model

Mini-batch Size 256
Max Learning Rate 5.0× 10−5

Number of Epochs 20
Loss Function KL divergence,

Cross entropy (exophora)
Fine-tuning of the RG model

Mini-batch Size 1,024
Max Learning Rate 5.0× 10−5

Number of Epochs 30
Max Sequence Length 512 (encoder)

128 (decoder)

Table 11: List of hyperparameters.

the PAS model was about nine hours per model,
and fine-tuning for the RG model was about seven
hours per model.

C.2 Hyperparameters
Table 11 lists the hyperparameters used in this
study.

D Details of Human Evaluation

Since the human evaluations in these studies (Sec-
tion 4.4.2 and Section 4.5.2) did not require ex-
pert knowledge of linguistics, we recruited eight
Japanese undergraduate and graduate student evalu-
ators from within our laboratory. We informed the
evaluators of the purpose of this evaluation in ad-
vance and obtained their consent. Table 12 shows
an English translation of the instructions given to
the evaluators, who were paid for their time in ac-
cordance with university regulations.

E Experimental results in Japanese

The experimental results of the Japanese versions
of Table 5 in Section 4.4 and Table 8 in Section 4.5
are shown in Table 13 and Table 14, respectively.
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Human evaluation of the DC model
Task Info:
I am researching a dialogue response generation system, and as part of that research,
I need to evaluate the system’s completion performance.
You are to read a sentence upon which a completion operation has been performed
and evaluate the appropriateness of both the wording and the position,
using a binary value of 1 (appropriate) or 0 (not appropriate).
Note that there may be typos in these sentences.
One example is the incorrect Kodomo ga chiisai-no-shi (which should be Kodomo ga chiisai-shi).
Please do not consider typos that are present in the source texts in your evaluation.

Example:
(a) When both the completion phrase and the completion position are appropriate.

Speaker A: I took my summer suit to the cleaners.

Speaker B: Well done! When will the suit be ready?
– The correct word and the position of the complement are both appropriate, so select 1.

(b) When the complementing phrase is not appropriate, but the completion position is appropriate.
Speaker A: Even if I had a boyfriend, I would break up with him right away.

Speaker B: Maybe I just haven’t met the man of my dreams yet.
– The completion position is appropriate, but the appropriate complement phrase is

You instead of I. In such a case, select 0.

Human evaluation of the RG model
Task Info:
I am researching a dialogue response generation system, and as part of that research,
I need to evaluate its response performance.
You will be given multiple dialogue contexts and two responses.
Please compare Responses 1 and 2 and evaluate which is more grammatical,
which is more coherent, and which is more engaging.
grammatical: Which response is more grammatical and fluent in Japanese

(ignoring the dialogue history)?
coherent: Which response is more coherent, considering the dialogue history?
engaging: Which response is more engaging, and which response makes you want to continue

the dialogue with the person to whom you are talking?
Select 1 if Response 1 is better, select 2 if Response 2 is better, or select 3 if you are unsure
which response is better. Use choice 3 as sparingly as possible.

Example:
You will evaluate the following Responses 1 and 2 from three perspectives.

Speaker A: I bought a gaming console.
Speaker B: Did you buy your first game?
Speaker A: Yes, it’s surprisingly interesting.
—
Response 1: What game are you playing?
Response 2: I see. Good for you.

Table 12: Instructions for evaluators (translated from Japanese).
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Example 1: バーベキューで牡蠣を食べたら、 牡蠣が 見事に当たって

一晩中 私が 腹痛と下痢に苦しみました。

Example 2: この前、クラスメートがいじめられてたから、

私が クラスメートを 助けたんだ。

Example 3: 先月 カードを ちょっと使いすぎちゃったんだよなクレジットカード。

Example 4: つわりが酷くて つわりが スーパーのベンチに横たわってたら

いろんな人が大丈夫ですか？って声かけてくれたよ。

Table 13: Examples of DC model completion results in Japanese. Highlighted text represents complemented
words.

Dialogue 1
Speaker A: 親の老後が不安。

Speaker B: この世代になると、 老後が 不安になってくるよね。
Speaker A: そうなんだよね。離れて暮らしてるし、親の意向も分からないしでね。

RG wiki-cloze: 心配だよね。
+ DCZAR (ours): 不安になるよね、何か考えておかないとね。

Dialogue 2
Speaker A: 専業主婦をしてると、夫に感謝する場面がとても多いわ。
Speaker B: きっと優しいご主人なんだろうね。
Speaker A: お歳暮も、夫の親戚と同じように、妻側の親戚にも

嫌な顔ひとつせずに 夫が 歳暮を 親戚に 贈ってくれるのよ。

RG twitter-pzero: 貴方の奥さん優しいなあ。
+ DCZAR (ours): それは素晴らしい旦那さんね。

Dialogue 3

Speaker A: 母に具合が悪いことを伝えたら、 母が 病院まで車で送ってくれました。
RG twitter-cloze: それはありがたいね。

+ DCZAR (ours): お母さま、優しいですね。

Table 14: Generation examples in Japanese. Highlighted text shows words filled in by our proposed model.
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Abstract
Commonsense reasoning is a critical aspect
of human communication. Despite recent ad-
vances in conversational AI driven by large
language models, commonsense reasoning re-
mains a challenging task. In this work, we in-
troduce SYNDICOM - a method for improving
commonsense in dialogue response generation.
SYNDICOM consists of two components. The
first component is a dataset composed of com-
monsense dialogues created from a knowledge
graph and synthesized into natural language.
This dataset includes both valid and invalid re-
sponses to dialogue contexts, along with natu-
ral language feedback (NLF) for the invalid re-
sponses. The second contribution is a two-step
procedure: training a model to predict natural
language feedback (NLF) for invalid responses,
and then training a response generation model
conditioned on the predicted NLF, the invalid
response, and the dialogue.

SYNDICOM is scalable and does not require
reinforcement learning. Empirical results on
three tasks are evaluated using a broad range
of metrics. SYNDICOM achieves a relative im-
provement of 53% over ChatGPT on ROUGE-
1, and human evaluators prefer SYNDICOM
over ChatGPT 57% of the time. We will pub-
licly release the code and the full dataset.

1 Introduction

Conversational AI has witnessed rapid advance-
ments in recent years, largely due to the success
of large language models (LLMs) such as GPT-3
(Brown et al., 2020). These advancements have
been driven by the notable achievements of mod-
els like ChatGPT, which is built upon InstructGPT
(Ouyang et al., 2022). InstructGPT was trained on
an extensive dataset of instructions for various lan-
guage tasks and was further enhanced using human
feedback and reinforcement learning (RL). Conse-
quently, research in conversational AI has shifted
towards leveraging large models trained on exten-
sive datasets, supplemented by human feedback.

While these models have consistently demon-
strated significant improvements in reasoning and
problem-solving capabilities, they still exhibit
flaws and issues. In many critical applications
of LLMs, the tolerance for errors in dialogue re-
sponses is exceedingly low. Addressing these prob-
lems remains challenging, primarily due to the
scarcity of data and the high cost associated with
human feedback. Recent research has started ex-
ploring alternative techniques beyond human feed-
back and RL, such as natural language feedback
(NLF) and self-correction (Saunders et al., 2022;
Scheurer et al., 2022; Welleck et al., 2022; Bai
et al., 2022b).

Furthermore, even with the progress made, large
models often generate hallucinations, underscoring
the ongoing importance of knowledge grounding.
One of the most demanding aspects of knowledge
grounding is commonsense knowledge. Recent
advancements in incorporating commonsense into
LLMs have utilized resources such as ConceptNet
(Speer et al., 2017) or ATOMIC (Sap et al., 2019).

This paper presents a method for improving com-
monsense dialogue responses by (1) replacing hu-
man feedback and RL with natural language re-
sponses and (2) leveraging recent knowledge graph
techniques to ground responses in commonsense
knowledge derived from ATOMIC. To address the
scarcity of data and the high cost of human feed-
back, the natural language feedback is elicited in
a manner that specifically targets the chosen error
types determined by the designer. This approach
significantly enhances the speed and quality of
model learning and refinement.

The contributions of this paper are as follows:

• Development of a scalable method for syn-
thesizing knowledge-grounded data with error
injection and feedback.

• Release of a dataset rich in dialogues featur-
ing commonsense inferences, annotated with
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Figure 1: SYNDICOM Process. Left: dataset generation, Right: Improving commonsense in dialogue response
generation.

commonsense errors, and accompanied by
human-written feedback, which we refer to
as SYNDICOM.

• Description of a method for training both a
feedback generation model and a response
improvement model using natural language
feedback (NLF), and demonstration of the
superiority of this information-rich approach
over state-of-the-art RL methods using SYN-
DICOM.

2 Recent Work

The field of conversational AI has experienced a
surge of interest in commonsense reasoning in re-
cent years, with a significant focus on curating
datasets (Richardson and Heck, 2023). Concept-
Net (Speer et al., 2017) and ATOMIC (Sap et al.,
2019) have emerged as widely used resources for
dataset curation, establishing a de facto standard.
Several datasets serve as sources for the dialogues,
including DailyDialogue (Li et al., 2017), MuTual
(Cui et al., 2020), DREAM (Sun et al., 2019), and
the Ubuntu Dialogue Corpus (Lowe et al., 2015).

Our research lies at the intersection of two crit-

ical areas in conversational AI: the synthesis of
commonsense datasets and the training of models
using natural language feedback. These areas have
recently garnered significant research attention due
to their potential to enhance the ability of conversa-
tional agents to understand and respond to complex
human interactions with greater accuracy and con-
sistency. By leveraging the synergies between these
domains, our work aims to address the existing lim-
itations in conversational agents and pave the way
for more robust and effective conversational sys-
tems.

2.1 Commonsense Dataset Curation

In recent years, various datasets have been curated
specifically for commonsense reasoning. Ghosal et
al. (2021) introduced CIDER, a dialogue dataset
annotated with commonsense inferences, which
was later expanded with the more open-ended CI-
CERO (Ghosal et al., 2022). Some researchers
have focused on specific types of commonsense,
such as temporal commonsense (Qin et al., 2021)
and ethical commonsense (Ziems et al., 2022; Kim
et al., 2022; Sun et al., 2022). Others have concen-
trated on grounding dialogues in knowledge graphs
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(Zhou et al., 2021a; Moon et al., 2019).
These approaches rely on existing dialogue

datasets and often employ filtering strategies to
reduce dataset size. However, this reliance on exist-
ing datasets can limit the generalizability of meth-
ods to future problems. One potential solution to
the scarcity of large-scale annotated commonsense
knowledge datasets is the synthesis approach. Re-
cently, Kim et al. (2022) proposed SODA, a method
for procedurally generating social dialogues based
on a commonsense knowledge graph. They uti-
lized ATOMIC (Sap et al., 2019), which consists
of atomic facts in natural language form, to gener-
ate synthetic dialogues rich in commonsense in-
ferences. Their entirely procedural and highly
scalable approach generates dialogue data suitable
for training models that reason over commonsense
knowledge. Building upon this work, we present
SYNDICOM, a synthesis procedure and dataset that
expands on the ideas of SODA and incorporates
novel features crucial for our dialogue modeling
approach. More details about SYNDICOM are pro-
vided in Section 3.

2.2 Feedback and Response Improvement

The use of feedback to improve language mod-
els has recently garnered increased interest, with
most efforts focused on the application of reinforce-
ment learning (Stiennon et al., 2020; Zhou et al.,
2021b; Bai et al., 2022a,b). Reinforcement learn-
ing with human feedback (RLHF) is particularly
notable as it serves as the foundation for Instruct-
GPT (Ouyang et al., 2022), which paved the way
for ChatGPT. RLHF offers a flexible approach to
improving LLMs; however, it faces challenges in
terms of stability and efficiency inherent to RL.
Moreover, the low dimensionality of the reward
signal in RL (typically a scalar) severely limits the
learning rate.

A more information-rich approach than RL is the
use of natural language feedback (NLF). NLF has
been explored in several recent works. Scheurer et
al. (2022) investigated the use of human-written
NLF to train a dialogue response refinement model.
Saunders et al. (2022) demonstrated that LLMs
themselves can generate this feedback. Welleck et
al. (2022) developed a method to improve sequence
generation of LLMs by first generating a baseline
using an imperfect base generator and then cor-
recting the output using a second correction model.
The correction model incorporates feedback as part

of its input. However, the authors only demon-
strated the use of feedback provided by various
tools and APIs tailored to the specific tasks they
explored.

3 The SYNDICOM Method

Taking inspiration from recent NLF methods, this
paper presents a new approach called SYNDICOM.
This new approach combines the synthesis of com-
monsense dialogue data from a grounded knowl-
edge graph (ATOMIC) with an NLF response im-
provement approach to improve dialogue responses.
Figure 1 illustrates the two phase process.

3.1 SYNDICOM Dataset
The SYNDICOM dataset is created in a four step
process: (1) Auto-generate commonsense dialogue
templates, (2) Translate templates into natural lan-
guage dialogues, (3) Generate invalid responses
with error injection, and (4) Collect human-written
explanations for the invalid responses. Examples
from the SYNDICOM dataset are shown in Table
1. The GPT model we used for the steps in this
section was text −davinci−003. Statistics for the
dataset are shown in Table 2.

3.1.1 Generating Templates
Our approach generates commonsense-focused di-
alogue templates from a commonsense knowledge
base. For this study, we utilize ATOMIC (Hwang
et al., 2021). ATOMIC consists of inferences in the
form of Head relation−−−−→ Tail. Each head and tail is
a natural language description of a generic event,
emotional state, action, description, etc. Dialogue
templates are constructed by crawling through in-
ferences rooted at each head of ATOMIC and chain-
ing these inferences together to form multiple dia-
logue turns. The number of dialogue template turns
is uniformly and randomly chosen between 3 and
8.

3.1.2 Converting to Natural Language
Given the dialogue templates, the second step in
creating SYNDICOM converts the templates to nat-
ural language conversations. We explored sev-
eral methods, including crowdsourcing, but found
LLMs to be the most consistent and effective. We
used the GPT LLM (text-davinci-003) to generate
the natural language dialogues from the templates.
This was followed by in-context learning with 15
hand-written examples. The exact prompting used
is shown in detail in Appendix A.
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Template Synthesized Dialogue Explanation

PersonX refuses PersonY
↪→ PersonX is seen as: disagreeable
↪→ As a result, PersonX feels: annoyed and irritated
↪→ Before that, PersonX needed: thinks about it

Context
I refuse to do what you ask.
Why are you being so disagreeable?
I’m just annoyed and irritated.
Valid Response:
You should think about it before you say no.
Invalid Response:
You should think about it before you say yes.

Crowd Worker 1:
The other person already said no.
Crowd Worker 2:
The person did not say yes so this response was strange.

PersonX makes music
↪→ As a result, PersonX wants: to impress
↪→ PersonX is seen as: talented
↪→ As a result, PersonX will: gets asked to play something
↪→ Before that, PersonX needed: to carry their violin
↪→ PersonX wanted: they want to share their creativity

Context
I love making music.
You’re very talented!
Thanks. I just want to impress people with my playing.
I’m sure you will. Can you play something for me?
Of course! I always carry my violin with me.
Valid Response:
That’s great. I’m glad you want to share your creativity.
Invalid Response:
That’s awful. I don’t want to share my creativity.

Crowd Worker 1:
This contradicts with what was said about impressing people.
Crowd Worker 2:
They aren’t being asked to play. They asked the other person to play

Table 1: Example dialogues from SYNDICOM. Each dialogue context includes both valid and invalid responses, as
well as crowd worker-written explanations for the invalid response.

3.1.3 Error Injection

To elicit feedback on commonsense from crowd
workers, the SYNDICOM process starts by corrupt-
ing the valid dialogue responses so that they vio-
late commonsense reasoning. This provides crowd
workers with an easy target for their feedback. To
corrupt the dialogue responses, SYNDICOM takes
advantage of the commonsense dialogue inference
structure provided by ATOMIC. Given a common-
sense knowledge base K, a dialogue context C, and
response r from SYNDICOM, the response is im-
plied by commonsense from the context, or C K−→ r.
The response r is corrupted by replacing it with
the semantic opposite, r. We prompted GPT as
shown in Appendix A to acquire these semantic
opposites. The result is dialogues annotated with
commonsense contradictions of the form {C, r, r}.

3.1.4 Natural Language Feedback Acquisition

The dialogues with commonsense contradictions
are presented to crowd workers on the Amazon’s
Mechanical Turk platform. Each dialogue is shown
in the form of context and invalid responses, in-
forming them that the dialogues were generated by
an AI attempting to sound human. The crowd work-
ers were given instructions to review AI-generated
casual text message conversations and provide 1-2
sentences of natural language feedback on the di-
alogue, and the final turn in particular (the invalid
response). They were asked to be as specific as
possible in their feedback. The full instructions
and web interface given to the crowd workers can
be found in Appendix A.

To ensure the quality of the feedback, we used
only masters-level crowd workers from English-

speaking countries. This decision aimed to maxi-
mize the clarity and accuracy of the feedback pro-
vided. Each dialogue was evaluated by two crowd
workers independently, allowing for a more com-
prehensive understanding of the AI’s mistakes and
ensuring a diverse range of feedback.

With the addition of the feedback f , this com-
pletes the dataset synthesis part, resulting in anno-
tated dialogues of the form {C, r, f, r}.

3.2 SYNDICOM Dialogue Improvement
This section details the process of using natural
language feedback to correct latent errors in the
baseline conversational response. To begin, the dia-
logue response improvement problem is defined as
follows: given a dialogue context D and a response
rb, generated by some dialogue system or model,
produce an improved response r∗.

r∗ = argmax
r

p(r|D, rb) (1)

Dialogue response generation and improvement
has recently received considerable attention (Shah
et al., 2016; Nayak et al., 2017; Liu et al., 2017,
2018; Weston et al., 2018). This problem is espe-
cially relevant today with large language models
(LLMs). While LLMs have recently reached a high
degree of fluency in dialogue, in some domains
they can be factually inaccurate. While these cases
are relatively infrequent, the tolerance for factual
errors for a number of important applications is
very low. In addition, these errors are difficult to
predict and/or automatically detect. This leads to
a problem of data sparsity that is difficult to over-
come for response improvement methods that rely
on training models.
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A method to partially mitigate the sparsity of
dialogue response errors is to artificially create in-
valid responses r via error injection (as described
in Section 3.1.3). This method will be called
SYNDICOM-DIRECT. Given the invalid response
r and the dialogue history D, a model is trained to
learn the optimal response r∗

r∗ = argmax
r

p(r|D, r). (2)

A second approach called SYNDICOM-NLHF
includes natural language human feedback (NLHF)
to explain the rationale for why the response r is
invalid and then conditions on this side rationale.

r∗ = argmax
r

p(r|D, r, f∗). (3)

As a comparison, we also implemented an ap-
proach called SYNDICOM-MULTISTEP. This ap-
proach breaks the inclusion of NLHF into two steps:
(1) train a feedback model on NLHF that predicts
the feedback critical of response r

f̂ = argmax
f

p(f |D, r). (4)

and (2) train a second model to produce an im-
proved dialogue response from the invalid response,
given the predicted feedback

r∗ = argmax
r

p(r|D, r, f̂). (5)

Both models used in this work are based on
OpenAI’s GPT-3.5, specifically text −davinci−003.
The models were fine-tuned through the OpenAI
API for GPT based models. The hyperparameters
used are listed in Table 3.

4 Experiments

In this section, we provide a detailed description
of the experiments conducted to evaluate our pro-
posed method, SYNDICOM. The experiments aim
to compare the direct prediction of the improved
response in Equation 2 (SYNDICOM-DIRECT) with
the response prediction when conditioned on natu-
ral language human feedback (NLHF) that explains
why the initial response is invalid (SYNDICOM-
NLHF). Additionally, we explore a multistep im-
plementation of NLHF (SYNDICOM-MULTISTEP).
We compare the performance of our method against
a ChatGPT baseline (gpt−3.5−turbo) using various
text generation metrics, such as ROUGE, BLEU,
SacreBLEU, BERTScore, and METEOR.

4.1 SYNDICOM-DIRECT

Our first experiment focused on the direct dialogue
improvement task, where the objective is to en-
hance a dialogue response based solely on the con-
text and an invalid response. No feedback, whether
human or generated, was involved in this task. This
optimization problem is described in Equation 2.

In order to prevent the model from simply learn-
ing to undo the error injection, we introduced noise
by rephrasing the invalid dialogues using an inde-
pendent ChatGPT instance. This rephrasing was
only performed at inference time and not during
training. The rephrasing prompt is available in
Appendix A.

4.2 SYNDICOM-MULTISTEP

Next, we explored the SYNDICOM-MULTISTEP

approach. As shown in Equations 4 and 5, we
first predicted feedback using the feedback model
and then improved the dialogue response using the
response improvement model. For the feedback
predictor, we trained a GPT-based model to gen-
erate feedback given a dialogue context and an
invalid response, as shown in Equation 4, using the
typical causal language modeling objective. We
evaluated the feedback generation model portion of
SYNDICOM-MULTISTEP separately and compared
it to ChatGPT. The prompt used for the baseline can
be found in Appendix A. Table 4 presents the re-
sults, demonstrating that our method outperformed
the baseline on all metrics.

Subsequently, we utilized the predicted feedback
along with the dialogue context and invalid re-
sponse to produce an improved dialogue response,
as shown in Equation 5. Similar to the SYNDICOM-
DIRECT experiments, we applied rephrasing to the
invalid responses at inference time. The baseline
model was explicitly instructed to first generate
feedback for the invalid response and then use that
feedback to guide its response improvement. Table
5 displays the results.

4.3 SYNDICOM-NLHF

The next experiment focused on enhancing dia-
logue responses using human feedback (Equation
3). Given a dialogue context, an invalid response,
and human feedback, the goal was to generate an
improved (valid) dialogue response. For this exper-
iment, we utilized the raw human-written feedback
from SYNDICOM and trained a separate GPT im-
provement model to generate valid responses. As
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Description Train Val Test

# Samples 16221 1709 1787
# Turns per template 5.21±1.42 5.26±1.42 5.23±1.42
# Turns per dialogue 5.18±1.36 5.21±1.36 5.18±1.32

Table 2: Statistics of our SYNDICOM dataset. # Dialogue turns includes the valid response (± indicates 1 std
deviation.). The splits were inherited from ATOMIC, the source of the templates.

Hyperparameter Value

Temperature 0.7
Max tokens 50
Top p 1.0
Frequency penalty 0
Presence penalty 0

Table 3: Hyperparameters used for GPT-3.5. The same
parameters were used for training and inference.

before, we applied inference-time rephrasing to the
invalid responses. Results are presented in Table
5 under SYNDICOM-NLHF. This version of our
method outperformed the others on all metrics.

4.4 Human Evaluation

In addition to our automated metric evaluations,
we conducted a human evaluation to assess the
effectiveness of response improvements through
generated feedback. This evaluation process mir-
rored the dialogue enhancement steps employed in
the experiment described in Section 3.2.

It is important to note that task assignments for
crowdworkers require explicit and precise defini-
tions, which often pose challenges in evaluating the
commonsense aspect through human intervention.
Existing human evaluations primarily focus on as-
sessing the accuracy of information or determining
the most preferred output from a set of alternatives.

With the emergence of advanced language mod-
els like ChatGPT, human evaluation has become
increasingly complex. This complexity arises from
the remarkably high-quality and naturally articu-
lated outputs generated by state-of-the-art models
such as ChatGPT.

In our study, we instructed crowdworkers that
an AI system was attempting to emulate human
conversation and generate dialogue responses that
align with commonsense understanding and fit the
given context. The workers were presented with
two distinct responses: a standard ChatGPT re-
sponse and our SYNDICOM response. Their task

was to select the response that appeared more
human-like and natural. The order of the responses
chosen was randomized.

Despite the impressive contextual relevance ex-
hibited by ChatGPT responses, our method gen-
erated the more favored response 56.5% of the
time, compared to ChatGPT’s 43.5% preference
rate. For further details on the interface provided
to the crowdworkers, please refer to Appendix A.

5 Discussion

In the Discussion section, we analyze the perfor-
mance of our proposed SYNDICOM method in con-
versational AI compared to the baseline model
ChatGPT. The results are summarized in Tables
4 and 5, where we observe that SYNDICOM out-
performs ChatGPT on all automatic metrics for
the feedback and dialogue response improvement
tasks.

Specifically, Table 5 provides a comparison be-
tween our direct and multi-step approaches to the
response improvement problem. Our multi-step
method outperforms the direct method on various
metrics such as ROUGE-1, BLEU, SacreBLEU,
and BERTScore, despite the simplicity of the error
typology used in the error injection during these
experiments. This indicates that the multi-step ap-
proach has the potential to achieve even better per-
formance when faced with more diverse error ty-
pologies, which we leave as an avenue for future
research.

One contributing factor to the superior perfor-
mance of the multi-step method is the additional
information encoded in the feedback model. The
feedback model is trained on human feedback, pro-
viding it with more contextual information com-
pared to the direct model, which is solely trained
on valid and invalid responses. Even in cases where
the direct model achieves slightly higher scores
in certain metrics, the differences are negligible.
Notably, BERTScore, which represents the most
comprehensive model-based metric utilized in our

302



ChatGPT SYNDICOM

Metric Max Min Avg Max Min Avg

ROUGE1 0.204 0.123 0.163 0.315 0.185 0.250
ROUGE2 0.034 0.0078 0.0209 0.112 0.035 0.073
ROUGEL 0.150 0.093 0.122 0.248 0.144 0.196
BERTSCORE 0.863 0.853 0.858 0.883 0.866 0.874
SacreBLEU 2.546 1.533 2.039 6.697 2.907 4.802
BLEU 0.004 0.0001 0.0021 0.030 0.0041 0.0171
METEOR 0.197 0.129 0.163 0.279 0.158 0.219

Table 4: Performance in Feedback Generation performance of our method vs. baseline. SYNDICOM outperforms
the baseline on all metrics. Each dialogue was accompanied by two feedback responses, and scores were computed
for both independently. We show the max/min/avg over the two for each score and model.

ChatGPT SYNDICOM
Metric Direct NLHF Direct Multistep NLHF

ROUGE1 0.132 0.231 0.386 0.388 0.474
ROUGE2 0.029 0.081 0.174 0.172 0.246
ROUGEL 0.112 0.201 0.324 0.322 0.396
BLEU 0.008 0.031 0.117 0.125 0.168
METEOR 0.209 0.290 0.390 0.387 0.445
SacreBLEU 0.885 3.107 11.716 12.547 16.831
BERTScore 0.859 0.880 0.909 0.910 0.919

Table 5: Response Improvement comparing ChatGPT with our new SYNDICOM methods. ChatGPT-Direct is
fine-tuned to produce a valid response given only the invalid response, with no intermediate steps or feedback.
ChatGPT-NLHF is additionally conditioned on natural language human feedback (NLHF). SYNDICOM-DIRECT
is the model that optimizes Equation 2, SYNDICOM-MULTISTEP optimizes Equation 5, and SYNDICOM-NLHF
conditions on the same NLHF as used by the ChatGPT models. Bold text illustrates the highest score between all
methods that are not give NLHF, and italics indicate the highest scores among NLHF tasks. SYNDICOM outperforms
the baseline on all metrics for both tasks.

evaluation, further supports the argument in favor
of the multi-step approach with feedback genera-
tion.

When examining the NLHF columns in Table 5,
we observe that SYNDICOM demonstrates signifi-
cant improvement over ChatGPT for the response
improvement task when provided with human feed-
back for the invalid response. This scenario aligns
with use cases where feedback can be collected
for a dialogue system and subsequently used to
fine-tune and enhance the dialogue model. These
findings underscore the value of the SYNDICOM

method in continuous learning scenarios, particu-
larly those where feedback from end users is ac-
tively being collected.

Overall, SYNDICOM exhibits strong perfor-
mance compared to the state-of-the-art large lan-
guage model ChatGPT, despite both models being

based on the same underlying architecture (GPT-
3.5). It is worth noting that ChatGPT underwent
substantial reinforcement learning through human
feedback during its refinement process, making the
success of SYNDICOM even more noteworthy.

6 Conclusion

In this paper, we introduced SYNDICOM, a novel
method for enhancing commonsense reasoning in
dialogue response generation. By integrating a
commonsense dialogue synthesis approach with
targeted error injection, we tackled the challenge of
incorporating commonsense knowledge into con-
versational AI systems. Our method comprised two
key components: (1) a dataset consisting of valid
and invalid responses to dialogue contexts, along
with natural language feedback (NLF) for the in-
valid responses, and (2) a two-step procedure in-
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volving training a model to predict NLF for invalid
responses, followed by training a response genera-
tion model conditioned on the predicted NLF, the
invalid response, and the dialogue.

A notable advantage of SYNDICOM is its
scalability and independence from reinforcement
learning techniques, which are commonly em-
ployed in previous methods utilizing human feed-
back. Through comprehensive empirical evalua-
tions across three tasks, we demonstrated the effec-
tiveness of our approach using a diverse range of
metrics. Notably, SYNDICOM outperformed Chat-
GPT on all metrics for both the dialogue improve-
ment tasks, with and without human feedback.

To facilitate further research and practical adop-
tion, we plan to release the code implementation of
SYNDICOM as well as the complete dataset utilized
in this work. By making these resources openly
accessible, we aim to encourage collaboration and
promote advancements in commonsense reasoning
for dialogue systems.

Limitations and Future Work

There are a few areas of limitation in this work.
First, all the dialogues generated were based on
templates synthesized from ATOMIC triplets. The
domain is thus limited to the material contained
in ATOMIC. Second, the procedural generation
technique, while scaleable, inevitably introduces
structure within the data that can be exploited by
statistical models (including deep neural nets and
language models). This is why the feedback gen-
eration task is particularly crucial, because the ex-
planations are human-written and thus avoid such
a limitation.

Our experiments demonstrate our method of im-
proving baseline dialogue responses that have been
corrupted with error injection. This has the advan-
tage of scale and targeting specific error modes that
may be observed with LLMs, but the invalid re-
sponses in SYNDICOM do not themselves represent
errors actually made by LLMs. A larger scale study
could involve a data collection of errors and mis-
takes made by an LLM to demonstrate our method
in improving baseline dialogue responses, but this
approach would not lend itself to scale as any par-
ticular type of error made by state-of-the-art LLMs
will likely be very rare. A more scaleable approach
might be to develop a more comprehensive error
typology and injection scheme, which we leave to
future work.

In future work, a more comprehensive error
topology could be explored, along with a more
substantial human evaluation, to explore the gen-
eralizability of the proposed method. This work
focused on commonsense errors, but other errors
that are observed in large language models could
be explored in further analysis like mathematical
reasoning, humor and sarcasm, etc.
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A GPT-3 Prompts and Mechanical Turk
interfaces
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Task Prompt

Direct You will be given a dialogue context and a baseline response. Your
job is to improve that baseline response. Always write the improved
response last and prefix it with ’Improved Response:’

NLHF You will be given a dialogue context and a baseline response. Your
job is to improve that baseline response. Do so by first generating
feedback for that response, as if it was written by an AI and you are
critiquing it, and then produce the improved response. Always write
the improved response last and prefix it with ’Improved Response:’

Feedback Generation You are shown a synthetic dialogue written by an AI. The dialogue
is intended to sound like a natural text message conversation be-
tween two people. The AI is imperfect and makes mistakes. You
are asked to provide feedback to the AI to improve its dialogue
generation. You are given a few dialogue turns, followed by a
Baseline Response. Please give 1-2 sentences of feedback for the
baseline response, and please be specific!

Table 6: Prompts used for ChatGPT baselines

Figure 2: GPT-3 Prompt used for creating invalid dialogue responses from valid responses.

306



Figure 3: ChatGPT prompt used for rephrasing invalid dialogue responses.
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Figure 4: Mechanical Turk interface used for acquiring feedback for dialogue responses. Each dialogue was given
feedback by two independent crowdworkers.

Figure 5: Mechanical Turk interface used for human evaluation. Each dialogue response pair was evaluated by two
workers independently. Templates are shown instead of examples in order to fit the page.
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Abstract

Task-oriented Dialogue (TOD) Systems aim
to build dialogue systems that assist users in
accomplishing specific goals, such as book-
ing a hotel or a restaurant. Traditional TODs
rely on domain-specific APIs/DBs or exter-
nal factual knowledge to generate responses,
which cannot accommodate subjective user re-
quests (e.g.,“Is the WIFI reliable?” or “Does
the restaurant have a good atmosphere?”).
To address this issue, we propose a novel
task of subjective-knowledge-based TOD (SK-
TOD). We also propose the first corresponding
dataset, which contains subjective knowledge-
seeking dialogue contexts and manually anno-
tated responses grounded in subjective knowl-
edge sources. When evaluated with exist-
ing TOD approaches, we find that this task
poses new challenges such as aggregating di-
verse opinions from multiple knowledge snip-
pets. We hope this task and dataset can pro-
mote further research on TOD and subjec-
tive content understanding. The code and the
dataset are available at https://github.
com/alexa/dstc11-track5.

1 Introduction

Task-oriented Dialogue (TOD) Systems aim to
build dialogue systems that assist users in accom-
plishing specific goals, such as booking a hotel or
a restaurant. Most solutions of TOD are based on
domain-APIs (Budzianowski et al., 2018; Rastogi
et al., 2020) and structured databases (Eric et al.,
2017; Wu et al., 2019), which can only handle
a limited range of scenarios within the scope of
APIs/DBs. To further enlarge the model’s ability of
task-oriented assistance, recent works (Dimitrakis
et al., 2018; Kim et al., 2020, 2021; Feng et al.,
2020, 2021; Majumder et al., 2022) incorporate
unstructured textual information retrieved from the
Internet into dialogue modeling. Most of these
works focus on factual knowledge sources such as
frequently asked questions (FAQs) of online prod-

Avalon Hotel
While I was not pleased with the slow 
wi-fi and small room, I was content with 
their awesome breakfast options. They

have friendly and engaging staff…

The room and hotel had a fast wifi
which was useful and not aggravatingly 
slow like we‘ve all seen. The room was …

I traveled to the Avalon alone for work.

The slow Wi-Fi and noisy room made 
work a bit difficult. I really liked the …

Gonville Hotel
I stayed at the Gonville and it was

amazing! They had fast wifi and a 
great top floor view! It also has …

I recently stayed at Gonville ... They 
had stable wifi and it was even 
better as it was free. The food is …

One thing that was kind of 

disappointing was the breakfast …

We loved their breakfast options ...

Dialogue 3
U: I'm looking for a 

hotel called Avalon.

S: The Avalon hotel is 

located in downtown.

U: Does it have wifi?

S: Yes, it has wifi.

U: Is the wifi reliable?

S: According to 
previous reviews, 
some customers have
complained that the
WIFI is slow and make
work a bit difficult.
But one said it is fast.

Dialogue 2
U: I'd like to find someplace 

to stay in downtown.

S: Both Avalon and Gonville

are located near downtown.

Would you like to stay in one 

of those guesthouses?

U: Which one has free wifi?

S: Both facilities do.

U: Is it high quality wifi with a 

stable connection?

S: Overall, customers
thought the WIFI at Gonville
is fast, while that at Avalon
may be slow and unstable.

Dialogue 1
U: I need to book a 

hotel that has 4 stars.

S: If you'd like 

something cheap, I 

recommend Gonville. 

U: Does the cheaper 

one include WiFi?

S: Yes, Gonville offers 

free WiFi.

U: Is it fast enough to 

watch online videos?

S: Yes, reviewers said
that their WIFI is
stable and fast.

SK-Grounded TOD

Subjective Knowledge Source

Figure 1: Examples of the SK-TOD task. The top part
shows two hotels and their customer reviews. The bot-
tom part shows three dialogue sessions between the
system (denoted by S) and three users (denoted by U).
The last user utterance is a subjective question about
the WIFI quality of the hotel(s). The system needs to
retrieve information from the relevant subjective knowl-
edge, which is highlighted in the review text.

ucts or government service guides. We refer to
these models as Fact-TOD models.

However, in many TOD tasks, users care about
not only factual information but subjective insights
as well, such as the experiences, opinions, and pref-
erences of other customers. For instance, when
booking a hotel or a restaurant, users often inquire
about subject aspects like “Is the WIFI reliable?”
or “Does the restaurant have a good atmosphere?”.
To respond to such user requests, an agent needs
to seek information from subjective knowledge

309



sources, such as online customer reviews. While
subjective knowledge has been specifically studied
in other NLP problems such as opinion mining (Liu
and Zhang, 2012) and question answering (Bjerva
et al., 2020), incorporating it into TOD has not
received significant attention.

In this work, we argue that it is important
to enable the TOD model to leverage subjective
knowledge for more effective task-oriented assis-
tance. To this end, we propose a novel task of
subjective-knowledge-based task-oriented dialogue
(SK-TOD). SK-TOD focuses on responding to user
requests that seek subjective information by incor-
porating user reviews as subjective knowledge. Fig-
ure 1 shows three examples of such requests, where
customers ask about the WiFi quality of various ho-
tels. User reviews are valuable resources for subjec-
tive information because even for the same aspect
of a product or service, customers may have differ-
ent opinions and leave either positive or negative
reviews. As a result, a TOD system should consider
multiple reviews to provide a comprehensive rep-
resentation of user opinions. Ideally, the system’s
response should include both positive and negative
opinions, along with their respective proportions
(as exemplified in Dialogue 3). This two-sided re-
sponse has been recognized as more credible and
valuable for customers (Kamins et al., 1989; Lee
et al., 2008; Baek et al., 2012), thereby fostering
trust in the TOD system.

Incorporating subjective knowledge into TOD
introduces two unique challenges. Firstly, unlike
in Fact-TOD where selecting a few relevant knowl-
edge snippets suffices, the SK-TOD model must
consider all relevant knowledge snippets. In other
words, both precision and recall matter during
this process. Secondly, the model needs to ag-
gregate these knowledge snippets into a concise
response that can faithfully reflect the diversity
and proportion of opinions expressed. Conquering
these challenges requires a large-scale dataset with
subjective-knowledge-grounded responses, which,
to our best knowledge, is not publicly available.

To facilitate the research in subjective-
knowledge-grounded TOD, we have collected a
large-scale dataset, which contains 19,696 sub-
jective knowledge-seeking dialogue contexts and
manually annotated responses that are grounded on
143 entities and 1,430 reviews (8,013 sentences).
We evaluate the performance of strong baselines
on the SK-TOD task. Results show that there is

a significant gap between human-generated and
machine-generated responses, particularly in terms
of the faithfulness of the sentiment proportion.
To address this issue, we propose a model that
incorporates review understanding into SK-TOD.
We experimentally demonstrate that responses
generated by this model more effectively capture
the sentiment proportion. Our contributions are
three-fold:

• We introduce a novel task of subjective-
knowledge-based TOD (SK-TOD);

• We create and release a large-scale, human-
annotated dataset designed for this task;

• We propose a new model and conduct exten-
sive experiments on the proposed task.

2 Related Work

2.1 Knowledge-Grounded Dialogue
Knowledge-grounded response generation is popu-
lar in the open-domain dialogue. Numerous exter-
nal knowledge sources have been explored, from
structured knowledge such as fact tables (Moghe
et al., 2018; Liu et al., 2018) and knowledge graphs
(Zhang et al., 2020a; Moon et al., 2019; Tuan
et al., 2019), to unstructured knowledge such as
Wikipedia articles (Vougiouklis et al., 2016; Zhou
et al., 2018; Dinan et al., 2018), news articles (Ma-
jumder et al., 2020), web pages (Long et al., 2017;
Galley et al., 2019; Komeili et al., 2022), narra-
tives (Xu et al., 2021; Gopalakrishnan et al., 2019),
user reviews and comments (Moghe et al., 2018;
Ghazvininejad et al., 2018), and so on. Grounding
on external knowledge makes the response more
informative and meaningful when compared with
models that solely rely on the dialog context.

Regarding task-oriented dialogues, previous
works have primarily focused on domain-specific
APIs and databases to support the dialogue re-
sponse (Levin et al., 2000; Singh et al., 2002;
Williams and Young, 2007; Eric et al., 2017; Wu
et al., 2019), which can only support a limited
scope of user queries. Later works ground task-
oriented dialogues to web pages (Penha et al., 2019;
Chen et al., 2022), government service documents
(Saeidi et al., 2018; Feng et al., 2020, 2021), and
FAQ knowledge snippets (Kim et al., 2020, 2021).
Different from these works where factual knowl-
edge is utilized, we apply subjective knowledge
to generate the response and ground in multiple
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knowledge snippets. While Majumder et al. (2022)
also explored grounding TOD in user reviews, they
did not consider the diversity of opinions.

2.2 Subjective Content Understanding

Besides being used as external knowledge sources
in dialogue systems, subjective content, especially
user reviews, has been studied in various non-
conversational NLP tasks. For example, opinion
mining (Pontiki et al., 2016; Jiang et al., 2019) fo-
cuses on extracting opinions and sentiments from
user reviews. Opinion summarization (Chu and
Liu, 2019; Zhao and Chaturvedi, 2020; Bražinskas
et al., 2020; Angelidis et al., 2021) is used to distill
multiple opinions into concise summaries. Sub-
jective question answering (McAuley and Yang,
2016; Bjerva et al., 2020) have been proposed to an-
swer questions based on user reviews. Explainable
recommendation (Ni et al., 2019) aims to gener-
ate review-based explanations for the items recom-
mended by a recommendation system. Table 1 pro-
vides detailed comparisons between SK-TOD and
these subjective-content-based benchmarks. Gen-
erally, SK-TOD requires creating a response that is
appropriate to the dialogue context. It also requires
grounding in multiple subjective knowledge and
explicitly considers the diversity of opinions and
the proportion of sentiments.

3 Problem Formulation

Formally, we have a dialogue context C =
[U1, S1, U2, S2, · · · , Ut] between a user and a sys-
tem, where each user utterance Ui is followed
by a system response utterance Si, except for the
last user utterance Ut. The dialogue involves one
or more entities, denoted as E = {e1, · · · , em}.
Alongside the dialogue, we have a subjective
knowledge source B = {(e1,R1), (e2,R2), · · · }
containing all the entities and their corresponding
customer reviews. Each entity e is associated with
multiple reviewsR = {R1, R2, · · · }. Each review
can be divided into segments [K1,K2, · · · ], such
as paragraphs, sentences, or sub-sentential units.
In this work, we regard each review sentence as a
knowledge snippet.

The SK-TOD task aims to identify whether Ut

is a subjective knowledge-seeking request and, if
it is, to select the relevant knowledge snippets K+

from the knowledge source and finally generate a
response St grounded on K+.

4 Data Collection and Statistics

We ground the data collection in MultiWOZ
(Budzianowski et al., 2018; Eric et al., 2020). We
select dialogues from the domains of hotels and
restaurants. The data collection is conducted by a
group of crowd workers through Amazon Mechan-
ical Turk (AMT). To control the data quality, we
only choose workers that are pre-qualified. More
details can be found in Appendix A.

4.1 Annotation Guideline

Dialogues in MultiWOZ are collected based on sin-
gle or multiple entities as the back-end database.
To create a subjective knowledge source to support
the SK-TOD task, we first collect multiple user
reviews for each entity. To control the review col-
lection, we provide the reviewer’s persona, as well
as the aspects and sentiments of reviews to workers.
We then ask workers to write a review with all the
given information included. After collecting the
reviews, we also annotate the aspect and sentiment
information for each review sentence. Overall, we
select 33 hotels and 110 restaurants from Multi-
WOZ, and collect 10 reviews for each entity. On
average, each review contains 5.6 sentences and
56.71 tokens. More details about the review collec-
tion can be found in Appendix A.

After obtaining the reviews, we go back to the
dialogue data to create the subjective user request.
Following a similar procedure in Kim et al. (2020),
for each dialogue, we provide an aspect that users
are interested in (e.g., WIFI-quality of the hotel)
and then ask the worker to insert a subjective user
request into the dialogue. Workers are requested
to carefully select the insertion position and write
an utterance to maintain coherence and naturalness
in the dialogue flow. Finally, we use the partial
dialog until this newly inserted turn as an instance
in our data. Utterances that come after the insertion
position are removed from the dialogue instance.

So far, we’ve collected the dialogue context C
and the subjective knowledge source B. The final
step is to ground the dialogue in the knowledge
source. We first ask workers to identify entities that
are relevant to the subjective user request as gold
entities. We then align the user request and review
sentences of the gold entities by matching their as-
pect. For example, if the aspect of a user request
is about the “WIFI quality” of a hotel, all review
sentences discussing the “WIFI quality” of that spe-
cific hotel will be considered relevant knowledge
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Size Manual Dial TOD Query Aspect Senti Mul-Knwl Senti-%
Semeval/MAMS (2016; 2019) 5K/22K ✓ ✗ n/a ✗ ✓ ✓ ✗ n/a
Space (2021) 1K ✓ ✗ n/a ✗ ✓ ✓ ✓ ✗
Yelp/Amazon (2019; 2020) 200/180 ✓ ✗ n/a ✗ ✗ ✓ ✓ ✗
Justify-Rec (2019) 1.3M ✗ ✗ n/a ✗ ✓ ✗ ✓ ✗
AmazonQA (2016) 309K ✗ ✗ n/a ✓ ✗ ✗ ✗ n/a
SubjQA (2020) 10K ✗ ✗ n/a ✓ ✓ ✓ ✗ n/a
Holl-E (2018) 9K ✓ ✓ ✗ ✗ ✗ ✗ ✓ ✗
Foursquare (2018) 1M ✗ ✓ ✗ ✗ ✗ ✗ ✓ n/a
SK-TOD (Ours) 20K ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Table 1: Comparison between SK-TOD and other benchmarks based on the subjective content. We consider if the
dataset is manually annotated, dialogue-based, task-oriented, and query-focused. We also list if it considers aspect
and sentiment, multiple knowledge snippets (Mul-Knwl), and the proportion of two-sided sentiments (Senti-%).

snippets. 1 Finally, we provide the dialogue con-
text C and all related knowledge snippets K+ and
ask workers to generate a natural and faithful re-
sponse. We explicitly instruct workers to consider
the diversity and proportion of opinions in all rele-
vant knowledge snippets during response creation.
Detailed instructions can be found in Appendix A.

4.2 Quality Control

To ensure the quality of our dataset, we took great
care in selecting pre-qualified workers and design-
ing annotation interfaces. We further conducted
a human verification task on the entire dataset to
identify invalid instances. The annotation showed
that 81.89% of subjective-knowledge-seeking user
turns are valid, with an Inter-Annotator Agreement
(IAA) score of 0.9369 in Gwet’s gamma. For agent
response turns, 96.78% were valid, with an IAA
score of 0.9497 in Gwet’s gamma. Any invalid
instances were filtered out or manually corrected
before finalizing the dataset. We paid workers
an average of $13.82/hr for data annotation and
$14.77/hr for data verification. Both exceed the
local living minimum wage. The details of our
payment settings are elaborated on in Appendix A.

4.3 Data Statistics

We collected a total of 19,696 instances consist-
ing of subjective user requests and subjective-
knowledge-grounded responses. The average
length of the subjective user request and the agent
response is 8.75 and 24.07 tokens, respectively.
While most of the instances contain a single en-
tity, there are 1,047 instances where multiple en-

1Note that the aspect information is only used to build
the dataset but is not included in the problem formulation of
SK-TOD, which means it is not available for model training.
The goal of SK-TOD is to handle user requests with arbitrary
aspects, and therefore we do not define a taxonomy of aspects
in the task like what is done in dialogue state tracking.

Train Val Test

# instances 14768 2129 2799
# seen instances 14768 1471 1547
# unseen instances 0 658 1252
# multi-entity instances 412 199 436

Knowledge Snippets
Avg. # snippets per instance 3.80 4.07 4.21
Avg. # tokens per snippet 14.68 15.49 14.5

Dialogue
Avg. # uttrances per instance 9.29 9.44 9.36
Avg. # tokens per request 8.65 8.94 9.12
Avg. # tokens per response 24.18 23.61 23.86

Table 2: Basic statistics of our dataset.

tities are compared (like Dialogue 2 in Figure 1).
On average, each instance requires 3.88 subjec-
tive knowledge snippets. To help identify the sub-
jective knowledge-seeking user request, we also
randomly sample another 18,383 dialogues with
non-subjective user requests from the original Mul-
tiWOZ dataset.

We split the dataset into training (75%), vali-
dation (10.8%), and test (14.2%) sets. Table 2
presents the detailed statistics of each subset. Both
the validation and test sets contain two subsets: the
seen subset where the aspects of these instances are
included in the training set, and the unseen subset
where the aspects are not included in the training
set. The unseen subset is designed to evaluate mod-
els’ ability to generalize to arbitrary aspects.

5 Subjective-Knowledge-Grounded TOD

In this section, we describe the method for SK-
TOD. As shown in Figure 2, we follow the pipeline
introduced by Kim et al. (2020) which comprises
four sequential sub-tasks: knowledge-seeking turn
detection (KTD), entity tracking (ET), knowledge
selection (KS), and response generation (RG). We
elaborate on each subtask below.
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Figure 2: The pipeline architecture of SK-TOD.

5.1 Knowledge-Seeking Turn Detection
The goal of KTD is to identify the user request that
requires subjective knowledge. We regard it as a
binary classification problem, where the input is
the dialogue context C and the output is a binary
indicator.

We employ a pre-trained language model (e.g.,
BERT (Devlin et al., 2019)) to encode C and adopt
the hidden state of the first token as its represen-
tation. Then we apply a classifier to obtain the
probability that the current user request is seeking
subjective knowledge. That is,

h = Enc(C)

P (C) = softmax (FFN (h)) .
(1)

The model is finetuned with the binary cross-
entropy loss.

5.2 Entity Tracking
The goal of ET is to identify the entities E =
{e1, · · · , em} that are relevant to the user request.
It can help to reduce the number of candidates dur-
ing the knowledge selection step.

We adopt a word-matching-based method used
by Jin et al. (2021) to extract relevant entities. It
first normalizes entity names in the knowledge
source using a set of heuristic rules. Then a fuzzy
n-gram matching is performed between the nor-
malized entity and all dialogue turns. To find the
entities that are relevant to the last user request, we
choose the last dialogue turn in which the entities
are detected and use these entities as the output of
ET. We leave the tracking of aspects being ques-
tioned over multiple turns as future work.

5.3 Knowledge Selection
The goal of KS is to select the knowledge snippets
that are relevant to the user’s request. The inputs
are the dialogue context C and a set of knowledge
snippets candidates K, which is a combination of
all knowledge snippets of the relevant entities in
E . The output K+ ⊆ K is a subset of relevant

knowledge candidates. Note that there might be
multiple knowledge snippets in K+.

To select relevant knowledge snippets, we calcu-
late the relevance score between the dialogue con-
text C and a knowledge snippet K ∈ K. We regard
it as a pairwise text scoring problem and consider
two popular approaches: bi-encoder (Mazaré et al.,
2018) and cross-encoder (Wolf et al., 2019). Gen-
erally, the bi-encoder approach is more efficient
while the cross-encoder approach is more accurate.

For the bi-encoder approach, we encode C and
K separately using the same pre-trained encoder
and obtain two representations, hC and hK . Fol-
lowing Reimers and Gurevych (2019), we use the
concatenation of hC , hK , and |hC − hK | as fea-
tures and apply a classifier to obtain the probability
of relevance. That is,

hC = Enc(C), hK = Enc(K)

P (C,K) = softmax (FFN (hc, hK , |hC − hK |)) .
(2)

For the cross-encoder approach, we encode the
concatenation of C and K to obtain a contextual-
ized representation. That is,

h = Enc(C,K)

P (C,K) = softmax (FFN (h)) .
(3)

During training, we use all relevant knowledge
snippets to construct positive (C, K) pairs. Due to
the large number of irrelevant knowledge snippets,
we randomly sample the same number of irrelevant
snippets to form negative pairs. We optimize the
model using the binary cross-entropy loss. During
inference, we predict the relevance probability for
all knowledge snippets in the candidates. Since
both precision and recall are crucial in KS, instead
of selecting the top few results, we use a threshold,
estimated from the validation set, to determine the
relevancy of each knowledge snippet.

5.4 Response Generation

The goal of RG is to create an utterance St that
addresses the user’s request. This response is gen-
erated based on the dialogue context C and the set
of relevant knowledge snippets K+. To accomplish
this, we concatenateK+ and C as the input and use
a pre-trained generation model to generate the re-
sponse. We consider both the decoder-only model,
such as GPT-2 (Radford et al.), and the encoder-
decoder model, such as BART (Lewis et al., 2020).
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The model is trained to maximize the generation
probability p(ST | C,K+).

To accurately capture the diversity and propor-
tion of opinions, the model needs to understand
the sentiment polarity of each knowledge snippet,
which is challenging due to the lack of direct su-
pervision. To address this issue, we apply a state-
of-the-art aspect-based sentiment analysis (ABSA)
model (Zhang et al., 2021) to predict the sentiment
Z = [z1, · · · , zi, · · · ] for each knowledge snippet
Ki ∈ K+. Then we incorporate the sentiment infor-
mation into RG by maximizing p(ST | C,K+, Z).

More specifically, we first convert the predicted
zi into a natural language description using tem-
plates, and then append it to the end of the cor-
responding Ki as the enhanced input of RG. For
example, given the knowledge snippet as “The am-
bience was so fun.”, the ABSA model detects the
aspect-based sentiment as (“ambience”, “positive”).
We first convert the sentiment into a natural lan-
guage “ambience is great.” and then enhance the
knowledge snippet as “The ambience was so fun.
ambience is great.”. We refer to Appendix B for
more details.

6 Experiments on Sub-Tasks

We first conduct experiments on each individual
subtask. To avoid any error accumulation from
upstream tasks, we use the gold output of the pre-
vious task as the input to the current target task.
The detailed experimental setup can be found in
Appendix C.

6.1 Knowledge-Seeking Turn Detection

Setting We conduct experiments using various
pre-trained language models, including BERT 2

(Devlin et al., 2019), RoBERTa (Liu et al., 2019),
ALBERT (Lan et al., 2020), and DeBERTa (He
et al., 2021).

Evaluation We report the precision, recall, F1

score, and accuracy score.

Results Table 3 shows the results of the KTD
task. All models achieve similar and near-perfect
performance, which is in line with the findings of
Kim et al. (2020). It demonstrates that it is feasi-
ble to identify the user requests that require sub-
jective knowledge, allowing them to be explicitly
addressed by an SK-TOD component. However,
this KTD classifier’s performance may be specific

2We use the base version of all pre-trained models.

Acc P R F

BERT 99.67 99.75 99.61 99.68
RoBERTa 99.74 99.86 99.64 99.75
ALBERT 99.49 99.64 99.36 99.50
DeBERTa 99.71 99.86 99.57 99.71

Table 3: Results of KTD task. Models are evaluated
using Accuracy, Precision, Recall, and F1. All models
achieve similar and near-perfect performance.

to this dataset or similar domains, and its gener-
alizability to unseen domains or knowledge types
requires further exploration in future works.

6.2 Entity Tracking

Setting We follow the setting of Jin et al. (2021)
to run the ET method.

Evaluation We report the instance-level accuracy
score. An instance is regarded as accurate only if
the predicted entities match exactly with the gold
entities.

Results The fuzzy n-gram matching method
achieves an instance-level accuracy of 92.18%. We
further analyzed the type of errors. For 1.8% of
the instances, there is at least one gold entity miss-
ing from the predicted entities. For 7.6% of the
instances, the predicted entities contain at least
one spurious entity. The latter error case can be
further reduced by using model-based matching
approaches, which we leave as future work.

6.3 Knowledge Selection

Setting We fine-tune the KS models following
the same setting as in the KTD task. Additionally,
we compare them with traditional information re-
trieval (IR) baselines, such as TF-IDF (Manning
et al., 2008) and BM25 (Robertson et al., 2009).

Evaluation Knowledge selection can be viewed
as either a classification task or a retrieval task.
For classification, we use precision, recall, and F1

measures. We calculate these measures at both the
instance level and the snippet level. For the in-
stance level, we first calculate P /R/F1 for each in-
stance, and then take the average over all instances
as the final scores. For the snippet level, instead
of computing P /R/F1 for each instance, we cal-
culate these scores for all <C, K> pairs in the
entire dataset. Regarding retrieval evaluation, we
use mean-average-precision (mAP) as the metric,
which is not dependent on a specific threshold value
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Instance-level Snippet-level mAP
P R F P R F

IR Baselines
TF-IDF 34.61 70.33 40.46 23.81 65.00 34.85 45.97
BM25 31.38 40.95 32.21 31.14 32.42 31.77 45.42

Bi-encoder
BERT 56.66 70.06 59.31 58.87 74.69 65.84 71.59
RoBERTa 60.98 83.06 66.47 54.40 85.38 66.46 77.25
ALBERT 70.21 78.74 70.43 63.13 78.90 70.14 81.62
DeBERTa 71.46 83.18 72.44 62.64 83.50 71.58 83.43

Cross-encoder
BERT 85.18 86.01 83.33 82.40 83.82 83.11 90.06
RoBERTa 81.59 83.62 80.53 82.20 80.77 81.48 88.98
ALBERT 86.18 87.29 84.22 83.56 84.78 84.16 90.50
DeBERTa 86.07 87.64 84.6 82.70 85.71 84.18 91.84

SEEN 88.80 93.45 89.93 90.83 89.90 90.37 95.70
UNSEEN 82.68 80.47 78.03 69.98 78.29 73.90 87.07

Table 4: Results of the KS task. Models are evalu-
ated using instance-level and snippet-level classification
measures, as well as mAP, a retrieval-based measure.
DeBERTa achieves the best performance among all eval-
uation measures.

and can reflect the overall ranking positions of all
relevant knowledge snippets. Since the total num-
ber of the relevant knowledge snippets can vary for
each instance, we do not include top-K-based mea-
sures like Precision@K or Recall@K, which are
commonly used in other Fact-TOD and knowledge-
grounded open-domain dialogue tasks.

Results Table 4 shows the results of the KS task.
Firstly, when comparing our models with IR base-
lines, all of the trained models outperform the base-
lines, indicating that the KS model can benefit
from the annotated training data. We then com-
pare bi-encoder models and cross-encoder mod-
els, and as expected, cross-encoder models outper-
form bi-encoder models by a large margin. When
comparing the performance of different pre-trained
models, there is a notable difference among the
models under the bi-encoder setting. The variance
becomes smaller when applying the cross-encoder
architecture. DeBERTa achieves the best perfor-
mance on all measures in both the bi-encoder and
cross-encoder settings.

Finally, we compare the performance between
the seen subset and the unseen subset. At the bot-
tom of Table 4, we list the performance of De-
BERTa on both the seen and unseen test subsets.
The results reveal a large gap between the perfor-

BLEU R-1 R-2 R-L MT BS Len

EXT 2.89 23.17 6.53 18.33 9.62 30.83 14.93

GPT2 9.04 33.9 13.52 26.73 16.27 39.73 22.66
DialoGPT 9.19 33.6 13.62 26.81 16.15 39.72 22.05

BART 10.8 36.35 15.04 28.57 17.96 41.12 24.02
BARTABSA 10.78 36.30 15.36 28.47 18.06 41.75 23.66
T5 10.72 36.50 15.57 28.81 18.33 40.84 25.36
T5ABSA 10.97 36.66 15.51 28.88 18.15 40.94 24.75

Table 5: Results of RG task. Models are evaluated us-
ing BLEU, ROUGE (R-1, R-2, R-L), METEOR (MT),
and BertScore (BS). We also listed the average length
(Len) of the generated response. Encoder-decoder mod-
els such as BART and T5 achieve better performance
compared with GPT2-based models.

mance of the two subsets, indicating that one of the
challenges for the KS model is to generalize from
seen aspects to unseen aspects.

6.4 Response Generation

Setting we experiment with decoder-only gener-
ation models such as GPT-2 (Radford et al.) 3 and
DialoGPT (Zhang et al., 2020c), as well as encoder-
decoder models such as BART (Lewis et al., 2020)
and T5 (Raffel et al., 2020). We also include two
ABSA-enhanced models, namely BARTABSA and
T5ABSA. During decoding, we use beam-search
with top-K sampling (Fan et al., 2018). We set the
beam size as 5 and sample from the top 50 tokens.
We also compare with a random extractive baseline
(EXT), where the response is created by randomly
selecting a relevant knowledge snippet.

Evaluation Following the evaluation of other
generation tasks, We employ several automatic
evaluation metrics, including BLEU (Papineni
et al., 2002), ROUGE (Lin, 2004), METEOR
(Banerjee and Lavie, 2005), as well as BERTScore
(Zhang et al., 2020b), to evaluate the quality of
the generated responses compared to the reference
responses. We also conduct a human evaluation,
where we ask crowd workers to evaluate the quality
of responses.

Results As presented in Table 5, machine-
generated responses significantly outperform the
extractive responses. Encoder-decoder models
achieve better performance across all automatic
measures compared to GPT-based models, indicat-
ing that they are more suitable for this task. They

3We use the base-version of all pre-trained models.
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also tend to generate longer responses. There is
no clear difference in automatic measures when
comparing BART and T5. For ABSA-enhanced
models, BARTABSA achieves the best performance
on BertScore, while T5ABSA achieves the best score
on BLEU and ROUGE.

Human Evaluation To obtain a more reliable
assessment of response quality, we also conduct
a human evaluation on AMT. We use the same
group of workers involved in the data collection
process. During the evaluation, we show the dia-
logue context, the oracle knowledge snippets, and
all responses (both the reference and the generated
responses) to the workers. We randomly sample
240 instances from the test set for evaluation. For
each instance, we ask three independent workers to
compare the responses based on three measures:

• Appropriateness: whether the response is flu-
ent and naturally connected to the dialogue
context.

• Aspect Accuracy: whether the response pro-
vides relevant and useful information to the
aspect that the user queried.

• Sentiment Accuracy: whether the sentiment
proportion provided by the response is consis-
tent with that of the subjective knowledge.

For sentiment accuracy, we first ask workers to
annotate the sentiment label of each knowledge
snippet, and then evaluate each response. All three
measures are evaluated using a 5-Point Likert scale.
The system-level score is computed as the aver-
age score over all instances and workers for each
system. The compensation for workers was set
at $0.25 for the tasks of appropriateness and as-
pect accuracy, and $0.4 for the task of sentiment
accuracy. The average hourly pay for the crowd
workers was $15.25/hr, $14.40/hr, and $14.85/hr
for each evaluation task, exceeding the local living
minimum wage.

Table 6 shows the results of human evaluation
for response generation. The inter-annotator agree-
ment scores for each task are 0.7270, 0.7535, and
0.6239 in Gwet’s gamma, respectively. The results
show that machine-generated responses are com-
parable to the references in terms of appropriate-
ness and aspect accuracy. Moreover, incorporating
ABSA can improve the model’s performance in
sentiment accuracy. However, there is still a large
gap in sentiment accuracy between the best model-
generated responses and the references, indicating

Approp. Asp-Acc Senti-Acc

EXT 2.65 3.32 3.13
GPT2 4.55 4.54 3.20
BART 4.55 4.68 3.56
BARTABSA 4.58 4.66 3.80
T5 4.40 4.63 3.87
T5ABSA 4.49 4.67 3.98

Reference 4.70 4.77 4.50

Table 6: Results of human evaluation for RG.

Dialogue History:
U: Are there any hotels (not guesthouses) that have 0 stars?
S: Yes, actually. Cityroomz is a moderately priced 0 star hotel.
U: Do they have free wifi?
S: Yes, they do have free wifi! Would you like me to book a stay for you?
U: Does the Cityroomz have strong water pressure in the shower?

Reviews:
Review 1: However, I noticed that when taking a shower there was very
little water pressure which made the shower disappointing.
Review 2: The water pressure is not good and it comes out really slow.
Review 3: Everything else was a disaster, especially the lack of cleanliness
in the room when we checked in, and the incredibly low water pressure in
the bathroom when we took our morning showers.
Review 4: I encounter a problem when trying to shower and washing hands.
Review 5: There is no luggage storage service or anything like that, and the
water pressure is much to be desired.

Model Outputs:
GPT-2: The Cityroomz gets some mixed reviews on their water pressure.
Some guests found the water pressure to be very good while others found it
to be disappointing. Would you like to know more about them?
BART: The Cityroomz hotel has very low water pressure according to most
guests. Only one person had a good experience with it.
BARTABSA: The Cityroomz has a lot of complaints about their water
pressure being a bit low. Would you like me to find another place with better
ratings?
T5: The Cityroomz has mixed reviews about their water pressure. Some
guests found the water pressure to be very low while others found it to be
disappointing. Would you like to know more about them?
T5ABSA: The Cityroomz has a lot of reviews that say the water pressure is
very low and disappointing. Do you want to look at some other places?

Reference:
No, guests consistently complain about the water pressure, unfortunately.
Will that be okay or should I do another search?

Table 7: Sampled output of different RG models.

that faithfully aggregating sentiment information
from multiple knowledge snippets is still a chal-
lenging task for current models.

Qualitative Analysis Table 7 shows an example
of responses generated by various systems. In this
example, all the reviews express negative opinions
about water pressure. However, responses gener-
ated by GPT-2 and BART include positive opinions.
T5 correctly mentions the negative opinions but the
generated response is not natural and coherent. By
incorporating the ABSA model, both BART and
T5 correctly generate responses with all negative
opinions.

7 Experiments on End-2-End Evaluation

In the previous section, we use gold information as
input for each module to avoid error accumulation.
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KS RG
Macro-F mAP BLEU R-L BS

RG - - 10.80 28.52 41.12
+KS 84.60 91.84 10.20 27.78 40.64
+ET+KS 83.47 90.45 10.29 27.80 40.56
+KTD+ET+KS 83.46 90.45 10.27 27.79 40.55

Table 8: Results of the end-to-end evaluation. We
start from RG with gold knowledge as input. We then
gradually add components (KS, ET, and KTD) to the
pipeline to replace the gold input with the predicted one.

KTD KS RG
Acc Macro-F mAP BLEU R-L BS

Fact-TOD 87.62 59.55 76.69 6.15 23.25 33.16
SK-TOD 99.71 84.60 91.84 10.80 28.57 41.12

Table 9: Comparison between models trained on Fact-
TOD and SK-TOD training data.

In this section, we evaluate the entire pipeline in
an end-to-end manner, where the input of each
subtask is predicted by the previous component.
We gradually add KS, ET, and KTD to the pipeline,
and list the performance of KS and RG in Table 8.

The results show that errors introduced during
KS can decrease the quality of response generation.
However, ET and KTD do not have a significant
impact on the performance of downstream tasks. It
is because ET and KTD results include fewer noisy
predictions compared to the KS results.

8 Comparison with Fact-TOD

One difference between SK-TOD and Fact-TOD
is that responses in SK-TOD are grounded on sub-
jective knowledge instead of factual knowledge. In
this section, we investigate whether a Fact-TOD
model can ground on subjective knowledge to
address subjective requests. To this end, we re-
train our KTD (DeBERTa), KS (DeBERTa cross-
encoder), and RG (BART) models using the FAQ-
grounded TOD data provided by Kim et al. (2020).
We then apply it to the test set of SK-TOD with-
out further training. We compare the results of
each sub-task using the Fact-TOD models with the
results of models trained on SK-TOD.

As shown in Table 9, for all tasks, there is a sig-
nificant performance gap between models trained
on Fact-TOD and on SK-TOD. We also provide
sampled outputs by the Fact-TOD model and the
SK-TOD model in Table 10. By checking the
model output, we observe that the Fact-TOD model

Dialogue History:
U: I am looking for a guesthouse to stay at that has free wifi.
S: Ok. Were you hoping for a particular price range or part of town?
U: I don’t care about the part of town or the price range, but it needs to be a
three star hotel.
S: The Hamilton Lodge would be perfect! It is a moderately priced 3 star
guesthouse on the north side of town. Does that sound okay to you?
U: Does it have comfortable beds?

Reviews:
Review 1: The bed really needed a new mattress, too.
Review 2: That being said, the room was spacious and the bed was very
comfortable.
Review 3: We both slept extremely well every night we were there.

Model Outputs:
Fact-TOD: Yes, the Hamilton Lodge has a new mattress. Would you like
to make a reservation?
SK-TOD: The Hamilton Lodge has really comfortable beds according to
most guests, but one guest did say that the bed needed a new mattress.

Reference:
There are some mixed reviews on the beds. Some say they’re very comfort-
able while others were not impressed. Would you like me to find another
place with better reviews?

Table 10: Sampled outputs from the Fact-TOD model
and the SK-TOD model, respectively.

tends to only ground on and copy information from
a single knowledge snippet. This behavior indi-
cates that it is difficult to apply the Fact-TOD
model to the SK-TOD task directly, as the Fact-
TOD model lacks the ability to effectively aggre-
gate information from multiple knowledge snip-
pets, especially when there are diverse and contra-
dictory opinions. The results also highlight that
compared to Fact-TOD, SK-TOD faces new chal-
lenges in terms of subjective content understanding
and dialogue modeling when integrating subjective
knowledge into the responses.

9 Conclusion

In this paper, we have introduced SK-TOD: a novel
task focused on subjective-knowledge-based task-
oriented dialogue response generation. We cre-
ate and release a large-scale, manually-annotated
dataset for this task. Incorporating subjective
knowledge requires models to accurately identify
all relevant knowledge snippets and faithfully ag-
gregate the information into concise and contex-
tually appropriate responses, which brings unique
challenges to this task. Experiments with strong
baselines show that there is a significant perfor-
mance gap between human-generated and machine-
generated responses, particularly in faithfully cap-
turing the diversity and proportion of opinions
present in the subjective knowledge. We hope this
task together with the provided dataset can pro-
mote future research on knowledge-grounded TOD
systems and subjective content understanding.
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Limitations

The dataset we collected contains two domains,
restaurants and hotels. However, to evaluate the
model’s ability to generalize across different do-
mains, it would be beneficial to include more do-
mains in the dataset. Additionally, to address
privacy and copyright concerns, we used crowd-
sourcing to collect review data, resulting in fewer
and shorter reviews than those found in real-world
scenarios. This limitation can be mitigated by sam-
pling informative and reliable reviews from real-
world data. Regarding the model, we did not in-
vestigate more complex models, such as large lan-
guage models and novel architectures. However,
we provide a strong baseline method that will serve
as a benchmark for more advanced methods by the
research community.

Ethical Considerations

To build our dataset, we collected the dialogue data
by augmenting MultiWOZ 2.1, which is a publicly
available English dialogue dataset under MIT li-
cense. Additionally, we collected the review data
using crowd-sourcing, where we provided crowd
workers with the reviewer’s persona, as well as the
aspects and sentiments of reviews. This controlled
review collection process helps to exclude offen-
sive or harmful content from the reviews. It also
helps to avoid privacy or copyright issues when
making the dataset publicly available. Our dataset
is available under the CDLA-Sharing 1.0 license.
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A Data Collection

In this section, we describe more details of the
data collection process. The data collection is con-
ducted by a group of crowd workers through Ama-
zon Mechanical Turk. To control the data qual-
ity, we choose English speakers from the US, CA,
and GB. Workers are eligible for the annotation
only if they pass our pre-qualification tests. During
data collection, we also manually validate the an-
notation quality in several rounds to filter out the
workers with low-quality annotations.

During review collection, we provide the re-
viewer’s persona, as well as the aspects and sen-
timents of reviews to workers. The persona is
randomly sampled from a pre-defined set of per-
sonas. For the aspects and sentiments, we first
define 26 common aspects for hotel and restaurant
reviews (e.g., WIFI-quality and room-bed for ho-
tels, food-quality and indoor-decor for restaurants).
We then randomly selected the target aspects to be
addressed in a review. The number of aspects is ran-
domly chosen. To mimic the sentiment distribution
of the real reviews, the sentiment of each aspect is
sampled based on the actual average ratings taken
from Yelp. Figure 3 shows the interface of review
collection. We pay workers $1.00 per task.

During user request collection, we ask workers
to select the best position to insert a user request by
considering every possible position of the given di-
alogue. Figure 4 shows the interface of user request
collection. We pay workers $0.15 per task.

During response generation, we explicitly ask
workers to consider the information in all snippets
to create a natural and faithful response. Figure 5
shows the interface of response generation. We pay
workers $0.25 per task. Below we list the complete
instructions that we provide to workers.

• Please read ALL the customer reviews care-
fully.

• Please read the conversation carefully.

• Write down a response to the customer to an-
swer the question and continue the conversa-
tion.

• You must read EVERY REVIEW COM-
MENT carefully. Each sentence was written
by different people with potentially different
opinions.

• Your response MUST include your SUM-
MARY of ALL the review sentences.

Figure 3: The interface of review collection.

Figure 4: The interface of user request collection.

• If there’s any conflict or different opinions in
the reviews, your response MUST describe
the minority opinion as well.

• Your response MUST be based on the contents
in given review comments only.

• Please keep the way of speaking as similar as
possible to the previous utterances spoken by
the agent.

B Aspect Based Sentiment Analysis

To enhance the model’s ability to understand
the sentiment polarity of each individual knowl-
edge snippet, we apply PGEN (Zhang et al.,
2021), a state-of-the-art aspect-based sentiment
analysis model, to predict the sentiment Z =
[z1, z2, · · · , zi, · · · ] for every knowledge snippet
[K1,K2, · · · ,Ki, · · · ] in K+.

PGEN converts the problem of aspect-based sen-
timent analysis into a sequence generation prob-
lem, where the input is the review sentence, and
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Figure 5: The interface of response generation.

the output is a natural language description of the
aspect and the sentiment. For example, given the
review sentence as “The ambience was so fun.”,
where the aspect term is “ambience” and the cor-
responding sentiment polarity is “positive”, PGEN

transform the aspect term and the sentiment polar-
ity into a natural language description “ambience is
great.” using templates. It is transformed by keep-
ing the aspect term unchanged and mapping the
positive/neutral/negative sentiment polarities into
one of the three tokens: “great”, “ok”, and “bad”.
The model is trained using a BART-base model on
semeval aspect-based sentiment analysis datasets
(Pontiki et al., 2015, 2016).

C Training Details

For KTD and KS, the implementation is based on
Transformers (Wolf et al., 2020). During train-
ing, we use AdamW (Loshchilov and Hutter, 2018)
with a learning rate of 3 × 10−5 and a batch size
of 16. We apply warmup (Goyal et al., 2017) on
the first 500 steps and early stopping based on the
model performance on the validation set. We use a
Tesla V100 GPU with 16 GB memory for training
models. It takes 1 hour to train a KTD model and
5 hours to train a KS model.

During inference, we set the classification thresh-
old as 0 for KTD, as we observe that KTD results
are insensitive to the threshold. However, for the
KS model, the setting of the threshold can greatly
impact the precision and recall scores. We therefore
choose the best threshold based on the F1 scores on
the validation set. We use a grid search between -5
to 5. The optimal thresholds for BERT, RoBERTa,
ALBERT, and DeBERTa are 2.25, 1, 1.75, and 2 in
the bi-encoder setting. They are 3.1, 4.6, 3.25, and

3.4 in the cross-encoder setting.
For ET model, we follow the setting of Jin et al.

(2021) to identify entities. More specifically, we
perform the fuzzy n-gram matching between an
entity and the utterance, where n is the same as the
length of the entity mention. The n-gram matching
score is calculated based on the ratio of the longest
common sequence between two n-grams. We set
the matching threshold as 0.95.

For RG model, during training, we use AdamW
with a learning rate of 3× 10−5 and a batch size of
16. We apply the warmup on the first 500 steps and
the early stopping based on the model performance
(perplexity) on the development set. The model is
trained on a Tesla V100 GPU with 16 GB memory
for 2 hours.
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Abstract

In this study, we have developed Univer-
sal Dependencies (UD) resources for spoken
Japanese in the Corpus of Everyday Japanese
Conversation (CEJC). The CEJC is a large
corpus of spoken language that encompasses
various everyday conversations in Japanese,
and includes word delimitation and part-of-
speech annotation. We have newly annotated
Long Word Unit delimitation and Bunsetsu
(Japanese phrase)-based dependencies, includ-
ing Bunsetsu boundaries, for CEJC. The UD of
Japanese resources was constructed in accor-
dance with hand-maintained conversion rules
from the CEJC with two types of word delimi-
tation, part-of-speech tags and Bunsetsu-based
syntactic dependency relations. Furthermore,
we examined various issues pertaining to the
construction of UD in the CEJC by comparing
it with the written Japanese corpus and evalu-
ating UD parsing accuracy.

1 Introduction

Universal Dependencies (UD) (Nivre et al., 2016;
de Marneffe et al., 2021) is a framework for con-
sistent annotation of grammatical elements in-
cluding parts of speech, morphological features,
and syntactic dependencies in various human lan-
guages. UD provides a wide range of corpus types,
encompassing written as well as spoken language
data (Dobrovoljc, 2022).

The UD Japanese team has also devel-
oped and maintained several resources (Asa-
hara et al., 2018), including UD_Japanese-
GSD, UD_Japanese-PUD (Asahara et al., 2018)
and UD_Japanese-BCCWJ (Omura and Asahara,
2018). Additionally, there are distinct versions
of these corpora with long-unit word annota-
tions (Omura et al., 2021). However, all of these
resources are currently limited to written Japanese.
Therefore, the present study addresses this gap
by introducing UD resources for spoken Japanese
and leveraging the Corpus of Everyday Japanese

Conversation (CEJC). The resulting resource is re-
ferred to as UD_Japanese-CEJC.

The CEJC (Koiso et al., 2022) was recently re-
leased by NINJAL, Japan. This corpus represents
a significant advancement in spoken language re-
sources, as it comprises a large-scale collection of
Japanese conversations encompassing more than
200 hours. Various types of audio and video data
- including chat sessions, consultations, and meet-
ings - were collected for the CEJC corpus. The
informants were carefully selected to ensure a bal-
anced representation in terms of gender and age.
The resource includes transcriptions and word seg-
mentation information along with Japanese part-
of-speech tags. In addition, we have newly an-
notated Bunsetsu (Japanese-phrase unit)-based de-
pendencies for a subset of the CEJC dataset,
specifically in a 20-hour segment. Building upon
this, Omura and Asahara (2018) have proposed
conversion rules to transform the Bunsetsu-based
dependencies into UD trees. By applying the con-
version method proposed by Omura and Asahara
(2018), it becomes feasible to transform the CEJC
corpus into UD corpus, thereby facilitating the de-
velopment of a substantial Japanese UD spoken
corpus.

We present the outcomes of our endeavor in the
development of a spoken UD Japanese corpus us-
ing the dialogue-based CEJC. An overview of our
work is depicted in Figure 1. The CEJC corpus
provides audio and video data along with token
mappings for dialogues, enabling the realization
of UD mappings. In the following sections, we
elaborate on the proposed annotation scheme and
present essential statistics of the resulting dataset,
drawing upon related research. Furthermore, we
evaluate the performance of a parser trained on
both the UD Japanese written and spoken cor-
pora. We also highlight the distinctive features
of UD_Japanese-CEJC in comparison to written
and spoken language, with a specific emphasis on
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disfluencies such as reparanda, repairs, and fillers
characteristic of dialogue-based UD.

2 Related Work

2.1 Spoken Language Treebanks
Since the seminal work on the Switchboard Cor-
pus (Godfrey et al., 1992; Calhoun et al., 2010), a
number of spoken language treebanks have been
developed (Marcus et al., 1999; Zen et al., 2019;
Hovy et al., 2006). These treebanks have played a
crucial role in research pertaining to natural spo-
ken language processing, serving as essential re-
sources for the development of applications such
as speech recognition, speech synthesis, speech
translation, spoken language understanding, and
speech-based dialogue systems. However, the
construction of spoken language treebanks poses
technical and linguistic challenges in terms of data
collection, annotation, and analysis, all of which
are more complex compared to their counterparts
in text-based treebanks.

In this context, the UD framework (Nivre et al.,
2016; de Marneffe et al., 2021) for spoken lan-
guage treebanks has emerged as an important de-
velopment in the field of natural language pro-
cessing. The UD provides a dependency struc-
ture framework (see right side of Figure 1), data
format, and guidelines 1 that emphasize com-
monality across languages. The representation of
dependency trees through a common annotation
scheme enables language comparisons and im-
provements in machine translation and other ap-
plications. The UD framework also provides a
consistent and cross-linguistically applicable set
of syntactic annotations are essential for the de-
velopment of high-quality language processing
tools (Straka, 2018; Honnibal et al., 2020).

Dobrovoljc (2022) composed an overview of
UD for several spoken languages. UD treebanks
for spoken languages vary in size, with rela-
tively large corpora available for Naija (Caron
et al., 2019), Norwegian (Øvrelid et al., 2018),
and French (Kahane et al., 2021a) in contrast with
lower-resource languages such as Beja (Kahane
et al., 2021b), Cantonese (Wong et al., 2017),
Chukchi (Tyers and Mishchenkova, 2020), and
Frisian (Braggaar and van der Goot, 2021). Analy-
ses of spoken language corpora are also being un-
dertaken, for example Kahane et al. (2021a) an-
alyzed examples of spoken dialogue in the Beja,

1https://universaldependencies.org/

Naija, and French UD treebanks, and examined
language phenomena necessary for research on
spoken dialogue such as speaker overlap, fillers,
and silent pauses.

Yaari et al. (2022) constructed an English UD
treebank of 31,264 transcriptions from Hollywood
movies. The corpus is multimodal, as it exhibits
alignment between audio and video sources. How-
ever, it should be noted that the treebank consists
of scripted, rather than spontaneous, speech.

2.2 Japanese Spoken Language Resources

Data collection in the Japanese language started
with small-scale data, such as reading speech for
dialogue systems and speech recognition (Yuichi
and Tomoko, 2018). Spontaneous dialogue data
continues to be collected as it is recognized to
be crucial. Several Japanese spoken language
corpora have been constructed in prior stud-
ies; e.g., the Corpus of Spontaneous Japanese
(CSJ) (Maekawa, 2003), Nagoya University Con-
versation Corpus (NUCC) (Fujimura et al., 2012),
SMOC corpus (Yamazaki et al., 2020). (Koiso
et al., 2022) in the Table 1 also compiled a list of
Japanese spoken language resources that includes
spontaneous dialogue corpora.

Each type of data is associated with different
research purposes, formats, and annotations. In
particular, there has been no unified syntactic an-
notation in Japanese, and UD format treebanks of
spoken Japanese have not been developed to date.
Our study aimes to construct the UD version of
CEJC as described in Section 3.

2.3 UD Japanese

The UD Japanese team has built several resources
with UD Japanese-KTC (Tanaka et al., 2016) as
the point of departure, wherein data are based on
their constituent trees (Tanaka and Nagata, 2013).
As of v2.5, UD Japanese-BCCWJ offers intuitive
suitability for Japanese syntax along with an abun-
dance of existing resources. Consequently, more
recent UD Japanese resource have been based on a
corpus of Bunsetsu-based syntactic dependencies.
Bunsetsu is Japanese base phrase unit of syntactic
dependencies.

Furthermore, NINJAL negotiated with stake-
holders to inherit and manage data continuously
for the GSD and PUD corpora. The data were
manually annotated according to their UniDic-
based morphological information (Den et al.,
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Our Work
The Core of CEJC (20 hours)

(Koiso, et al  2022)

˟
598,835.211,836.261,IC02,־ֹעאֵն
599,836.261,836.916,IC02,ؕع٤يն
600,837.383,838.27,IC01,ؕנךַג־מםع٤يն
601,838.375,838.462,IC01,ֻն
˟

Long unit word(LUW) 
POS Information

Japanese Bunsetsu 
dependances annotation

Rule-based
Coverted
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˟
T010_009,835.211,836.261,B,IC02,ך,ֵ,䫘禈鍡
T010_009,835.211,836.261,I,IC02,⪬,א,♏⺲鍡
T010_009,835.211,836.261,I,IC02,ע,ע,Ⲃ鍡-➟Ⲃ鍡
T010_009,835.211,836.261,I,IC02,ֹ,鸦,Ⳃ鍡-ꪜ舅玮⺎耆
T010_009,835.211,836.261,I,IC02,־,־,Ⲃ鍡-磙Ⲃ鍡
T010_009,836.261,836.916,B,IC02,ؕع٤يؕ,ع٤ي,⺲鍡-俊鵟⺲鍡-┉芗
T010_009,837.383,838.270,B,IC01,ؕع٤يؕ,ع٤ي,⺲鍡-俊鵟⺲鍡-┉芗
T010_009,837.383,838.270,I,IC01,מם,⛰,♏⺲鍡
T010_009,837.383,838.270,I,IC01,־,־,Ⲃ鍡-ⰜⲂ鍡
T010_009,837.383,838.270,I,IC01,,鸦,Ⳃ鍡-ꪜ舅玮⺎耆
˟.

SUW POS information (Word segmentation and POS)

ֵ

Can align syntactic treebank 
with Japanese audio and video data 

Semi-automatic (manually fixed) 
annotation

Audio and video

dialog_id, start_time,end_time,utterance_bi,speaker_id,word information, ..

א ע ֹ

UD_Japanese-CEJC

CCONJ NOUN ADP VERB

־

PART
OK,	I	will	try	to	do	that.

cc
mark

case
obl

ja sore ha yarou ka

Figure 1: The overview of out building UD_ Japanese-CEJC. (The sample is dialog T010_009 from CEJC)

2008), NINJAL Short Unit Word (SUW) delimi-
tation, NINJAL Long Unit Word (LUW) delimi-
tation, and Bunsetsu (base phrase)-based syntac-
tic dependencies on the original text. The UD
Japanese team developed conversion rules from
the two-word delimitation and Bunsetsu-based
syntactic dependencies to SUW-based UD (Asa-
hara et al., 2018). The Balanced Corpus of Con-
temporary Written Japanese (BCCWJ) (Maekawa
et al., 2014) is one of large written Japanese cor-
pora. The corpus serves as a model to annotate
UD Japanese GSD and PUD with SUW, LUW,
and Bunsetsu-based syntactic dependencies (Asa-
hara and Matsumoto, 2016). Likewise, Omura and
Asahara (2018) constructed UD Japanese-BCCWJ
via the conversion rules of UD Japanese-GSD and
PUD.

Thus, the design of UD Japanese is based on
SUW, LUW, and Bunsetsu-based dependencies.
The CEJC includes the SUW and its morpheme
information. If we know the LUW and Bunsetsu-
based dependencies of the CEJC, we can develop
UD resources for spoken Japanese via the meth-
ods described in Omura et al. (2021). In Section
3.2, we describe the construction of the LUW and
Bunsetsu-based dependencies of CEJC.

3 Design of UD_Japanese-CEJC

The following section provides a concise overview
of CEJC and outlines the construction of the UD
version of CEJC.

Sound file ID yes
Text-sound alignment yes
Speaker ID yes
Language variety no

Standard orthography yes
Capitalization not applicable
Pronunciation yes

Speaker overlap yes
Final punctuation not applicable
Other punctuation not applicable

Incomplete words yes
Fillers yes
Silent pauses yes
Incidents yes

Text-video alignment yes
Dialog act yes (ISO-24617-2)
Intonation label partially yes

Table 1: Transcription characteristics in CEJC. (cf. Do-
brovoljc (2022), Table 2)

3.1 Corpus of Everyday Japanese
Conversation

The Corpus of Everyday Japanese Conversation
(CEJC) (Koiso et al., 2022) is a large-scale spo-
ken Japanese corpus. It encompasses 200 hours
of speech, comprising 577 conversations approxi-
mately 2.4 million words and involving a total of
1675 participants. Data are segmented into utter-
ance units based on perceptible pauses and clause
boundaries. Transcriptions of the speech audio
and video data are provided, and the text is fur-
ther segmented into word units using SUW and
UniDic-based morphological information.

The Core dataset is a subset of CEJC that con-
sists of 20 hours of speech, encompassing 52 di-
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English My son’s a birthday present could be
musuko no tanjo bi purezento ka mo shin nai kedo

SUW 息子 の 誕生 日 プレゼント か も しん ない けど
NOUN ADV NOUN NOUN NOUN ADP ADP VERB AUX SCONJ

LUW 息子 の 誕生日プレゼント かもしんない けど
NOUN ADV NOUN AUX SCONJ

Bunsetsu 息子の 誕生日プレゼントかもしんないけど
(It could be my son’s birthday present.)

Figure 2: Example of two-way POS annotation (Short and Long unit word) and Bunsetsu of CEJC (refer to
T011_005.) The lines above indicate the word boundaries. The parts of speech are represented using universal
POS tags for simplicity, but UD_Japanese CEJC can refer to the UniDic part-of-speech tags.

alogues. This subset includes manually annotated
and corrected annotations. For this dataset, we an-
notated LUW and established Bunsetsu-based de-
pendencies. Details pertaining to this annotation
process are discussed in the following section.

Table 2 in (Dobrovoljc, 2022) provides an
overview of the transcription characteristics in the
CEJC. We present a summary of these character-
istics in Table 1. The language variety represented
in the CEJC is predominantly limited to speak-
ers of common Japanese residing in Tokyo and
surrounding prefectures. It is important to note
that Japanese does not follow a capitalization con-
vention. Additionally, the transcription rule em-
ployed in the CEJC does not account for punc-
tuation marks. One characteristic of the CEJC
is the alignment of video data to speech. All
videos were collected by normal and omnidirec-
tional 360-degree cameras2. The dataset contains
dialog act annotations following the ISO 24617-
2 scheme (Iseki et al., 2019). Moreover, the au-
dio files are partially annotated with intonation la-
bels using X-JToBI (eXtended-Japanese ToBI), a
framework specifically designed for the analysis
of spontaneous Japanese speech, as employed in
the CSJ corpus (Maekawa, 2003).

3.2 Bunsetsu-based Dependency Annotation
The written Japanese data are segmented into sen-
tences based on sentence end symbols specified
by authors. However, because sentence-ending
punctuation is absent in spoken dialogue, sentence
bounds are significantly less straightforward. To
address this, the CEJC developers introduced the
concept of utterance units, specifically focusing
on long utterance units (Den et al., 2010) char-
acterized by silent pauses and clause boundaries.

2Video files include the faces of the main conversation
participants who agreed to have their faces published. All
other participant’s faces are obscured.

These long utterance units are identified by syn-
tactic and pragmatic disjuncture within the dia-
logues. Throughout our annotation process, we
treated each utterance unit as a separate sentence,
forming a tree structure.

We newly annotated the LUW morphologi-
cal information and Bunsetsu boundaries for the
CEJC trees. An example of word delimitation
using SUW, LUW, and Bunsetsu is illustrated in
Figure 2. The SUW is a minimal language unit
that has a morphological function and the LUW
definition can be regarded as syntactic words in
Japanese based Bunsetsu. For further details,
please refer to (Omura et al., 2021) and NINJAL
website 3. The LUW information was initially an-
alyzed using Comainu (Kozawa et al., 2014) and
subsequently manually corrected by annotators.

In addition, we annotated Bunsetsu-based de-
pendencies for the CEJC utterance units following
the BCCWJ-DepPara annotation scheme (Asahara
and Matsumoto, 2016). The Bunsetsu-based de-
pendencies was also analyzed by Cabocha (Kudo
and Matsumoto, 2002), manually corrected by an-
notators. It is important to note that the Japanese
language exhibits a strict head-final order within
the Bunsetsu units. However, the Bunsetsu depen-
dencies in CEJC encompass linguistic phenomena
such as fillers, anastrophes, and predicate ellipses,
which are rarely observed in written texts. In cases
where a dependent does not have its correspond-
ing head within the utterance units, we position a
dummy node as the dependency head at the end of
the utterance, as depicted in Figure 3.

3.3 Conversion into UD schema

The UD_Japanese-CEJC corpus was derived from
the Bunsetsu dependencies in the core data sub-

3https://clrd.ninjal.ac.jp/bccwj/en/
morphology.html
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Conversion rule UPOS
· · · · · ·
POS of SUW is puntiction PUNCT
· · · · · ·
POS of SUW is adjective ADJ
POS of SUW is noun NOUN
· · · · · ·
POS of SUW is verb & The Bunsetsu is the end of the phrase VERB
· · · · · ·

Conversion rule DEPREL
Bunsetsu is the end of the phrase & Subject word root
UPOS is PUNCT punct
· · · · · ·
Subject word in the Bunsetsu &
UPOS is NOUN & Attaching particle ’ga’ nsubj
· · · · · ·
Bunsetsu is not functional phrase & UPOS is ADJ amod
UPOS is ADP case
· · · · · ·

Table 2: The short sample of UD conversion rules is
outlined in (Omura and Asahara, 2018). As of July
2023, there are 85 rules for UPOS conversion and 120
rules for DEPREL.

UPOS DEPREL

If the word is filter INTJ discourse(:filter)
If the word is disfluency X reparandum

Table 3: Labeling rules to convert for UD_Japanese-
CEJC. The current approach for determining whether
the word is filler or disfluencyis to reference the POS
information.

set, which consists of 20 hours of transcribed
speech. To compile the UD Japanese resource,
we applied the conversion rules outlined in
(Omura and Asahara, 2018), which are shared
across all UD Japanese treebanks, including GSD,
PUD, BCCWJ, GSDLUW, PUDLUW, and BC-
CWJLUW (Omura and Asahara, 2018; Omura
et al., 2021) 4. Table 2 shows a partial set of con-
version rules. These rules determine the UPOS
(Universal Part-of-Speech) and DEPREL (Depen-
dency Relation Label) in the UD framework.
However, it is important to note that the conver-
sion rules primarily consider written Japanese cor-
pora and might not fully capture the specific char-
acteristics of spoken Japanese. As a result, addi-
tional rules were introduced to handle fillers and
stutters, which are infrequent in written corpora,
as shown in Table 3. While these conversion rules
provide a valuable starting point, further refine-
ments may be necessary to fully account for the
nuances of spoken Japanese.

4There are several spoken UD corpora that offer auto-
matic conversion of existing resources; e.g., UD French
ParisStories (Kahane et al., 2021a) and Naija NSC (Caron
et al., 2019)

In the UD version of the CEJC, the aforemen-
tioned utterance units serve as boundaries for de-
pendency trees. According to the UD guide-
line, other treebanks have their own language-
specific guidelines for handling fillers and disflu-
encies (e.g. Slovenian SST (Dobrovoljc and Nivre,
2016)). Nevertheless, we decided that any fillers
and disfluencies dependent on the dummy node
are to be converted to the sentence end root to ad-
here to the single root restriction, as their attach-
ment is inherently ambiguous. Because argument
ellipses are common in Japanese and the annota-
tion units in this dataset are based on utterances,
we can only define these ellipses as fillers or dis-
fluencies within the scope of the utterance unit.
To determine the appropriate attachment of fillers
across languages, including those where ellipses
are grammatically allowed, a thorough investiga-
tion is necessary.

Figure 3 shows an example of Bunsetsu depen-
dencies constructed to the UD framework. The
Bunsetsu-dependency structure is converted to UD
structures according to rules specified in (Omura
and Asahara, 2018). In the case of the figure, the
words “tsu” and “n” are a disfluency and filter, re-
spectively, making them dependent upon the root
node “ deki ta shi”.

3.4 Statistics of UD Japanese CEJC

Table 4 presents a statistical analyses of the gener-
ated UD_Japanese-CEJC (spoken) corpus in com-
parison to UD_Japanese-GSD and BCCWJ (writ-
ten). These statistical values are from version
2.11. The ‘Trees’ column indicates the numbers
of utterance units in CEJC (spoken) and sentences
in GSD (written). The ‘Tokens’ column represents
the total count of word tokens in each treebank.
The ‘Avg.’ column displays the average number
of word tokens per tree, whereas the ‘Bunsetsu’
column indicates the total number of Bunsetsu.
The automatic conversion of the 20-hour speech
transcription has yielded a substantial amount of
data that aligns with the corresponding audio and
video. However, it is worth noting that the num-
ber of words in a dependency tree within a spo-
ken utterance unit tends to be smaller than that in
a written sentence. It provides a clear compari-
son between the statistics in Table 1 of Dobrovoljc
(2022) and the specific characteristics of CEJC as
a conversational corpus including many phatic ex-
pressions like Aizuchi in Japanese such as “hai”
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Corpora Unit Trees Tokens Avg. per Tree Bunsetsu

CEJC SUW 59,319 256,885 4.3 136,071
LUW 59,319 231,774 3.9 136,071

GSD SUW 8,100 193,654 23.9 65,966
LUW 8,100 150,243 18.5 65,966

BCCWJ SUW 57,109 1,253,903 21.9 425,751
LUW 425,751 99,5632 17.4 425,751

CEJC- SUW 54,599 24,4296 4.7 124,456
LUW 54,599 219,415 4.0 124,456

Table 4: Statistics of UD Japanese CEJC (spoken), GSD, and BCCWJ (written) (v2.11). CEJC- is a CEJC corpus
that omits any words containing solely inapplicable morphological information (non-lexical tokens), filters, or
reparandums.

and “ee” (“uhhuh” and “yeah” in English).
Table 5 shows the distribution of UPOS labels

of UD_Japanese-CEJC, GSD, and BCCWJ 5. The
spoken data does not include any PUNCT and SYM,
as punctuations and symbols were not accounted
for. CCONJ and INTJ are larger than the writ-
ten corpora. Whereas the written data tend to
omit PRON, the spoken data tends to include PRON
when referencing speakers. X is a token associ-
ated with no morphological annotations, such as
incidents (laugh, cry, singing, etc.) in the CEJC.

Table 6 shows the distribution of DEPREL la-
bels of UD Japanese CEJC, GSD and BCCWJ. In
the spoken data, words are shorter per a tree (see
Table 4). Consequently, the DEPREL root is the
largest element within the spoken data. Because
PUNCT does not appear in the spoken data, the
DEPREL punct is zero.

4 Parser Evaluation

We conducted experiments to assess the repro-
ducibility and parsability of the CEJC corpus.
Through a comparison between CEJC and GSD,
we illustrate the distinctions between spoken and
written Japanese in terms of UD annotation.

4.1 Corpus
To evaluate parsing, we used the following UD
Japanese v.2.11 6 corpora: GSD, CEJC, and their
combination (CEJC+GSD). Although SUW and
LUW UDs are present, we only considered SUW

5Because the SUW are encapsulated in the LUW, there
is no significant difference in distribution. Therefore, only
SUW are listed.

6These UD Japanese is also in development as of Novem-
ber 2022. This version conforms to the latest UD guidelines.

CEJC GSD BCCWJ

ADJ 3.69% 1.98% 2.14%
ADP 13.61% 21.62% 20.03%
ADV 6.74% 1.22% 1.51%
AUX 13.24% 10.93% 9.74%
CCONJ 1.64% 0.42% 0.41%
DET 0.56% 0.51% 0.48%
INTJ 10.74% 0.01% 0.07%
NOUN 14.86% 30.05% 29.24%
NUM 1.67% 2.67% 3.11%
PART 8.49% 0.65% 1.18%
PRON 3.77% 0.57% 0.90%
PROPN 1.39% 3.69% 2.87%
PUNCT 0.00% 9.93% 11.69%
SCONJ 6.68% 4.13% 4.49%
SYM 0.00% 0.67% 1.53%
VERB 9.86% 10.96% 10.57%
X 3.05% 0.00% 0.03%

Table 5: The distribution of UPOS labels in
UD_Japanese-CEJC, GSD and BCCWJ (SUW)

to examine differences between the spoken and
written corpora. The GSD was split among train,
dev, and test sets by original UD corpus. The UD
CEJC was divided between training, development,
and testing sets according to a 8:1:1 ratio based on
conversation form as provided by the CEJC: chat,
consultations, and meetings. Table 7 shows the
distribution of UDs in the experiment. The models
were constructed with the sentence (tree) bound-
ary as given, as it is easy to imagine that the utter-
ance units and written sentences are clearly differ-
ent in Table 4. In particular, CEJC explicitly lacks
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じゃ ツ ん 近く に でき た し
ja tsu n chikaku ni deki ta shi
So mak-(disfluency) (filler) nearby is opened

D

D

F F

じゃ ツ ん 近く に でき た し
CCONJ X INTJ NOUN ADP VERB AUX SCONJ

cc

reparandum

discourse

obl

case

root

aux

mark

(So, (the store) is opened, ...)

Figure 3: Sample construction of UD_Japanese-CEJC
（T011_007）. The upper figure represents Bunsetsu-
dependencies and the lower figure shows the UD con-
version. The dotted box denotes the Bunsetsu bound-
ary, and the Bunsetsu dependency edge label ‘D’ is an
ordinal dependency relation, where ‘F’ indicates that
no relation is present.

punctuation, making it difficult to identify speech
breaks.

4.2 Parser Model

We used spaCy v3.4 (Honnibal et al., 2020), along
with spacy-transformers v1.2 as a parsing model
framework. spaCy is a trainable network that fea-
tures a component pipeline for sentence analysis
and word tokenisation, part-of-speech tags, depen-
dencies, and named entities. Furthermore, spaCy
can use pre-trained transformers (Wolf et al.,
2020) such as BERT (Devlin et al., 2019), and
allows loss gradients to be shared between the
transformers-based pre-training model and analy-
sis component.

A significant distinction between CEJC and
other written word treebanks lies in the presence
of specific word characteristics, particularly fillers
and reparanda. To address this feature, we propose
two models: the two-stage analysis model and the
simultaneous analysis model. We assessed the ef-
fectiveness of these models in accurately capturing
the relationship between fillers and reparanda.

The two-stage analysis model comprises two
models: a component that detects and removes the

CEJC GSD BCCWJ

acl 2.11% 3.61% 3.62%
advcl 3.87% 3.72% 3.85%
advmod 4.73% 1.18% 1.43%
amod 0.10% 0.23% 0.25%
appos 0.00% 0.00% 0.00%
aux 9.10% 8.90% 7.56%
case 12.72% 21.33% 19.65%
cc 1.59% 0.42% 0.41%
ccomp 0.34% 0.20% 0.22%
compound 3.97% 14.19% 14.67%
cop 1.98% 1.26% 1.20%
csubj 0.09% 0.08% 0.11%
csubj:outer 0.00% 0.00% 0.00%
dep 1.00% 0.04% 0.99%
det 0.54% 0.51% 0.48%
discourse 2.72% 0.01% 0.03%
dislocated 0.00% 0.00% 0.00%
fixed 4.15% 4.45% 4.26%
mark 14.20% 4.06% 5.04%
nmod 2.87% 6.70% 6.92%
nsubj 2.51% 4.02% 3.69%
nsubj:outer 0.00% 0.23% 0.18%
nummod 0.98% 1.45% 1.16%
obj 0.48% 2.74% 2.62%
obl 5.64% 6.55% 5.41%
punct 0.00% 9.93% 11.69%
reparandum 1.21% 0.00% 0.00%
root 23.09% 4.18% 4.55%

Table 6: Distributions of DEPREL labels in
UD_Japanese-CEJC, GSD and BCCWJ (SUW)

train dev test

trees tokens trees tokens trees tokens

GSD 7,050 168,333 507 12,287 543 13,034
CEJC 36,997 157,227 9,837 43,378 12,485 56280
CEJC- 34,105 149,614 9,057 41,055 11,437 53,627

Table 7: The train/dev/test distribution of UD corpus
(GSD/CEJC)

span fillers and reparanda, and a component that
subsequently analyzes the parsing tree. Follow-
ing the method described in (Asahara and Mat-
sumoto, 2003) in regards to the spans of fillers
and reparanda detecting named entities, the model
was trained via spaCy, whereas the other model
was trained by eliminating fillers and reparanda
(CEJC-). While the model has two components,
the accuracy of parsing results is only evaluated
using the correct trees in the absence of fillers
and reparanda (CEJC-) as seen in (Table 8), as
it is difficult to map removed words as fillers and
reparanda and others as original text data.

The simultaneous analysis model includes fil-
ters and reparanda simultaneously. SpaCy can
share a transformer’s information among multiple
analytical components and perform simultaneous
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learning. The pipeline components of spaCy were
organized in the order of transformers, morphol-
ogizer analysis, parser analysis, and NER analy-
sis. The ner analysis is used to detect fillers and
reparanda equivalently to the two-stage analysis
model.

As a transformer pre-trained model on spaCy,
we used cl-tohoku/bert-japanese 7, a BERT model
trained on the Japanese version of Wikipedia with
words tokenized by MeCab (Kudo et al., 2004)
and split into subwords by the WordPiece al-
gorithm. The parser component of spaCy is
based on the Non-Monotonic Arc-Eager Tran-
sition System with extensions to Projectiviza-
tion/Deprojectivization by Lifting of Nivre (Nivre
and Nilsson, 2005) to handle intersecting contexts.

4.3 Parsing Results

Table 8 presents the tokenisation, tagging, lemma-
tisation, and dependency parsing results obtained
by the two spaCy models. Tokens, UPOS, XPOS,
and Lemma are reproducible and expressed by
their F1 scores. UAS (Unlabeled Attachment
Score) and LAS (Labelled Attachment Score) are
standard evaluation metrics in dependency parsing
results. These results were output by the evalua-
tion scripts of CoNLL 2018 shared tasks (Zeman
et al., 2018).

When the training and testing data are different
(e.g. train/dev GSD and test CEJC, or train/dev
CEJC and test GSD), tokenisation (Tokens) and
POS tagging (UPOS and XPOS) exhibit poor
performance. This is because there are differ-
ences in vocabulary and distributions of POS and
DEPREL. During tokenisation, spoken utterances
have significantly different delimiters compared to
those observed in written sentences, as the for-
mer include fillers, disfluencies, and repairs. It
is also difficult to tokenize without spaces, as re-
quired by Japanese. POS tagging presents simi-
lar challenges. Although the major POSs of the
CEJC are INTJ, CCONJ, and PRON (e.g. first
personal pronoun, second personal pronoun), the
POS INTJ is very rare in GSD. Consequently, the
assignment of INTJ requires training data from
the CEJC. Overall, the combined training data
(train/dev: CEJC+GSD) achieved the best perfor-
mance for both GSD and CEJC tokenisation and
tagging.

7https://github.com/cl-tohoku/
bert-japanese/

Results of filter and reparandum detection are
shown in Table 9. The simultaneous analysis
model tended to be slightly more accurate than
the two-step analysis model. This is thought to
be an effect of learning-dependent structure anal-
ysis, as well as the simultaneous identification of
fillers and reparanda. However, compared to the
overall evaluation (in Table 8), the accuracy of to-
kenisation, POS tagging, and dependency analysis
for both fillers and reparanda decreased by more
than 6 points.

The dependency attachment (UAS and LAS) of
the CEJC is also difficult, and even the CEJC tree
length (avg. 4.3) is shorter than that of the GSD
tree (avg. 23.9). GSD also encompasses punctu-
ation in written texts, which helps determine the
roots of trees and resolve long-distance dependen-
cies. In contrast, the CEJC does not include punc-
tuation in the transcription, making it difficult to
determine the roots of trees as well as presenting
challenges with respect to fillers and disfluencies.

5 Conclusions

This study introduces a novel UD Japanese re-
source derived from the Corpus of Everyday
Japanese Conversation (CEJC), representing the
first spoken language resource in the UD Japanese
framework. The UD resource was built upon tran-
scriptions of audio files from individual speak-
ers, accompanied by two types of video recordings
(standard camera and omnidirectional 360-degree
camera). Whereas previous efforts have been lim-
ited in their incorporation of text-to-video align-
ment, this study presents a substantial treebank
with video, surpassing existing UD resources in
this aspect. In the future, we plan to primarily ex-
pand the annotation based on audio information;
e.g., overlap markers similar to those used in the
UD French Rhapsodie (Kahane et al., 2021a).

Parser evaluations were conducted to compare
the performance of the parser on UD_Japanese-
CEJC (spoken) and GSD (written) datasets. The
findings clearly demonstrate the challenges asso-
ciated with parsing spoken Japanese using a model
trained on written corpora. The presence of fillers,
disfluencies, and repairs significantly impacted to-
kenisation and POS tagging accuracy, highlighting
the unique characteristics of spoken language that
must be accounted for to improve parsing perfor-
mance.

The UD version of CEJC is currently available
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train/dev test Token UPOS XPOS Lemmas UAS LAS

spaCy two-stage analysis model (eliminating gold fillers and reparandums)

CEJC– GSD 98.15% 84.54% 96.96% 94.38% 80.58% 71.97%
CEJC– CEJC– 96.38% 94.45% 92.33% 86.33% 89.71% 87.54%

spaCy simultaneous analysis model (including fillers and reparandums)

GSD GSD 98.14% 97.04% 96.96% 94.38% 91.72% 90.84%
GSD CEJC 81.16% 84.33% 89.32% 84.92% 80.74% 74.71%
CEJC GSD 98.14% 84.31% 96.96% 94.38% 79.58% 70.52%
CEJC CEJC 95.44% 93.39% 89.32% 84.92% 88.19% 84.51%
CEJC+GSD GSD 98.14% 97.16% 96.96% 95.64% 91.49% 90.56%
CEJC+GSD CEJC 95.55 % 93.47% 93.47% 89.32% 88.38% 86.57%

Table 8: Results of tokenisation, tagging, lemmatisation and dependency parsing using CEJC and GSD.

Category Occurence Two-stage analysis model Simultaneous analysis model
train / dev / test Token P / R / F Token P / R / F UPOS / UAS / LAS

Filler 1,736 / 524 / 559 88.6% / 87.3% / 87.9% 86.9% / 90.4% / 88.6% 87.7% / 82.4% / 82.0%
Reparandum 2,122 / 741 / 793 90.5% / 86.0% / 88.2% 88.4% / 87.4% / 87.9% 87.9% / 83.7% / 83.2%

Table 9: Results of accuracy detection for fillers and reparanda analyses.

to CEJC subscribers through the dedicated down-
load site on the CEJC platform. Additionally,
the UD will be made available on the Universal
Dependencies site and the UD Japanese Github
repository 89 in a standoff format. This wider dis-
tribution will enable researchers to access and uti-
lize the UD Japanese CEJC data for various lin-
guistic analyses and applications. The spaCy mod-
els employed in the conducted experiments will be
made publicly available in Github repository 10.
These resources will allow researchers and practi-
tioners to utilize the models for their own natural
language processing tasks and further contribute to
the advancement of linguistic research in the field
of Japanese spoken language processing.
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Abstract

Indirect answers, crucial in human communica-
tion, serve to maintain politeness, avoid conflicts,
and align with social customs. Although there has
been a substantial number of studies on recognizing
and understanding indirect answers to polar ques-
tions (often known as yes/no questions), there is a
dearth of such work regarding wh-questions. This
study takes up the challenge by constructing what
is, to our knowledge, the first corpus of indirect
answers to wh-questions. We analyze and interpret
indirect answers to different wh-questions based on
our carefully compiled corpus. In addition, we con-
ducted a pilot study on generating indirect answers
to wh-questions by fine-tuning the pre-trained gen-
erative language model DialoGPT (Zhang et al.,
2020). Our results suggest this is a task that GPT
finds difficult.

1 Introduction

Indirect answers (INDs) to questions hold a distinc-
tive position in the realm of human communication,
as they provide related or implied information in-
stead of offering the speaker’s intentions or knowl-
edge directly through an utterance’s grammatically
governed content. (i.e., literal content) (Ginzburg
et al., 2022). Grasping the intrinsic nuances of indi-
rect answers and accurately deducing the expected
direct answer from them is essential to facilitate
effective communication and information sharing
between dialogue participants.

It is a natural part of human communication to
produce and understand indirect answers. People
use indirect speech to maintain politeness, avoid
confrontations, adhere to social norms, or convey
information without explicitly stating it (Searle,
1975; Brown et al., 1987). However, understand-
ing and generating indirect answers to questions
can be quite challenging for dialogue systems. To

engage in human-like conversation, these systems
must be able to grasp the conversational context,
background information, and relationships between
participants. By accurately interpreting the mean-
ing behind an indirect answer, the system can then
provide a more appropriate response, contributing
to a more natural interaction.

In the field of dialogue studies, considerable
attention has been given to the interpretation
and generation of indirect answers to polar ques-
tions (Green and Carberry, 1994a,b, 1999; de Marn-
effe et al., 2009, 2010; de Marneffe and Tonhauser,
2016; Louis et al., 2020; Damgaard et al., 2021).
However, there still exists a gap when it comes to
the identification and interpretation of indirect an-
swers to wh-questions. Studying indirect answers
to wh-questions is a challenging task for several
reasons: a). Unlike polar questions that have only
yes or no (or rather the propositions they convey in
context) as direct, resolving answers, wh-questions
can have a wide range of possible direct answers.
This makes it harder to interpret indirect answers
to wh-questions; b). Compiling a corpus of indirect
answers to wh-questions is a challenging task, since
indirect answers to wh-questions are significantly
less frequent than those of polar questions. It re-
quires annotating a huge number of wh-questions
within conversational context to collect a reason-
able amount of WhQ-IND pairs for analysis and
training machine learning algorithms; c). The im-
plied meaning of indirect answers to wh-questions
often depends heavily on the context of the conver-
sation. It usually also involves nuanced linguistic
features like sarcasm, irony, and figurative expres-
sions which can be a challenge for humans (over-
hearers) to interpret, let alone for dialogue systems.

The aim of this paper is, therefore, to conduct a
preliminary study by constructing what is, to our
knowledge, the first corpus of indirect answers to
wh-questions, and to investigate how direct answers
are deduced from indirect answers.
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This paper is structured as follows: Section 2
consists of a literature review, whereas Section 3
provides the requisite theoretical background. In
Section 4, we present the data collection and anno-
tation process. In Section 5 we propose possible
information resources needed for interpreting in-
direct answers to wh-questions. Following this,
in Section 6 we briefly describe a pilot study on
generating indirect answers by using a pre-trained
language model. Our results suggest this is a task
that GPT finds difficult. The final section offers
conclusions and some potential future work.

2 Related Work

Several studies exist concerning the interpretation
and generation of indirect answers to polar ques-
tions: Green and Carberry (1994a,b, 1999) pro-
posed both pragmatic and computational methods
for understanding and generating indirect answers
to polar questions. Specifically, they introduced
a discourse-plan-based strategy for implicatures
and a combined reasoning model to simulate a
speaker’s incentive for offering pertinent, unso-
licited information. Furthermore, they designed a
computational model that is capable of interpreting
and generating indirect answers to polar questions
in English. Their model relies on shared knowledge
of discourse strategies and coherence relations to
recognize and formulate a responder’s discourse
plan for a complete response.

Takayama et al. (2021) released the corpus DI-
RECT, which provides 71,498 indirect-direct pairs
together with multi-turn dialogue history extracted
from the MultiWoZ dataset, and conducted three
experiments to examine the model’s ability to rec-
ognize and generate indirect and direct utterances.
The DIRECT corpus provides triples of paraphrases
for each user’s utterance: original utterance, indi-
rect utterance, and direct utterance. This is the first
study that offers a large-scale corpus of pragmatic
annotations, which is very useful for understanding
users’ intentions in dialogue systems.

In another recent work, Louis et al. (2020) cre-
ated and released the first large-scale English cor-
pus of more than 34K polar question–indirect an-
swer pairs, named Circa. That is a collection of
natural responses obtained by crowd-sourcing and
contains responses with yes-no meaning, as well
as uncertain, middle-ground, and conditional re-
sponses. The authors also conducted experiments
by fine-tuning a multiclass classifier over the BERT

model (Devlin et al., 2019), and then further fine-
tuned those models with polar question-answer
pairs from the Circa corpus. They examined the
performance of different models for the classifica-
tion of polar question-indirect answer pairs into the
following meaning categories: 1. STRICT labels:
Yes; No; Probably yes / sometimes Yes; Yes, subject
to some conditions; Probably no; In the middle;
neither yes nor no; I am not sure; Other; N/A.,
and 2. RELAXED labels: Yes; No; Yes, subject
to some conditions; In the middle, neither yes nor
no; Other; N/A. 1 The study evaluated various base-
line models and compared the performance of the
models using only questions, only answers, and
both questions and answers. The results indicated
that joint models (that is, models trained both with
questions and answers) outperformed answer-only
models. The study also highlighted the challenges
of classifying uncertain or ambiguous responses
and suggested that incorporating the right informa-
tion for the task remains a challenge.

Taking inspiration from the research of Louis
et al. (2020), Damgaard et al. (2021) studied how
to understand indirect answers to polar questions.
Instead of crowdsourcing, they collected polar
questions and indirect answers from the transcripts
of the Friends TV series. After manual annota-
tions, they released the FRIENDS-QIA dataset with
5,930 polar question–indirect answer pairs in En-
glish, both with the majority label and with the raw
annotations. They further experimented with Con-
volutional Neural Networks (CNNs) with different
word embeddings: CNN with GloVe embeddings
and CNN with BERT embeddings. Furthermore,
an additional crowd layer was added to enable the
model to learn from the disagreement of human an-
notators. As a result, CNNs trained with BERT em-
beddings outperformed CNNs trained with GloVe
word embeddings when the model was trained both
with questions and answers. Furthermore, using
Convolutional Neural Networks (CNNs) to eval-
uate the task, the authors showed that there was
still room for improvement in the interpretation
of indirect answers. However, they also found en-
couraging improvements when explicitly modeling
human disagreement in the annotations.

1The RELAXED labels were achieved by collapsing the
more uncertain and confusing classes from the STIRICT la-
bels: "Probably yes / sometimes Yes" → "Yes", "Probable
No"→ "No", and "I am not sure"→ "In the middle, neither
yes nor no".
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3 Background

The taxonomy of the response space to questions
we use is formally characterized using the KoS
framework (Ginzburg, 2012) which provides a the-
ory of dialogue context and dialogue management.
The Question-Specific responses are the most im-
portant subgroup of the taxonomy of the response
space to questions. This includes responses provid-
ing answers (Direct Answers and Indirect Answers),
and Dependent Questions where the response to
the original question depends on the response to the
question-response to that original question. Other
subgroups of the taxonomy are the Metacommu-
nicative responses (Clarification Response and Ac-
knowledgement), and the Evasion responses (Mo-
tivation, Ignore, Change the topic, and Difficult to
Provide an Answer). Detailed descriptions of each
class are presented in Appendix B.

Direct Answers are defined as those that, given a
proposition: p, a question: q, p is a direct answer
to q, if and only if p is about q, and is entailed by
either the meet of q’s atomic or negative atomic
answer set.2 Indirect Answers are distinguished
from direct answers under two basic conditions:
a). the indirect answer p is not a direct answer
to the question q, and b). the indirect answer p,
together with a bridging proposition bridgeprop
(some shared knowledge), entails r, which is a di-
rect answer to the question q. The formal definition
of indirect answers is stated as follows:

Given p : Prop, q : Question, dgb :
DGBType InDirectAns(p,q,dgb)
iff ¬DirectAns(p,q) and there
exist bridgeprop, r : Prop
such that DirectAns(r,q) and
In(dgb.FACTS, bridgeprop) and
→ (p∧ bridgeprop, r). (Ginzburg et al.,
2022)

As reflected in the definition, the implied direct
answer from the indirect answer can be inferred
with the help of shared knowledge during the con-
versation and some domain-independent informa-
tion. However, in some cases, the interpretation
of indirect answers might involve reasoning about
the speaker’s intentions. Thus, the process of infer-
ence will be influenced by the specific perspective,

2For the detailed description of the definition and formal-
ization, see Ginzburg et al. (2022); for a detailed discussion
of Aboutness, see (Ginzburg and Sag, 2000, pp. 129–149).

knowledge, goal, or interests of the individual mak-
ing the inference.

In the following section, we present our methods
and processes for collecting a corpus of indirect
answers to wh-questions.

4 Corpus Collection

We aim to collect the first publicly available cor-
pus of indirect answers to various content ques-
tions in English dialogue. To start with, we follow
the annotation guidelines for the entire response
space of the questions presented in previous works
by Ginzburg et al. (2019, 2022), and also updated
their annotation guidelines by adding extra instruc-
tions specific to indirect answers to wh-questions.
We annotated various wh-questions and their cor-
responding responses from four different English
corpora. Namely, BNC (Burnard, 2007), Cornell-
Moive corpus (Danescu-Niculescu-Mizil and Lee,
2011), COCA (The Corpus of Contemporary Amer-
ican English, Davies, 2010), and LLC (The Lon-
don–Lund corpus of spoken English, Svartvik, Jan,
1990).

4.1 Annotations
There are several steps involved in collecting the
corpus of indirect answers to wh-questions:

• Step 1: we started by investigating the collec-
tions of question-answer pairs from the BNC
with the response space annotations, shared
by the authors of Ginzburg et al. (2022) on
the OSF platform.3 We re-annotated those
collections following our updated guidelines
and then extracted the WhQ-IND pairs.

• Step 2: we searched for various wh-
questions (involving the wh- words what, why,
how, which, when, where and who) and their
responses using the SCoRE 4 search engine
for the BNC. Table 1 presents the search pat-
terns used for each wh-question, the number
of examples obtained from them, and also
the number of examples we annotated for this
study. During this annotation process, we only
focused on adjacent pairs of wh-questions and
their responses, uttered by two distinct inter-
locutors. In addition, we also eliminated utter-
ances in which the content is unclear (for in-
stance, cases where the main parts of the utter-

3https://osf.io/mq6r7/
4http://www.dcs.qmul.ac.uk/imc/ds/score/saved.

html
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Search Pattern Search Result Annotated
^when <V??>, ? 420 98
^where <V??>, ? 1877 94
^why <V??>, ? 1328 656
^how <V??>, ? 1640 359
^what <V??>, ? 7965 318
^who <V??>, ? 1696 366
^which <?N?> <V??>, 225 149
Total 15151 2040

Table 1: Search patterns from BNC, their results, and
the number of annotated examples in this study.

ance are not available and marked with <un-
clear> tag, thereby reducing understanding
of the utterance’s meaning). As a result, we
collected 35 wh-question and indirect answer
pairs from 2040 examples of annotated wh-
questions.

• Step 3: Ginzburg et al. (2022) reported that
the CornellMovie corpus has the highest per-
centage of indirect answers in their data set.
Therefore, we also annotated dialogues from
the CornellMovie corpus and collected 12
pairs of wh-question and indirect answer pairs.

• Step 4: We searched for wh-questions and
their responses in the conversational part
of the London-Lund Corpus of Spoken En-
glish (LLC) corpus. This resulted in a total
of 21 wh-question and indirect answer pairs.

• Step 5: we utilized the Corpus of Con-
temporary American English (COCA) 5, and
searched for different types of wh-questions
using various search patterns. The details of
the search patterns are provided in Appendix
C. Most of the examples taken from this cor-
pus are from the sub-corpora: Movie, TV, and
Spoken. An intern who is studying for a mas-
ter’s degree in English linguistics, specially
trained in dialogue semantics, participated in
this process. He went through at least 400
examples (around 1200 examples for some
wh-question types) for each type of question
and selected examples that are potential WhQ-
ID pairs. These examples were then checked
by the first author of this paper. In the end, we
obtained 390 wh-question and indirect answer
pairs from around 5000 wh-questions from
the COCA corpus.

4.2 Corpus Description
The annotation and re-checking processes resulted
in a collection of 458 wh-question and indirect

5https://www.english-corpora.org/coca/

answer pairs. Among these, 390 examples were
selected from the COCA corpus, 35 from BNC,
12 from CornellMovie, and 21 from the LLC
corpus. The collected WhQ-IND pairs, their an-
notations, and the updated annotation guidelines
are shared with the public on the OSF platform:
https://osf.io/zuhvp/.

The number of indirect answers collected for
various wh-questions also varies. As presented in
Table 2, almost half (214 out of 458) of the col-
lected examples are how-questions. Other frequent
questions are what-questions and why-questions,
75 and 63 examples, respectively. In addition,
we found 32, 31 and 29 examples, respectively,
from where-questions, when-questions and who-
questions. However, we only found 14 examples
from which-questions.

wh-question No. Indirect answers
What 75
Why 63
How 214
Which 14
When 31
Where 32
Who 29
Total 458

Table 2: Distribution of indirect answers across different
wh-questions.

Inter Annotator Agreement To evaluate the re-
liability of the corpus annotation, we performed an
experiment to determine whether the response in
each dialogue instance within our corpus qualifies
as an indirect answer.

In this annotation experiment, four annotators
participated: the first author (referred to as First An-
notator), an English L2 speaker enrolled in a Ph.D.
program in linguistics and an expert in response
space annotation tasks; an intern (referred to as Sec-
ond Annotator), an English L2 speaker pursuing a
master’s degree in English linguistics; a volunteer
native English speaker (referred to as Third Anno-
tator) who is pursuing a master’s degree in English
linguistics, and another volunteer (referred to as
Fourth Annotator), an English L2 speaker enrolled
in a Ph.D. program in English linguistics. Before
starting the annotation process, all annotators fa-
miliarized themselves with the updated annotation
guidelines. Additionally, they underwent several
training sessions and discussed any disagreements
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together to ensure a shared understanding of the an-
notation criteria. In the end, they co-annotated 65
WhQ-IND pairs from the collected examples. Each
of the four annotators, when marking an indirect
answer, was also required to infer and supply the
implied direct answer from the indirect answer.

We calculated the inter-annotator agreement
score among four annotators using Fleiss’s
Kappa (Fleiss, 1971; Fleiss et al., 2003) and Krip-
pendorff’s Alpha (Krippendorff, 2011) methods
in Python. As a result, the agreement scores
among the four annotators are rather low: Fleiss’s
κ is −0.51, and Krippendorff’s α is 0.025. This
indicates substantial disagreement among the four
annotators. In addition, we also calculated the inter-
annotator agreement level between annotators with
the average pairwise Cohen’s Kappa scores (Car-
letta, 1996) using the Scikit-learn (Pedregosa et al.,
2011) data mining and data analysis tool in Python
with its sklearn.metrics package. The pairwise Co-
hen’s κ obtained are presented in Table 3. These
pairwise agreement scores (0.22 - 0.44) indicate
that the agreement between the annotators ranges
from fair to moderate agreement.

Annotators Cohen’s κ
First vs. Second 0.44
First vs. Third 0.28
First vs. Fourth 0.38
Second vs. Third 0.33
Second vs. Fourth 0.22
Third vs. Fourth 0.36

Table 3: The average pairwise Cohen’s Kappa scores
between annotators.

The low inter-annotator agreement scores can
be attributed to the fact that annotating and in-
terpreting indirect answers is a highly inference-
based task with inherent subjectivity and pragmatic
complexity. To further address this issue, 60 wh-
question indirect answer pairs from the collected
corpus were randomly selected and then annotated
by both authors of the paper (both are experts in
the response space classification task). In this way,
our aim was to evaluate inter-annotator agreement
among expert annotators. Cohen’s Kappa score
between the two experts is 0.60, which indicates
a moderated to substantial agreement between the
experts. This agreement score also corroborates
the difficulty in annotating WhQ-IND pairs.

We hypothesize that the low levels of agreement

among annotators arise because identifying indirect
answers to wh-questions involves a high level of
pragmatic complexity. In addition to relying on the
annotation guidelines, annotators need to use their
semantic and pragmatic knowledge and experience,
as well as their subjective judgments for identify-
ing and inferring indirect answers. These low inter-
annotator agreement results are also in line with
the inter-annotator results reported in Ginzburg
et al. (2022), who note a sharp decline when in-
cluding annotations of indirect answers to calculate
annotator agreements on different sets of response
types. Yusupujiang et al. (2022) also reported that
automatic classification results obtained for indi-
rect answers are pretty low: F1-scores are 0.25 and
0.07 on their full taxonomy and coarser taxonomy
respectively. Therefore, the authors suggest that
a targeted set of features is necessary to automati-
cally classify indirect answers.

5 Interpreting Indirect Answers to
Wh-questions

Wh-questions are one of the most commonly ob-
served question types in English conversation.
Stivers (2010) reported that among the 328 ques-
tions that occurred in a videotaped American En-
glish conversation 27% (n = 90) of the ques-
tions were wh-questions. She indicated that the
two commonest wh-questions types were what-
questions (38%) and how-questions (23%). Other
frequent types were why-questions (16%) and
when-questions (12%). Where- and who-questions
only accounted for 8% and 3% of their corpus,
respectively. However, the distribution of wh-
question types can vary depending on many other
factors, such as conversational context, cultural
and individual communication styles, as well as the
specific nature of conversations.

Fox and Thompson (2010) presented the gram-
matical and interactional characteristics of differ-
ent responses to wh-questions by studying a col-
lection of 73 examples from American English
conversations. The authors identified two broader
types of responses to the wh-questions: phrasal
and clausal responses. Their study suggested that
phrasal responses provided simple answers to wh-
questions, while clausal responses, specifically,
clausal Phrase-in-Clause (PiC) responses, often
signaled trouble with the question or sequences
even though they also provided answers. Further-
more, the main types of clausal responses (that
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is, full-clause responses) usually did not provide
answers to the question, instead, they treated an
assumption in the question as problematic or pro-
vided “no-access” responses, such as I don’t know,
or he/she/they don’t know. It is worth mentioning
that, the “treating an assumption as problematic”
function of the full-clause responses corresponds
to the “Clarification Response”, precisely, the “Cor-
rection” response type, while the “no-access” re-
sponses correspond to the “Difficult to provide an
answer” response type in the response space taxon-
omy provided by Ginzburg et al. (2019, 2022).

5.1 Information Sources

Ginzburg et al. (2022) proposed to categorize indi-
rect answers into two main types: shallow and deep
indirect answers. Shallow indirect answers are
those where the implied direct answers are inferred
only based on some shallow shared knowledge
and domain-independent erotetic reasoning (also
known as interrogative or questioning reasoning);
whereas deep indirect answers require reasoning
about the speaker’s intentions, beliefs, and some
domain-specific knowledge. Therefore, based on
their suggestions, we further divide the information
that one might need to interpret indirect answers
into 9 categories as follows:

Basic linguistic knowledge: this is based on
significant competence in the language used (gram-
mar, vocabulary, etc.). As in Dialogue (1), the
word (daily) used in the indirect answer helps ques-
tioner A to infer the implied direct answer from
B’s indirect answer, which is “The last time it
was inspected was yesterday/today.” Thus, A is
required to have a good understanding of basic En-
glish grammar and vocabulary for interpretation.

(1) A: When was the last time that line
was inspected, commander?

B: It’s inspected daily. [COCA Corpus]

Shared knowledge: this involves shared or com-
munally established knowledge during conversa-
tions.

(2) previous utterances:I also had extraordi-

nary hearing. During dinner, I could tune

out the cacophony of chewing, slurping,

chewing, cutlery scraping against plates,

chewing, . . .

A: Why aren’t you eating, Sheldon?

B: How can I with that horrible
noise? [COCA Corpus]

From the previous utterances in Dialogue (2), one
learns that Sheldon has very sensitive hearing.
Therefore, the noise around Sheldon is the reason
he is not eating. In contrast, in Dialogue (3), by pro-
viding the indirect answer “Look what happened
in 2018.”, Speaker B invites Speaker A to recall
events that happened in 2018 to infer the direct
answer to his question. Here, Speaker B believes
that Speaker A shares the same communal memory
as he does, and is capable of finding the requested
information in this way.

(3) previous utterances:AXELROD: Yes. So,

that lack of enthusiasm if it’s Joe Biden,

right, on the one side, Donald Trump on

the other, I can tell you whose voters are

going to be more enthusiastic.

A: Well, how do you know that?
How do you know that?

B: Look what happened in
2018. [COCA Corpus]

Speaker’s intentions/goals: the speaker con-
veys the messages indirectly by mentioning her/his
goals or intentions. As shown in Dialogue (4), we
can learn of Speaker B’s intentions of “[getting]
married to that woman”, so can infer the direct
answer that the person that Speaker B is talking to
is his girlfriend.

(4) A: Who are you talking to? Your
girlfriend? I didn’t know you had
a girlfriend.

B: I’m probably gonna marry this
one. [COCA Corpus]

Speaker’s belief/interest: some indirect answers
convey speakers’ beliefs or interest in a sub-
ject/topic, so correctly identifying these is the way
to interpret the direct answer to the original wh-
questions.

(5) A: Man, how do you know this shit’s
safe?

B: These guys know what they’re do-
ing. Don’t worry. They’ve tested
it on dogs and everything. [COCA

Corpus]

In Dialogue (5), Speaker B indicates her/his
trust in the ability of those group of people who
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invented the (medical items or drugs ). Therefore,
Speaker B’s full trust in those people is the basis
for her/him to (believe he) know(s) that the item
invented by those people is safe.

Relationships between speakers: Indirect an-
swers can be used between strangers to be polite
and to exude more professionalism, or to avoid con-
flict in an employer-employee relationship. On the
other hand, among close friends or family members,
indirect answers might be used to make the conver-
sation more casual based on their vast amount of
shared knowledge. Thus, in Dialogue (6), Speaker
B’s response, “Like you don’t know.” indicates that
Speaker A already knows the reason based on their
relationship and shared history. However, a third
party might not be able to infer Speaker B’s im-
plied direct answer because of not being in that
relationship.

(6) previous utterances:Carl: Okay, here she

is. She’ll clear up this whole thing. What

are you doing here?! Uh, Carl... What’s

goin’ on? It’s not what it looks like.

A: Why are you wearing that?
B: Like you don’t know. [COCA

Corpus]

Nuanced linguistic features: these include id-
ioms, slang, figurative expressions etc. As in Di-
alogue (7), the figurative expression “I’m right
inside your head.” usually implies that she/he un-
derstands the other person’s thoughts, feelings, and
motivations.

(7) A: How do you know that?
B: I’m right inside your head. [COCA

Corpus]

Common sense: this involves common knowledge
about the world, certain social norms, customs, etc.
In order to infer the implied direct answer “I’m not
very hungry now” to the question about Speaker
B’s hunger level in Dialogue (8), one is required to
understand what “being flexible about eating time”
means.

(8) PREVIOUS UTTERANCES:Would you

like to suggest a time for eating? Would

I? Either of you

A: <laughs> how hungry are you
Ken? <laughs>

B: I can I could eat now, or I could
manage to wait. I’m quite flexi-
ble. [LLC Corpus]

Visual context can provide important cues for inter-
preting indirect answers, especially when analyzing
multimodal dialogue settings. The Dialogue (9) is
taken from the CornellMovie corpus, so is a dia-
logue in a movie scenario. Both speakers are in
the same physical space and, hence, share visual
context. Thus, Speaker A can identify the person
requested by looking in the direction provided by
Speaker B, “At the end of the bar.”.

(9) A: Who said that?
B: At the end of the

bar. [CornellMovie Corpus]

Non-verbal cues: we can utilize tone of voice,
facial expressions, body language, etc. to better
understand speakers’ motivations and intentions.
This is very useful when considering multimodal
dialogues. For instance, in the constructed example
of Dialogue (10), the parent can infer from the
child’s guilty facial expression and body behaviors
that the child broke the window.

(10) scenario:A parent enters a room and no-

tices a broken window. So the parent

initiates the following dialogue:

A: Who broke the window?
B: (The child looks guilty and tries

to avoid eye contact with the
parent.) [Constructed example]

5.2 Statistical Analysis of Information Sources

To study which information sources are more fre-
quently needed for the interpretation of indirect an-
swers to wh-questions, we conducted a pilot study
using the examples in our collected corpus of WhQ-
IND pairs. The first author of this paper selected
141 examples (examples whose indirectness has
been annotated with high confidence) for annota-
tion with the 9 possible information sources pre-
sented above in Section 5.1 as a pilot study.

As indicated in Table 4, Basic linguistic
knowledge (30.50%) and Common Sense (24.11%)
are the two most frequent information sources
used for inferring direct answers from indirect
answers. The third frequently used information
source is the Nuanced linguistic features
in the indirect answers, which accounts for
14.18% of all information sources in our anno-
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Information Source How Why What When Where Which Who Freq. %
Basic linguistic knowledge 11 7 13 10 0 0 2 30.50% (43)
Common sense 23 2 3 1 1 1 3 24.11% (34)
Nuanced linguistic features 14 2 2 0 0 1 1 14.18% (20)
Shared knowledge 7 4 3 0 0 0 0 9.93% (14)
Speaker’s intentions/goals 5 2 1 0 0 1 4 9.22% (13)
Speaker’s beliefs/interests 7 4 1 0 0 0 0 8.51% (12)
Relationships between speakers 0 1 2 0 0 0 0 2.13% (3)
Visual context 1 0 0 0 0 0 1 1.42% (2)
Non-verbal cues 0 0 0 0 0 0 0 0 %
Total 68 22 25 11 1 3 11 141

Table 4: Distribution of information sources.

tations. Furthermore, the Shared knowledge,
Speaker’s intentions/goals, and Speaker’s
beliefs/interests have similar distributions,
which are 9.93%, 9.22%, and 8.51% respectively.
Other types of information sources seem to have
quite lower frequency: Relationships between
speakers (2.13%), Visual context (1.42%),
and Non-verbal cues (0%).

In addition, we can learn from Table 4 that, most
of the indirect answers to how-questions can be in-
terpreted based on Common sense and Nuanced
linguistic features. For what- and when-
questions, Basic linguistic knowledge seems
to be used more in interpreting their indirect an-
swers. However, due to the imbalanced number
of examples for each type of wh-question in our
current data set, our results concerning the distri-
bution of information sources must be viewed as
quite provisional.

6 Generation of INDs to wh-questions

As a pilot study, we fine-tuned the pre-
trained response generation model Di-
aloGPT (medium) (Zhang et al., 2020) with
our collected corpus of indirect answers to
wh-questions (458 examples), and tested the
fine-tuned model’s ability to generate indirect
answers to wh-questions in a new test set.

Experimental Setup We fine-tuned our model
by using Hugging Face’s “Transformer” library.
During the training, we randomly split the cor-
pus into training and evaluation sets with a ratio
of 4 : 1. We set the number of training epochs
to num_train_epochs = 10, with a per device
training batch size of 4. The model also saves its
result every 10, 000 steps, while also applying a
weight decay of 0.01 to avoid overfitting. In ad-
dition, we adopted a step-wise evaluation strategy
evaluation_strategy="steps", to evaluate the model

every 500 steps during the training phase. Further-
more, we set load_best_model_at_end=True, to
load the model that had the best performance dur-
ing the evaluation steps. Finally, the input format
of the data for fine-tuning is “[PH] Previous dia-
logue history + [Q] Wh-Questions + [R] indirect
answers + <|endoftext|>”.

Evaluation We tested the performance of the
fine-tuned model on 20 new wh-questions selected
from the annotated 2040 examples of BNC wh-
questions, where the original responses to these 20
examples were direct answers. We then deleted
their original direct answers and created a test
set with a format, “[PH] Previous dialogue his-
tory + [Q] Wh-Questions + [R]”. The fine-
tuned model generated responses to those new wh-
questions, and we evaluated the performance of
the model by manually determining if the model-
generated responses were indirect answers. How-
ever, only one example in 20 was an indirect answer.
Details of the generated responses are presented in
Appendix A for reference.

7 Conclusions and Future Work

In this paper, we have addressed the challenge
of interpreting indirect answers to wh-questions.
We started by collecting indirect answers to
wh-questions from four different English cor-
pora (BNC, CornellMovie, COCA, and LLC),
and constructed a small corpus of 458 WhQ-IND
pairs along with pre-question utterances and post-
response utterances. Building such a corpus is
highly labour intensive, given the difficulty of the
task of classifying responses as indirect, as we
demonstrated in several inter-annotator studies, in-
cluding ones involving expert annotators.

In addition, we developed a scheme of 9 possible
information sources used to infer direct answers
from indirect answers and found—provisionally,
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given problems with the imbalanced nature of our
data set— that Basic linguistic knowledge, Com-
mon sense, and Nuanced linguistic knowledge are
the three most frequently used information sources
for the interpretation of indirect answers to wh-
questions. Finally, we also conducted a prelimi-
nary experiment for generating indirect answers to
wh-questions by fine-tuning a large-scale response
generation language model, DialoGPT. The results
of this latter experiment are hampered by the small
amount of our current data set, but also suggest that
this is a tricky task for GPT.

There are several clear limitations of the current
study, which future work should improve on: (1).
Since the size of the collected corpus is small,
there is a need to continue collecting a more bal-
anced and larger corpus of indirect answers to wh-
questions; (2). The proposed 9 possible informa-
tion sources need to be further evaluated, related
to established components of context, and tested
across annotators; (3). We hope to improve the per-
formance of our generation model by fine-tuning
it with a larger corpus. Other methods, such as
few-shot learning, data augmentation, and transfer
learning techniques may help improve the model
performance on generating indirect answers to wh-
questions.
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Appendix A: Details of the responses
generated as indirect answers

Generated Responses:

(1) [PH] And she’s a bit of a slag. She don’t really,
you know, I mean she’s got a bit of a reputation. I
suppose everyone has but I hear about her a lot. In
school and everything. Which one was that? Pardon?
Question: Which one was this?
Response: Pardon. I think I know who you are.

(2) [PH] Is it a big fire? Is it? You’ve seen it. I can’t
remember.
Question: Which room is it in?
Response: I don’t know. I left the building when I
was nine.

(3) [PH] Let me put that question to the hundred women
here, are you looking forward to Christmas? Button
one for yes, and button two for no. And, this hundred
don’t share my apparent cynicism, seventy three of
them are, twenty seven said no. Of those who said
yes, why?
Question: What are you looking forward to?
Response: I’m looking forward to a good time.

(4) [PH] Any problems with these? Erm no. They they
they were they were straightforward, just. Okay.
Question: How did you do this one?
Response: I just, uh... I used a program called Cam-
Scanner.

(5) [PH] We want a difference of nineteen somewhere
don’t we? That’s easy. We drop the calculator every-
where. Well you can drop the calculator if you want
it would be better if you pick ’em up and stick the
numbers in.
Question: How’re you gonna do?
Response: Well, I’m going to use my powers for
good. (Indirect Answer)
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(6) [PH] So nine hundred, it works out at nine pound
odd What would two thirds of three quarters come to
roughly. Just sort of thinking about it having a guess.
A half.
Question: How did you get that?
Response: <pause> I think I know. I think I know. I
think I know.

(7) [PH] What I, where I gonna go? You’re not going
anywhere, you’re staying here Can I help you plant
the? Bulbs, er probably not cos I think I’ll have to do
while you’re at school cos daddy tells me it’s gonna
rain this afternoon, I’ll have to do that this morning,
pity that.
Question: Why can’t we do them tomorrow?
Response: I don’t know, I think it’s best if we wait
till tomorrow.

(8) [PH] he save, he keeps swords. He saves those. Well,
oh do they save them? Mm.
Question: Why do they save them?
Response: Well, they’re not exactly cheap.

(9) [PH] Do you want mum to come to Argos with me
tomorrow morning? Why? Well she isn’t, I don’t
think she’s doing anything tomorrow morning.
Question: Are you asking me? Why are you asking
me?
Response: Why are you asking me? Why are you
asking me?

(10) [PH] Yes, Christmas eve, well. Did you have many
guests at sunrise? Well we, we had about sixty
erm, people that trudged up to the top of the hill
including erm, one who didn’t know there was a
wedding, he was a runner, and then he and he had
tagged the top of Arthur’s Seat and was astonished
to see a crowd there.
Question: What do you wear to a mountain top
wedding in the middle of winter?
Response: Well, I’m a guy so I don’t really have to
worry about that sort of thing.

(11) [PH] Erm forty nine. Alright and five squared?
Twenty five. Right.
Question: What’s forty nine and twenty five come
to?
Response: Erm five centimeters per second.

(12) [PH] yes It means you can pack in a lot more things
in your day, you can work, you can look after your
children, you can take them out, you can do a lot
of things that you couldn’t do otherwise. mm, mm,
yeah Er from the necessity in an area with no public
transport
Question: where’s that?
Response: Er, I don’t know, I moved to London.
And I’m not even a very good driver.

(13) [PH] Yeah? Negative one. Now the tricky one, let’s
do plus four make it plus five, plus five a a takeaway
a negative three. Okay?
Question: Where do we start?
Response: Well, I’m sure we can come up with a
few ideas.

(14) [PH] Right. Twelve over three and Okay. Now the
notation, do you understand the notation?
Question: Where’s the notation?
Response: I don’t know, I’m just?

(15) [PH] I would only been six or seven when the war
started. It started in nineteen fourteen. First I mind
about it was the first zeppelin that came over. Great
big thing like a huge balloon and lived out at Ness
and I mind me mother coming and getting us early
and this great big thing come over.
Question: Who was in it?
Response: Zebediah Kerman, a Russian spy that
was captured during the Russian Revolution.

(16) [PH] Yes I’m getting you out treasure. This this er
thing’s got stuck on the rails. he’s got Yes but one
of them’s going to get in.
Question: Who’s going to get in first and who’s
going to get in later?
Response: I’m gon na get in there, but I can’t get
in the car.

(17) [PH] What are you going to do? I’m, making an-
other lot of marmalade. Again?
Question: Who’s going to eat it all?
Response: I’ll make it up to you.

(18) [PH] No, but I just want you to tell me. Science.
With whom? I don’t know.
Question: When are you supposed to come up here
again?
Response: Well, I’m supposed to be in Las Vegas
by the time I’m eighteen.

(19) [PH] Oh yeah. do the one that you can do. Okay,
well. What what we need to do, is make sure these
scripts are done before half term really, don’t we.
Question: When’s half term?
Response: It starts in a few minutes.

(20) [PH] Have you had any erm problems in the past?
No. No problems at all? No.
Question: When was the last time you saw your
doctor?
Response: I haven’t.
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Appendix B: Taxonomy for
Responses to Queries

Full-Taxonomy Description
Direct Answer (DA) the response directly offers an answer to the question.
Indirect Answer (IND) the answer to the question can be indirectly inferred from this

utterance.
Dependent questions (DP) the answer to the original question depends on the answer to this

query response.
Clarification Re-
sponse (CR)

the speaker asks for extra information to confirm (s)he understood
the question correctly, requires additional information to under-
stand it better, or provides some information to clarify/correct
misinformation from the previous utterance.

Acknowledgement (ACK) the speaker acknowledges that (s)he heard the question, such as
mhm, aha,. . . etc.

Motivation (MOTIV) a query response about the motivation of asking the initial ques-
tion.

Ignore (IGNORE) the utterance does not relate to the question, but to the situation.
Change the topic (CHT) the utterance signals that the speaker does not want to answer the

question, instead (s)he changes the topic, and gives an evasive
response.

Difficult to provide an an-
swer (DPR)

the speaker indicates that (s)he does not know the answer, or it is
difficult for her/him to provide an answer, so points at a different
information source,

OTHER utterance that does not fit in any of the categories above.
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Appendix C: Details of search patterns and
annotated questions from the COCA
corpus

Search Pattern Annotated Questions Number of INDs
what * * * PUNC What do you think? 28
what are * * * What are you * ? 14

What are you going to * ? 17
Why are you doing this? 27
Why are you still here? 3

Why are you following me? 6
Why are you calling me? 1
Why are you so nervous? 2
Why are you so happy? 1

Why are you wearing that? 3
why are * * * PUNC Why are you protecting him? 1

Why aren’t you eating? 1
Why are you so calm? 1

Why are you ignoring me? 1
Why are you helping us? 1

Why are you here? 1
Why are you so late? 1

Why are you so surprised? 1
How do you know that? 35

How do you do that? 7
How do you explain that? 25

how do * * * PUNC How do you know this? 40
How do you figure that? 13

How do we do that? 26
How do you feel? 51

Which one do you want? 3
which one * * * PUNC Which one do you like? 5

Which one do you think? 2
who was * * * PUNC Who was on the phone? 1
who is * * * PUNC Who is responsible for this? 1

Who are all these people? 2
Who are you working for? 2

who are * * * PUNC Who are you looking for? 1
Who are you voting for? 1
Who are you talking to? 14

Who are you talking about? 1
when was * * * PUNC When was the last time? 23
when is * * * PUNC When is he coming back? 2
where did * * * PUNC Where did you get that? 21
where * * * PUNC Where is he now? 4
Total 390
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Abstract

Existing datasets for causality identification in
argumentative texts have several limitations,
such as the type of input text (e.g., only claims),
causality type (e.g., only positive), and the lin-
guistic patterns investigated (e.g., only verb
connectives). To resolve these limitations, we
build the WEBIS-CAUSALITY-23 dataset, with
sophisticated inputs (all units from arguments),
a balanced distribution of causality types, and
a larger number of linguistic patterns denoting
causality. The dataset contains 1485 examples
derived by combining the two paradigms of
distant supervision and uncertainty sampling
to identify diverse, high-quality samples of
causality relations, and annotate them in a cost-
effective manner.

1 Introduction

Causality identification is a vital task in natural
language processing that can contribute to differ-
ent downstream applications such as question an-
swering, fact-checking, and commonsense reason-
ing. The task which concerns identifying texts
with causality relations, the type of relations (posi-
tive or negative), and the concepts involved in the
relations, is studied in diverse domains including
biomedicine (Kyriakakis et al., 2019), education
(Stasaski et al., 2021), and recently computational
argumentation (Al-Khatib et al., 2020).

In computational argumentation, causality iden-
tification impacts fundamental tasks such as topic-
independent argument mining and building large-
scale argumentation graphs (Reisert et al., 2018).
Despite its importance, only a few annotated
datasets for identifying causality have been built
so far. Moreover, these datasets often focus only
on one argument component (e.g., claim), encode
bias towards the ‘positive’ type of causality, and/or
consider a limited number of linguistic patterns that
capture causality (e.g., verb connectives). As such,
developing robust supervised learning approaches

based on these datasets for causality identification
becomes more laborious.

This paper aims to expand and enrich the
available data for causality identification in argu-
mentative texts written in English with WEBIS-
CAUSALITY-23, a new dataset comprised of 1485
examples of more sophisticated input text (i.e., the
whole argument), covers more causality patterns,
and maintains a balanced distribution of causality
types. To this end, we develop an approach that
comprises two main steps: distant supervision and
uncertainty sampling. First, we identify 10,329
candidate sentences for causality via distant super-
vision. Next, we employ uncertainty sampling on
these candidates and manually annotate 1485 ar-
gumentative sentences (via crowdsourcing), 867
of which contain at least one causal relation. Of
these, 515 sentences are further annotated as con-
taining a positive cause-effect relation, and 536 as
containing a negative one. Many sentences encode
multiple relations, and involve diverse linguistic
patterns (see Section 3).

We train transformer-based classifiers using our
newly built dataset, and reach high effectiveness
in identifying causal relations compared to several
baselines. The developed resources in the paper
(e.g., data and code) are made freely available.1

2 The WEBIS-CAUSALITY-23 Dataset

In this section, we describe our method for con-
structing the dataset. In particular, we first outline
the distant supervision step, then, we discuss the
uncertainty sampling.

2.1 Distant Supervision
Distant supervision is the process of mining suit-
able training examples from weakly labeled data
sources using task-specific heuristics (Mintz et al.,

1https://github.com/webis-de/
SIGDIAL-23
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2009). These examples can then be used for su-
pervised learning of the task at hand. Here, we
employ distant supervision to find argumentative
sentences that are more likely to encode causality
relations, without being restricted to certain topics
or linguistic patterns. Specifically, we first collect
pairs of concepts that are involved in a causality
relation, using the corpus of Al-Khatib et al. (2020).
Second, we acquire a set of argumentative texts and
segment them into self-contained sentences. Lastly,
we extract the argumentative sentences that contain
at least one of the concept pairs.

Concept Pair Collection In this step, we utilize
the corpus of Al-Khatib et al. (2020) to collect
various concepts related to causality. The corpus
covers 4740 claims extracted from Debatepedia –
an online debate portal. Each claim is manually
annotated for the presence of a causality relation
(called ‘effect’), the type of the relation (positive or
negative), and the concepts that are involved in the
found relation. For example, the claim “legaliza-
tion of drugs increases drug consumption” exhibits
a positive effect relation involving the concepts of
legalization of drugs and drug consumption.

We carefully review these concepts and manu-
ally perform two filtering steps: (1) we simplify the
complex concepts (e.g., from “the state can regu-
late the sale” to “sale regulation”), and we (2) split
some concepts into multiple ones (e.g., “crime and
safety problems” is split into “crime” and “safety
problems”). Overall, we end up with 1930 unique
concepts grouped into pairs, each of which consists
of two concepts involved in the same relation (e.g.,

“legalizing marijuana” and “safety”).

Argumentative Data Acquisition and Simplifica-
tion We rely on the Args.me corpus (Ajjour et al.,
2019) as the source of the argumentative data. The
corpus includes 387,606 arguments from various
debates regarding controversial topics. The argu-
ments are derived from four popular debate por-
tals: Debatewise (14,353 arguments), IDebate.org
(13,522 arguments), Debatepedia (21,197 argu-
ments), and Debate.org (338,620 arguments).

To split the arguments into coherent and self-
contained sentences, we use Graphene (Cetto et al.,
2018), an open information extraction tool. This
tool performs discourse simplification, in which
an input sentence is syntactically simplified and
split (if necessary) into sentences with resolved co-
reference and high coherence. Altogether, the argu-

ments are segmented into 10,720,451 sentences.

Concept Pairs and Argumentative Data Match-
ing In this step, for each sentence in the acquired
argumentative data, we check whether it includes
any of the concept pairs. Using full-string matches
between the concepts and the sentences’ tokens (af-
ter stemming with Porter Stemmer (Porter, 1980)),
we obtain around 28,000 sentences that match at
least one concept pair. We additionally filter them
by removing duplicates, all hyperlinks, and special
characters contained in the sentences. Besides, on
manual inspection, we observed that matching with
generic concepts such as “individuals” or “corpo-
ration” lead to noisy sentences not actually con-
taining any causality relations and were therefore
excluded. As a result, we end up with 10,329 sen-
tences. To evaluate the filtering process, we check
a random sample of 100 sentences before and after
filtering. We observe an increase in the number of
sentences with causality relations (from 56 to 70).

2.2 Uncertainty Sampling
Uncertainty sampling is one of the strategies em-
ployed in active learning (Settles, 2012). Given
an initial classification model and a pool of unla-
beled samples, the goal is to select those samples
for labeling for which the classifier’s confidence is
lowest, i.e., the predicted class distribution is clos-
est to uniform, and thus maximize the information
gain to the model. Following this idea, we train
causality identification models on the labeled sam-
ples in the Al-Khatib et al. (2020) dataset, and use
the argumentative sentences acquired from the dis-
tant supervision step as the unlabeled pool. Next,
based on the confidence of these models, we sam-
ple a subset of the sentences and annotate them
manually via crowdsourcing.

Candidate Sentence Selection Causality identi-
fication is often comprised of three classification
sub-tasks; given an input text, (1) detect whether
the text contains a causality relation, (2) identify
the type of causality, and (3) determine the entities
or events representing the cause and effect relation.

For the first two sub-tasks, we develop several
classification models using the corpus of Al-Khatib
et al. (2020) containing labels for the causality rela-
tion (‘effect’), and the type of relation (positive or
negative). The models are based on XLNet (Yang
et al., 2019), RoBERTa (Liu et al., 2019), Distil-
BERT (Sanh et al., 2019), ALBERT (Lan et al.,
2019), BERT (Devlin et al., 2019), NBSVM (Wang
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and Manning, 2012), and Fasttext (Joulin et al.,
2016). The implementation is done using the Hug-
gingFace library (Wolf et al., 2020) with default set-
tings. In particular, RoBERTa and XLNet achieve
high effectiveness with F1 scores of 0.88 and 0.91
for the first and second tasks respectively, com-
pared to 0.81 and 0.86 achieved by the feature-rich
SVM approach of Al-Khatib et al. (2020). We
apply the two best-performing transformer-based
models (RoBERTa and XLNet) to the 10,329 ar-
gumentative sentences obtained from the distant
supervision step. Using these models’ confidence
scores, we distribute the sentences into nine bins:
the first bin represents the highest confidence for
the ‘no-causality’ class, and the last bin represents
confidence for the ‘causality’ class.

We aim to find sentences that encode new
causality patterns while maximizing the number
of sentences with the ‘negative-causality’ class.
Thus, our uncertainty sampling filters out the sen-
tences with high confidence for the ‘causality’, ‘no-
causality’, and ‘positive-causality’ classes. This
results in 1937 sentences for our manual annota-
tion.

Sentence-level Manual Annotation We conduct
an annotation task for causality identification via
Amazon Mechanical Turk for the 1937 sampled
sentences,which requires identifying all the causal-
ity relations in a sentence. In particular, for each
identified causality relation, the workers are asked
to specify the causality relation’s type, the con-
cepts involved in the relation, and the sentence’s
phrase(s) that indicate the presence and type of
the relation. The workers also have the option to
point out sentences that are not comprehensible
or/and include several grammatical errors. The
task instructions are carefully explained using writ-
ten guidelines and demonstration videos, covering
various causality relations with different linguistic
patterns.

We first ask three experts in computational lin-
guistics to annotate 100 sentences, and use their
feedback to refine the guideline and improve the an-
notation interface for the crowdsourcing task. Each
sentence is annotated by three different workers.
For quality control, we hire native English speak-
ers with a task approval rate of at least 98%. We
closely monitor and review the annotations, reject-
ing workers that perform poorly. In total, 285 work-
ers successfully participated in our task, resulting
in 1485 sentences with high-quality annotations.

Causality Positive Negative Multiple

Expert 0.34 0.66 0.70 0.28
Crowd 0.27 0.31 0.36 0.03

Table 1: Inter-annotator agreement (Krippendorff’s al-
pha) for the expert and crowdsourcing annotations.

We pay a fair hourly wage for the annotators.

3 Dataset Analysis

In this section, we present both qualitative and
quantitative analyses of the WEBIS-CAUSALITY-
23 dataset. The qualitative analysis encom-
passes an examination of inter-annotator agree-
ment, dataset statistics, and identified patterns
within the dataset. On the other hand, the quan-
titative analysis involves leveraging the constructed
dataset to develop a new causality classifier.

3.1 Qualitative Analysis
Inter-annotator Agreement The inter-annotator
agreement, measured using Krippendorff’s alpha
and presented in Table 1, provides insights into the
level of agreement among both experts and crowds.
While the crowd’s agreement is relatively lower
compared to experts, they still achieve a reasonable
level of agreement for causality and types (ranging
from 0.27 to 0.36). However, the crowd tends to
prioritize annotating only one relation per sentence,
potentially overlooking instances with multiple re-
lations. These findings highlight the subjective na-
ture of the task and the intricate linguistic patterns
within the sentences. It is worth noting that the ma-
jority of cases fall into the scenario where two out
of the three annotators agree, which significantly
helps in obtaining a reliable gold standard.

Dataset Statistics The annotations are aggre-
gated based on majority vote, with one exception:
we consider a sentence to have multiple relations as
long as at least one annotator found multiple rela-
tions there. Table 2 shows statistics for our dataset:
there is a high percentage of causal relations, es-
pecially of the negative type; a quarter of the sen-
tences contain more than one relation. This demon-
strates the cost-effectiveness of our construction
method; we obtain a rich set of causal sentences
by annotating only 1937 examples. The annotation
study costs around 400 EUR.

Dataset Inspection We manually examine the
dataset, exploring the causality linguistic patterns
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Expert Crowd

Causality
Overall 80 100% 1324 100%
Relation 48 60% 819 62%
No Relation 32 40% 505 38%

Relation Type
Overall 48 100% 819 100%
Positive 29 60% 486 59%
Negative 29 60% 507 62%

Multiple Relations
Overall 48 100% 819 100%
Single 34 71% 614 75%
Multiple 14 29% 205 25%

Table 2: Sentence statistics of the WEBIS-CAUSALITY-
23 dataset. Relation type percentages do not sum to 100
since sentences can have multiple relations.

X positive7−→ A, B
Social mediaX can fuel anxietyA and depression.B

X negative7−→ A, C, D; X positive7−→ B
GM foodsX are safe for human consumption, reduce pesti-
cide,A increase yield,B decrease cost,C and combat global
warming.D

X negative7−→ A, B, C, D; Y positive7−→ A, B, C, D
MarijuanaX can relieve certain types of pain,A nausea,B

vomitingC and other symptomsD caused by such illnesses as
cancer.Y

X negative7−→ Y; X positive7−→ <Z negative7−→ Y>
Genetic screeningX for the embryos can reduce the chance
of giving birth to more than one child;Y because clinicsZ

now want to prevent this by planting one embryo at a time
and they have to do this through genetic screening.

Table 3: Examples of the found patterns for causality in
the set of the sentences with multiple relations.

and the structure of the sentences with multiple
relations. As for the linguistic patterns, we look
at the list of phrases (provided by the annotators)
that indicate a causality relation, finding different
causal connectives such as verbs (“prevent, “pro-
mote”), verb phrases (“leads to”), conjunctions
(“because”), prepositional phrases (“because of,
due to”), and clauses (“the source of, is an addition
to, can be tied to, becomes a burden for”).

Besides, we find different patterns for causal-
ity in the sentences that contain multiple relations.
Examples of these patterns are shown in Table 3.
The examples exemplify diverse levels of complex-
ity in encoding relations within different argument
components. For instance, the last example demon-
strates relations found in a complete argument.

3.2 Quantitative Analysis
To evaluate the impact of our constructed dataset,
we employ it to develop a new classifier for causal-
ity identification. We compare the effectiveness of
this classifier to another one that is developed using
the corpus of Al-Khatib et al. (2020).

To build a classifier based on our new dataset,
we first split the dataset into training (80%) and test
(%20) sets. The split considers the topics of the
sentences, placing sentences with the same topic in
either the training or test sets.

For evaluation, we tackle the task of identifying
whether a sentence has causality relation(s), im-
plementing three classifiers based on the XLNet
model: (C1) this classifier is trained by the training
set of Al-Khatib et al. (2020), (C2) this classifier is
trained by the training set of our new constructed
dataset, and (C3) this classifier is trained by the
combination of the training sets of the new and
old classifiers. We focus on causality identification
because Al-Khatib et al. (2020) do not consider
multiple relations, making their dataset partially
incompatible for causality type identification.

We apply the three classifiers to the test set of
Al-Khatib et al. (2020) (D1), the test set of our new
dataset (D2), and both test sets combined (Table 4).
In general, the classifier trained on (D2) outper-
forms the baseline, and using the classifier that is
trained with the combined training set (C3) always
leads to the best effectiveness, which speaks for the
positive impact of our new dataset.

Classifier D1 D2 D1+D2

C1 0.88 0.63 0.82
C2 0.74 0.71 0.74
C3 0.89 0.75 0.85

Majority Class Baseline 0.64 0.53 0.62

(Al-Khatib et al., 2020) 0.81 - -

Table 4: F1 scores for causality identification. D1 is the
test set of Al-Khatib et al. (2020), D2 is our test set.

4 Related Work

In general, causality datasets are expensive to build,
scarce, small, biased towards one class, focused
on only a single aspect of causality (e.g., whether
a sentence has a causal relation or not), and in-
clude limited linguistic patterns (due to their sam-
pling method, e.g., via a seed list of causal verbs).
Recently, Xu et al. (2020) reviewed six publicly-
available datasets. The largest, AltLex (Hidey and

352



McKeown, 2016), comprises nearly 45,000 sen-
tences, but they are annotated only for the pres-
ence of causal relations, and only 10% are causal;
the other five datasets are an order of magnitude
smaller, and exhibit similar bias.

In addition, the EventStoryLine Corpus (Caselli
and Vossen, 2017), which is frequently used in re-
lated work, comprises several thousand causal links
but no annotated negative samples. Additionally,
Al-Khatib et al. (2020) introduce a corpus com-
prising 4740 claims extracted from argumentative
texts, with 36% of these claims being annotated as
containing a causal relation. Given that this corpus
is the only one specifically focused on argumenta-
tive texts, we utilize it in our distance supervision
and uncertainty sampling techniques. Our objec-
tive is to achieve broader coverage of new causality
patterns through the incorporation of this corpus.

Du et al. (2022) present a human-annotated
dataset consisting of over 21,000 causal reasoning
questions, each accompanied by a natural language
explanation providing insight into the underlying
cause of the observed causation. Due to the scarcity
of multilingual datasets with reliable and consis-
tent annotations for event causality relations, Lai
et al. (2022) present a new multilingual dataset that
utilizes consistent annotation guidelines for five
typologically distinct languages.

Perhaps most closely related to our own work,
Zuo et al. (2020) propose a distant supervision-
based data augmentation framework to address the
data scarcity problem in causality. Whereas their
approach involves a fully automated causal event
pair extraction for distant supervision, we propose a
framework based on uncertainty sampling, aiming
to both improve the quality, and drive down the
cost of hand-labeled corpora.

5 Conclusion

In this paper, we present WEBIS-CAUSALITY-23,
a new dataset for causality identification in argu-
mentative texts that considers all argument units
(claims, premises) as inputs. The 1485 argumenta-
tive sentences in the dataset comprise a balanced
distribution of the positive and negative causality
types and encode diverse linguistic patterns de-
noting causality. Initial experiments on causality
identification using transformer-based classifiers
demonstrate the effectiveness of our smaller yet
high-quality dataset in comparison to a larger exist-
ing corpus with some limitations.

Our future plans involve utilizing our dataset to
extract causality relations from diverse argumenta-
tive resources on the Web. Our main objectives are
to construct a large-scale argumentation graph, en-
hance argument scheme classification, and improve
argument explanation and simplification methods.
Additionally, we intend to leverage this dataset to
develop a question-answering system specifically
designed to address causal questions.
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Abstract

Dialogue systems need to produce responses
that realize multiple types of dialogue acts
(DAs) with high semantic fidelity. In the past,
natural language generators (NLGs) for dia-
logue were trained on large parallel corpora
that map from a domain-specific DA and its
semantic attributes to an output utterance. Re-
cent work shows that pretrained language mod-
els (LLMs) offer new possibilities for control-
lable NLG using prompt-based learning. Here
we develop a novel few-shot overgenerate-and-
rank approach that achieves the controlled gen-
eration of DAs. We compare eight few-shot
prompt styles that include a novel method of
generating from textual pseudo-references us-
ing a textual style transfer approach. We de-
velop six automatic ranking functions that iden-
tify outputs with both the correct DA and high
semantic accuracy at generation time. We test
our approach on three domains and four LLMs.
To our knowledge, this is the first work on NLG
for dialogue that automatically ranks outputs
using both DA and attribute accuracy. For com-
pleteness, we compare our results to fine-tuned
few-shot models trained with 5 to 100 instances
per DA. Our results show that several prompt
settings achieve perfect DA accuracy, and near
perfect semantic accuracy (99.81%) and per-
form better than few-shot fine-tuning.

1 Introduction

Dialogue systems need to faithfully produce utter-
ances that realize multiple types of dialogue acts
(DAs), such as providing opinions, making recom-
mendations, or requesting information. In the past,
natural language generators (NLGs) for dialogue
have been trained on large parallel corpora that
map from a domain-specific meaning representa-
tion (MR) that specifies the desired DA and se-
mantic attributes to an output utterance. The NLG
must faithfully generate utterances that realize the
style and form of the DA, and all of the specified
attributes, as shown by the reference utterances

in Table 1. Recent work shows that pretrained
language models (LLMs) offer new possibilities
for controllable NLG using prompt-based learning
(PBL) (Brown et al., 2020; Radford et al., 2019;
Liu et al., 2021). Here we present a novel few-shot
overgenerate-and-rank approach that achieves the
controlled generation of DAs.

Attributes and Values
(NAME [Call of Duty: Advanced Warfare], RATING
[excellent], DEVELOPER [Sledgehammer Games], ESRB
[M (for Mature)])
give_opinion
Call of Duty: Advanced Warfare must be one of the best
games I’ve ever played. Sledgehammer Games always nail
their M-rated games.
recommend
Since you seem to love M-rated games developed by Sledge-
hammer Games, I wonder if you have tried Call of Duty:
Advanced Warfare.
inform
Developed by Sledgehammer Games, Call of Duty: Ad-
vanced Warfare is targeted at mature audiences and has
overall very positive ratings.

Table 1: Sample ViGGO dialogue acts (DAs) (Juraska
et al., 2019). The same attributes and values can be
realized as different DAs.

Previous work on semantically-controlled NLG
has focused on improving semantic accuracy (Ras-
togi et al.; Xu et al., 2021; Du et al., 2022; Wen
et al., 2015; Kedzie and McKeown, 2020; Juraska
and Walker, 2021). However, Table 1 shows how
the the same set of semantic attributes can be real-
ized by different DAs, such as give_opinion, recom-
mend and inform, each of which affect the dialogue
state differently (Traum and Allen, 1994).

Obviously an NLG for dialogue needs to faith-
fully realize the DA as well as the semantic at-
tributes. However, previous work has neither con-
trolled for nor evaluated DA accuracy. We spec-
ulate that this is because many NLG training sets,
such as E2E, Weather, WebNLG, WikiBio, DART
and ToTTo, only include inform DAs (Novikova
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et al., 2017b; Belz, 2008; Gardent et al., 2017; Le-
bret et al., 2016; Nan et al., 2021; Parikh et al.,
2020). Yet NLG training sets for spoken dialogue
include many types of DAs, e.g. the ViGGO cor-
pus has 9 DAs (Juraska et al., 2019), the RNNLG
corpus provides 13 DAs (Wen et al., 2015), Multi-
WOZ has 34 DAs (Eric et al., 2021), and Topical
Chat was automatically labelled with 11 DAs (He-
dayatnia et al., 2020; Mezza et al., 2018).

We present a few-shot PBL framework that over-
generates and ranks NLG outputs and achieves high
accuracy for both semantic attributes and DAs. We
develop high accuracy DA classifiers for three do-
mains and use them to define 6 ranking functions
that combine estimates of DA probability with mea-
sures of semantic accuracy. We also compare a
combination of prompt formats, prompt sampling
methods, and DA representations. Several prompt
templates take the novel approach of treating DA
control as a textual style transfer (TST) problem
(Reif et al., 2022). For completeness, we report re-
sults for few-shot fine-tuned models trained with 5
to 100 instances per DA. Our contributions include:

• The first results showing that dialogue acts
can be controlled with PBL;

• A new overgenerate-and-rank framework that
automatically ranks generation outputs for DA
accuracy at generation time;

• A systematic exploration of both domain-
specific and general measures in ranking func-
tions, and a comparison of their performance;

• Results showing that a ranking function that
prioritizes DA correctness results in higher
semantic accuracy.

• The definition of novel textual DA represen-
tations that support automatic ranking for se-
mantic accuracy using off-the-shelf metrics
such as BLEU and Beyond-BLEU;

• The systematic testing of 8 prompt formats
that re-cast data-to-text generation as a text-
to-text task, and an examination of their per-
formance across 4 LLMs.

The results demonstrate large performance dif-
ferences across prompt styles, but show that many
prompts achieve perfect DA accuracy, and semantic
accuracy as high as 99.81% with only 10 examples,
while 100-shot per DA fine-tuning only achieves
97.7% semantic accuracy, and 80.6% DA accuracy.

2 Related Work

This paper applies few-shot PBL to the task of con-
trollable generation of DAs using an overgenerate-
and-rank NLG framework. The overgenerate-and-
rank paradigm for NLG has primarily used two
methods for ranking: (1) language model probabil-
ity (Langkilde and Knight, 1998); and (2) ranking
functions trained from human feedback (Rambow
et al., 2001; Bangalore et al., 2000; Liu et al., 2016).
We extend this framework by applying it in the con-
text of PBL, by using DA probability in ranking,
and by comparing many ranking functions, includ-
ing Beyond-BLEU and BLEU baselines (Wieting
et al., 2019; Papineni et al., 2002).

We know of only a few previous studies on con-
trollable generation of DAs in the context of di-
alogue systems, each of which has only focused
on one or two types of DAs. Obviously, tasks like
question generation (QG) aim at controllable gen-
eration of questions (Harrison and Walker, 2018;
Zhang et al., 2021) but research on QG is not fo-
cused on trying to control the generation of ques-
tions as opposed to other types of DAs. However,
some work has focused on controlling questions
in dialogue, e.g. Hazarika et al. (2021) learned a
latent representation of questions from a labelled
corpus and then used this as a prompt prefix to
control question generation. See et al. (2019) fine-
tuned a Persona Chat model and tested decod-
ing methods that controlled question frequency,
but did not guarantee a question on a particular
turn. Other work has focused on dialogue acts
like opinions and recommendations. For exam-
ple, Oraby et al. (2019) curated opinionated ut-
terances from user reviews that had been marked
with exclamation points, and then used the ex-
clamation points as a way to control the produc-
tion of exaggerated opinions. Reed et al. (2020)
used token supervision to control the production of
recommendation as opposed to inform dia-
logue acts where recommendation DAs stated
that a particular restaurant was the best and then
justified the recommendation with attributes from
the MR. Ramirez et al. (2023) used PBL with simi-
lar prompts to control the expression of Big 5 per-
sonality types (Harrison et al., 2019), rather than
dialogue acts.

It is well known that data-to-text NLGs based
on fine-tuned LLMs are prone to semantic errors
(Ji et al., 2022; Rashkin et al., 2021), thus previous
work has focused on methods for ensuring semantic

356



correctness. This includes automatically augment-
ing the training data (Xu et al., 2021; Du et al.,
2022), modifying the input representation (Kedzie
and McKeown, 2020; Heidari et al., 2021), us-
ing rankers or classifiers or decoding methods that
identify semantically accurate or acceptable can-
didates (Harkous et al., 2020; Juraska and Walker,
2021; Wen et al., 2015; Shen et al., 2019; Batra
et al., 2021). Previous work on few-shot PBL for
semantically-controlled NLG has not attempted to
control DA accuracy (Reed et al., 2022; Soltan
et al., 2022), and has not used an overgenerate and
rank approach, resulting in lower semantic accura-
cies than we report here.

Much previous work on few-shot NLG has in-
vestigated few-shot finetuning rather than few-shot
PBL. Previous work on the ViGGo, TV and Laptop
corpora (Xu et al., 2021; Du et al., 2022; Kedzie
and McKeown, 2020; Juraska and Walker, 2021)
supports direct comparison to our work, but is not
few-shot, does not rank outputs or use PBL. Few-
ShotWoz trains a model called SC-GPT on a 400K
data-to-text corpus, and then tests transfer learn-
ing with only 40 or 50 fine-tuning examples (Peng
et al., 2020). Other recent work develops meth-
ods for augmenting FewShotWoz using synthetic
data or by self-training and shows improvements
in semantic accuracy and BLEU score. The Few-
ShotWoz corpus includes many types of DAs but
none of this previous work includes an evaluation
of NLG DA accuracy. Previous work on few-shot
finetuning in the weather domain used 300 exam-
ples in fine tuning, and also explored different ways
of textualizing the MR (Heidari et al., 2021), but
did not attempt to control DAs, develop ranking
functions, evaluate DA accuracy, or use instruc-
tions such as our novel definitional prompts and
the templates for TST tasks. Heidari et al. (2021)
achieve an 85% reconstruction accuracy, while our
best prompt/LLM combinations achieve 99.44%
PERF score for ViGGO, 99.57% PERF for TV
and 99.47% PERF for Laptop, a similar metric to
reconstruction accuracy, with only 10 examples.

3 Automatically Ranking NLG Outputs

We start by providing a mathematical formulation
of our problem. When generating from a DA rep-
resentation, a high-quality response should: (1)
manifest the specified DA; (2) have no missing or
incorrect mentions of the attributes; (3) hallucinate
no additional attributes; and (4) be fluent. Thus

the generated utterance y, conditioned on an input
x composed of DA d and attribute values a, can
be formulated as y = f(d, a). The conditional
likelihood of y given the MR can then be decom-
posed using Bayes Rule into the product of three
probabilities:

p(y|d, a) = p(d|y, a) ∗ p(a|y) ∗ p(y) (1)

The term p(d|y, a) is the DA probability given
the generated utterance y and the semantic at-
tributes a. The term p(a|y) represents the semantic
accuracy. The term p(y) is the unconditional prob-
ability of the generated utterance, which is com-
monly used as a measure of fluency. Below, we
show how we compute estimates of these terms at
generation time, and then explain their use in the
ranking functions.

Dialogue Act Classifier. The term p(d|y, a) re-
quires highly accurate DA classifiers to use in au-
tomatic ranking. We fine-tuned two classifiers us-
ing pre-trained bert-base-uncased on HuggingFace.
We discovered that even though the ViGGO, Lap-
top and TV training corpora are good size (Juraska
et al., 2019; Wen et al., 2015), producing high ac-
curacy classifiers required us to modify the training
data.1 We originally trained the ViGGO classifer
with the original ViGGO training set, when we ap-
plied this classifier to the generated outputs, we
noticed many cases of low confidence classifica-
tion. A qualitative analysis of the data showed that
many generated outputs did not actually fit into the
original ViGGO ontology, which is not surprising,
given that the training data for an LLM would have
included many different types of DAs.

To increase the ViGGO classifier performance,
we introduced an "Other" class of dialogue acts,
doubly annotated another 1000 ViGGO NLG out-
puts by hand, and added them to the original train-
ing set. Final results are shown in Table 2.

The second classifier was trained using the com-
plete RNNLG corpus with all 4 domains to maxi-
mize classifier domain transfer. When we tested it
on the RNNLG test set, we discovered that several
classes had low F1. Examination of the confu-
sion matrix showed that the recommend and inform
DAs were highly confusable, so we created a new
type of DA we call “describe” by combining their

1We also experimented with training classifiers for Mul-
tiWoz but were unable to get high accuracies due to noise in
DA labelling, which is known to be an issue with MultiWoz
(Zou, 2022).
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Dialogue Act ViGGO
confirm 0.99
inform 0.98

suggest 0.91
give_opinion 0.90

recommend 0.92
request 0.94

request_attribute 0.93
request_explanation 0.99

verify_attribute 0.94
other 0.78

Weighted Average 0.97

Table 2: ViGGO DA classification F1 scores.

training sets. The final results for for the RNNLG
classifiers is shown in Table 3.

Dialogue Act Laptop TV
compare 1.00 1.00
confirm 0.96 0.95

describe 1.00 1.00
inform all 0.86 0.92

inform count 1.00 1.00
inform no info 1.00 1.00

inform no match 0.98 0.94
inform only match 0.83 0.87

suggest 1.00 1.00

Weighted Average 0.99 0.99

Table 3: Laptop and TV DA classification F1 scores.
The describe DA = combination of the inform and rec-
ommend DAs in the original dataset.

We provide these DA classifiers along with addi-
tional human-labelled model outputs so that other
researchers can duplicate our setup.2 The resulting
classifiers achieve average F1s over .97 for all three
domains.

Semantic Accuracy. Work on data-to-text NLG
often computes semantic accuracy as the Slot Error
Rate (SER), i.e., the percentage of slots across all
outputs y that the NLG realized incorrectly, with
models either carefully tuned by hand, or trained
by artificially creating incorrect realizations (Wen
et al., 2015; Dusek et al., 2019; Juraska et al., 2018;
Reed et al., 2020; Wiseman et al., 2017; Harkous
et al., 2020; Kedzie and McKeown, 2019, 2020).
There is a toolkit for SER for all three domains,3

which we use to calculate SACC:

SACC = 1− SER (2)

Because the SACC scripts are domain specific,
we also create new metrics that are based on BLEU,
BLEURT, Beyond-BLEU and BertScore, widely

2
https://github.com/aramir62/da-nlg

3
https://github.com/jjuraska/data2text-nlg

used measures of semantic accuracy and semantic
preservation (Papineni et al., 2002; Wieting et al.,
2019; Sellam et al., 2020; Zhang et al.; Gehrmann
et al., 2021). Because these metrics require com-
parisons with reference utterances, which are not
available at generation time, we define reference-
less versions based on pseudo-references, Spseudo,
created from the input DAs Juraska (2022). For
any MR, we create its Spseudo by omitting the slot
names and the DA name and then concatenating
the categorical attribute values with spaces between
them, and converting boolean attributes, such as
HAS_MULTIPLAYER = no, into phrases using the
attribute name, with a negation when needed, e.g.
“no multiplayer”. For example, Spseudo for the MR
at the top of Table 1 would be “Call of Duty: Ad-
vanced Warfare excellent Sledgehammer Games
M for Mature". Pseudo-references are available
at generation time, so we use them to calculate
pseudo-metrics for semantic accuracy and use them
in ranking. Juraska et al. (2019) shows that the rela-
tive differences of these pseudo-metrics distinguish
errorful NLG utterances from correct ones.

Fluency. Recent work suggests that the probability
P(S) of a generated output S according to an LLM
is a good automatic and referenceless measure of
fluency (Kann et al., 2018; Suzgun et al., 2022).
We thus adopt P(S) to measure fluency, and use
GPT-2 to calculate P(S).

Ranking. The ranking functions in Table 4 aim to
select NLG outputs that maximize DA accuracy,
semantic accuracy, and fluency. Ranking function
RF1 scores each candidate according to Equation 1.

RF1: DAC * SACC * P(S)

RF2: DAC * SACC * pBLEU * P(S)

RF2DA: DAC | SACC | pBLEU | P(S)

RF3: DAC * pBBLEU * P(S)

RF4: pBBLEU

RF5: pBLEU

Table 4: Ranking functions. DAC = probability of the
correct DA using a classifier. SACC = semantic accu-
racy using domain-specific SACC scripts. P(S) = LM
probability as a measure of fluency. pBBLEU = pseudo-
Beyond-BLEU to measure semantic accuracy. pBLEU
= pseudo-BLEU as a baseline.

After a qualitative analysis of the ranking out-
puts from RF1 on pilot data, we developed ranker
RF2 and RF2DA in Table 4. Our analysis revealed
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that the SER scripts often do not detect halluci-
nations, but pBLEU appeared to detect some hal-
lucinations, so we add pBLEU to RF2. Ranking
function RF2DA prioritizes one metric at each step,
as represented by | in RF2DA, enforcing DA cor-
rectness as more important for dialogue than per-
fect SACC. Matching DA candidates are preferred,
but if no candidates match the required DA, the
DA class other is preferred, or otherwise, all k
candidates are selected. The second step selects
candidates with the highest SACC. The third step
aims to remove candidates with hallucinations by
choosing the highest pBLEU outputs. The final
step selects outputs with the highest fluency (P(S)).

So far RF1, RF2 and RF2DA all use the domain-
specific SACC score for measuring semantic ac-
curacy. To define a domain-independent ranking
function, we calculate the correlation of SACC
with pBLEU, pBBLEU, pBERT, and pBLEURT,
defined in Section 3, on sample model outputs. See
Table 12 in Appendix A.2. The results show that
pBBLEU (Wieting et al., 2019) has the highest
correlation across all three domains with 0.52 for
Viggo, 0.32 for Laptop and 0.45 for TV. We thus
define RF3 by replacing SACC in RF1 with pB-
BLEU. We then define RF4 as pBBLEU alone, so
we can compare our novel ranking functions to pB-
BLEU. Finally, as a baseline reflecting the fact that
previous work uses BLEU as a single measure of
goodness for NLG, we define R5 as pBLEU.

4 Experimental Overview

Figure 1 provides an overview of the experimental
architecture. Given a set of DA representations for
a domain, we sample prompt examples from the
original training sets while varying the number of
samples. We then textualize the DA representations
in the sample to look more similar to the LLMs
free-text training data. The samples are then fed
through the 8 prompt formats in Table 5. We apply
this method to the ViGGO, Laptop and TV domains
and utilize the 6 ranking functions in Table 4.

Prompt Formats. LLMs are typically trained on
far more monologic data than dialogue, and will
have rarely, if at all, seen examples of data-to-text
NLG (Brown et al., 2020; Raffel et al., 2020; De-
vlin et al., 2018). While there are LLMs trained on
dialogue such as DialoGPT (Zhang et al., 2020),
and semantically-controlled dialogue data such as
KGPT (Chen et al., 2020), and SC-GPT (Peng et al.,
2020), there are clear benefits to using a general

Figure 1: Experimental Architecture

LLM. Previous work also shows that without spe-
cific dialogic data, many LLMs do well on NLG
for dialogue (Soltan et al., 2022). Here, we test
the hypothesis that performance can be improved
by using prompt formats that make the data-to-text
task look more like the LLM’s textual training data.

Prompt ID Prompt Template
TST VANILLA Here is a text: “spseudo". Here is a

rewrite of the text which is a(n) d dia-
logue act: “rtext"

TST Here is a text: “spseudo". Rewrite it
DIALOGUE to be a(n) d dialogue act: “rtext"
TST Here is a text: “dr spseudo".
PARAPHRASE Here is a paraphrase of the text: “rtext"
DEFINITIONAL description of < d >: Dd.

Data: d = yes | sa1 = v1..san = vn

Data to Text for < d >: rtext
PARAPHRASE dr spseudo

rtext
DIALOGIC dr spseudo

rtext
PSEUDO d spseudo

rtext
S2S d = yes | a1 = v1..an = vn

rtext

Table 5: Prompt IDs and templates. Instantiations of
each template are given in Table 11 in the Appendix.

Table 5 shows the 8 prompt templates, with full
instantiations in the Appendix in Table 11. The
templates vary the representation of the DAs and
their attributes. We represent the DA directly by its
name d, or convert the DA to a sentence starter dr
such as “I recommend”. The attributes of the DA
constitute a set a = a1, a2, ..., an, each with a value
in v where v = v1, v2, ..., vn. The attributes can
be represented directly or using a textual pseudo-
reference spseudo, as described in Section 3. The
reference text rtext then varies the representation
of the DA and the attributes.

Prompts TST Vanilla, TST Dialogue, and TST
Paraphrase of Table 5 treat data-to-text generation
as a textual style transfer (TST) task, where each
DA is a style, and the prompt provides instructions,
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e.g., “Rewrite it to be a suggest dialogue act” (Reif
et al., 2022; Suzgun et al., 2022). TST Vanilla
and TST Dialogue represent the MR as its pseudo-
reference spseudo, while TST Paraphrase prefixes
the sentence starter dr for the DA to spseudo.

We also define a Definitional prompt with defini-
tions of the DAs, represented as Dd, based on the
instructions given to crowdworkers when ViGGO
was collected, inspired by previous work providing
slot descriptions (Gupta et al., 2022).

The Paraphrase prompt is based on the fact that
producing paraphrases is a common task. This
prompt rewrites the DA as a first-person sentence
starter, e.g., “I suggest” for the suggest DA. The
Dialogue Response prompt is similar, but mimics a
request and its response, with sentence starters writ-
ten as requests, e.g., “can you recommend a game
Worms: Reloaded Steam?” for the recommend DA.

To directly evaluate the benefit of instructions,
we also input the pseudo-reference without instruc-
tions as a baseline (Pseudo), as well as input the
commonly used S2S format which linearizes the
MR as a sequence of attributes and values (Soltan
et al., 2022; Wen et al., 2015; Harkous et al., 2020).

5 Results

Experimental Roadmap. We first experiment
with ViGGO over all the experimental settings from
Section 4 using Jurassic-1 Jumbo, a 175B auto-
regressive transformer-based LLM with a differ-
ent depth-width tradeoff than GPT3 (Levine et al.,
2020; Lieber et al., 2021). All experiments set top
P = 1, and T = 0.7 based on pilot experiments. We
compare prompting to few-shot fine-tuning using
5, 25, 50 and 100 examples per DA sampled from
the training data. We test the 8 prompt formats in
Table 5 with 1, 5 or 10 prompt examples. Our focus
is DA control, so we create a ViGGO test set with
40 instances per DA (360 total). We look-ahead
to see which ranking function performs best for
ViGGO and use that for the results in Table 6.

We then test the best settings from ViGGO on
the Laptop and TV corpora (Wen et al., 2015) with
results in Table 7. We compare ranking function
performance across all domains in Table 8, and
demonstrate the improved performance of our rank-
ing functions compared to simply using BLEU. We
then test for generalization with additional LLMs:
we select the top three prompt settings, and test of
GPT-Neo as a smaller LLM, and GPT-3 and Chat-
GPT as instruction-tuned LLMs, and compare them

to Jurassic-1, for all three domains. These results
are shown in Table 9. Table 10 then compares our
best performance to recent SOTA results for both
fine-tuning and few-shot fine-tuning on ViGGO,
Laptop and TV. Finally we report the results of our
human evaluations. We make the DA classification
models, the prompts and their instantiations, and
the model outputs for all experiments available.4

ID N PERF SACC DAC
Few-Shot Fine-Tuning Experiments

FTune 5-per 45 38.88 85.71 54.44
FTune 25-per 225 62.22 92.19 79.72
FTune 50-per 450 71.94 96.43 79.44
FTune 100-per 900 78.61 97.74 80.56

Prompt Styles and Samples Experiments
TST Vanilla 10 85.56 94.73 100.00
TST Dialogue 10 83.89 94.17 100.00
TST Paraphrase 10 83.90 94.20 100.00
Definition (each) 10 76.94 91.16 100.00
Definition (top) 10 82.22 93.51 100.00
Paraphrase 10 77.78 92.10 100.00
Dialogic 10 77.22 91.53 100.00
Pseudo 10 75.83 94.17 100.00
S2S 10 70.56 86.45 100.00
TST Vanilla 5 80.56 92.57 99.72
TST Dialogue 5 83.61 93.88 100.00
TST Paraphrase 5 80.20 92.60 99.70
Definition (each) 5 80.00 92.66 99.40
Definition (top) 5 77.22 91.25 100.00
Paraphrase 5 70.83 89.71 100.00
Dialogic 5 66.94 88.34 99.10
Pseudo 5 52.22 82.60 85.56
S2S 5 66.67 83.54 99.72
TST Vanilla 1 68.06 86.64 91.94
TST Dialogue 1 69.17 88.15 93.30
TST Paraphrase 1 72.20 89.80 93.60
Definition 1 63.89 85.32 98.30
Paraphrase 1 41.94 75.14 83.88
Dialogic 1 38.89 71.83 82.30

Table 6: Results after ranking via RF2DA for ViGGO. N
= number of prompt examples. PERF = % outputs that
are perfect. SACC = semantic accuracy using SACC
scripts. DAC = DA accuracy using a classifier.

Few-Shot Fine-Tuning. To compare prompting to
fine-tuning, we use the traditional linearized MR
in the S2S format and vary the number of training
examples per DA in few-shot fine-tuning from 5, to
25, to 50, to 100. The results in Rows 1-4 of Table 6
show that, as expected, increasing the number of
training examples improves performance, with 100
examples per DA (900 overall) achieving a SACC
of 97.74 after ranking. However, interestingly, the
highest DAC performance is only 80.56, and the
PERF score (both perfect DA and perfect SACC) is
only 78.61. Table 13 in the Appendix shows more

4
https://github.com/aramir62/da-nlg
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detail, providing before and after ranking perfor-
mance for fine-tuning. Overall, the results affirm
previous findings that few-shot prompting beats
few-shot fine-tuning (Le Scao and Rush, 2021).

Prompt Styles. All experiments provide examples
for a single DA and then generate that DA, while
varying the prompt style and the number of exam-
ples. The TST format provides N examples using
one of the TST prompts in Table 5. The Defini-
tional (each) format, for 10 prompts, provides 10
triplets of (definition, MR, text). For Definitional
(top), the definition is mentioned once before all
the MRs and examples, so for 1 prompt, there is no
difference between top and each.

We first notice in Table 6 that the PERF score
improves with the number of prompt examples,
from 1 to 5 to 10 for all the prompt styles, with TST
Vanilla, TST Dialogue, and TST Paraphrase, which
provide the MR as text and include instructions (see
Table 5) consistently performing the best overall.
TST Vanilla-10 performs signicantly better than
the other TST styles with 10 examples (p < .01),
but TST Dialogue is the best for 5 examples and
TST Paraphrase is the best for 1 example. The
Definitional, Paraphrase and Dialogic formats all
perform significantly worse than the TST formats,
but interestingly the Definitional format gets the
highest DAC with only 1 example perhaps showing
the advantage of explicit definitions in PBL.

The Pseudo and S2S prompt styles are baselines,
and only reported for the 5 and 10 example settings.
Both baselines indicate the benefits of instructions.
The S2S 10 performance is the worst for 10 ex-
amples, and the Pseudo performance is the worst
for 5 examples. It is worth noting that the poorly
performing S2S representation is commonly used
in both fine-tuning and PBL (Soltan et al., 2022;
Wen et al., 2015; Harkous et al., 2020).

Domain ID N PERF SACC DAC
Laptop TST Van. 10 80.95 95.90 100.00
TV TST Van. 10 98.85 99.76 100.00

Table 7: Results for Laptop and TV for TST 10 using
RF2DA. N = number of examples. PERF = % out-
puts that are perfect. SACC = semantic accuracy using
SACC scripts. DAC = DA accuracy using a classifier.

We then take the best performing prompt (TST
Vanilla) and experiment with TV and Laptop. The
results are shown in Table 7. RF2DA performs the
best for both Laptop and TV so these results are
ranked with RF2DA. Interestingly, TV has the high-

est PERF and SACC seen so far, while Laptop also
has a higher SACC than any ViGGO setting, sug-
gesting that it is easier to achieve high performance
with Laptop and TV than ViGGO.

RF Terms PERF SACC DAC BLEU
ViGGO

RF1 DAC, SACC, P(S) 79.17 91.82 99.72 38.41
RF2 DAC, SACC, pBLEU, P(S) 78.33 91.72 99.00 38.67

RF2DA DAC, SACC, pBLEU, P(S) 85.56 94.73 100.00 40.08
RF3 DAC, pBBLEU, P(S) 62.78 84.38 100.00 49.87
RF4 pBBLEU 60.55 91.63 77.78 42.82
RF5 pBLEU 44.22 81.66 75.28 40.08

TV
RF1 DAC, SACC, P(S) 85.40 96.86 100.00 72.55
RF2 DAC, SACC, pBLEU, P(S) 88.19 97.43 100.00 72.55

RF2DA DAC, SACC, pBLEU, P(S) 98.85 99.76 100.00 60.51
RF3 DAC, pBBLEU, P(S) 73.96 93.87 100.00 72.89
RF4 pBBLEU 90.14 97.88 99.71 60.51
RF5 pBLEU 63.45 91.50 99.57 66.71

Laptop
RF1 DAC, SACC, P(S) 49.25 86.70 100.00 61.24
RF2 DAC, SACC, pBLEU, P(S) 57.29 89.47 100.00 59.39

RF2DA DAC, SACC, pBLEU, P(S) 80.95 95.90 100.00 61.36
RF3 DAC, pBBLEU, P(S) 35.55 80.41 100.00 45.03
RF4 pBBLEU 61.79 90.97 98.88 36.32
RF5 pBLEU 42.38 84.25 97.77 61.36

Table 8: Ranking functions performance.

Ranking Functions. Our results show that our
overgenerate-and-rank method has a huge effect on
performance as compared to taking the first output
from the model. Section A.3 in the Appendix pro-
vides more detail, e.g. showing for Viggo, across
all the experiments, Before Ranking has an average
SACC of 65.29% versus an After Ranking average
of 86.82%, while DAC has an almost a 30% in-
crease with a Before Ranking average of 62.11%,
and an After Ranking average of 91.04%.

Table 8 compares the 5 ranking functions from
Section 3 on all three domains for the best prompt
so far: TST Vanilla 10. The differences between
RF1 and RF2 (addition of pBLEU) are not signifi-
cant for ViGGO, but are significant for TV (t-test, p
< 0.001) and Laptop (t-test, p < 0.001), with Lap-
top improving from 49.24 PERF to 57.29 PERF.
Note that in all domains ranking by RF2DA results
in significantly higher performance across all met-
rics (t-test, p < 0.001): prioritizing DA correct-
ness results in higher SACC and higher PERF.

Table 8 also shows that replacing SACC with pB-
BLEU in RF3 results in a clear drop in performance.
As shown in Appendix Section A.2 pBBLEU is the
best performing pseudo-metric overall, but there
are clear advantages to the domain-specific SACC.
Recent work explores automatic methods for train-
ing domain-specific semantic fidelity classifiers,
but these methods rely on large training corpora
making them difficult to apply in few-shot settings
(Harkous et al., 2020; Batra et al., 2021).
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The baseline RF4 with only the pBBLEU term
performs surprisingly well in SACC across all three
domains, suggesting that it might be worth examin-
ing further combinations of BBLEU with DAC.

MODEL PROMPT PERF SACC DAC BLEU
ViGGO

ChatGPT TST 10 98.89 95.58 99.44 45.05
ChatGPT TST 5 94.72 99.34 96.67 40.88
ChatGPT Def 10 98.89 100.00 100.00 42.40

ChatGPT VO Def 10 95.28 99.85 95.83 14.79
GPT 3 TST 10 95.00 98.49 98.33 40.26
GPT3 TST 5 95.28 98.31 98.89 54.11
GPT3 Def 10 99.44 99.81 100.00 42.75

GPT3 VO Def 10 95.28 99.83 95.55 9.55
Jurassic TST 10 85.56 94.70 100.00 40.08
Jurassic TST 5 83.61 93.88 100.00 32.54
Jurassic Def 10 82.22 93.51 100.00 15.77

GPT NEO 1.3B TST 10 17.78 85.32 35.56 25.25
GPT NEO 1.3B TST 5 dial 64.17 86.74 94.72 43.47
GPT NEO 1.3B Def 10 35.56 78.27 81.94 15.44

TV
ChatGPT TST 10 98.00 99.57 99.93 45.98
ChatGPT TST 5 91.23 98.14 100.00 38.22
ChatGPT Def 10 98.00 99.30 99.64 50.97

GPT 3 TST 10 99.57 99.91 100.00 57.92
GPT3 TST 5 99.07 99.81 100.00 71.80
GPT3 Def 10 99.22 99.94 100.00 73.81

Jurassic TST 10 98.85 99.76 100.00 60.51
Jurassic TST 5 91.80 98.26 100.00 74.73
Jurassic Def 10 95.01 98.94 100.00 73.66

GPT NEO 1.3B TST 10 83.15 96.37 100.00 66.28
GPT NEO 1.3B TST 5 dial 50.78 93.15 73.93 31.95
GPT NEO 1.3B Def 10 15.74 78.61 65.88 19.29

Laptop
ChatGPT TST 10 97.08 99.47 99.58 41.45
ChatGPT TST 5 85.95 97.19 99.43 23.36
ChatGPT Def 10 67.54 90.37 99.92 36.00

GPT 3 TST 10 84.79 99.91 100.00 33.20
GPT3 TST 5 94.79 97.14 100.00 32.41
GPT3 Def 10 81.45 92.54 100.00 85.40

Jurassic TST 10 80.95 95.90 100.00 61.36
Jurassic TST 5 81.55 96.10 99.81 12.94
Jurassic Def 10 55.98 45.60 100.00 29.12

GPT NEO 1.3B TST 10 68.89 92.66 100.00 46.21
GPT NEO 1.3B TST 5 dial 71.89 93.55 100.00 19.49
GPT NEO 1.3B Def 10 1.33 43.73 99.96 14.59

Table 9: Experiments with additional LLMs, with the
top three prompt settings, for ViGGO, Laptop and TV,
using the RF2DA ranking function. We also tested here
with the original ViGGO test set, with ChatGPT Def
10 and GPT-3 Def 10, with results shown in cyan, to
facilitate comparison with previous work.

Finally, the pBLEU baseline of RF5 reinforces
work emphasizing the inadequacies of BLEU as
a metric for NLG (Belz, 2008; Liu et al., 2016;
Novikova et al., 2017a). We report BLEU for
comparison with related work, but Table 8 clearly
shows that the highest BLEU score doesn’t cor-
respond to the best PERF or SACC, and that
even ranking with pBLEU (RF5) doesn’t maximize
BLEU. RF5 gets the lowest PERF, SACC and DAC
scores for ViGGO and TV, and RF2DA achieves
the same BLEU score, with much higher PERF,
SACC and DAC for both ViGGO and Laptop.

Experiments with other LLMs. We also com-
pare our results with Jurassic to other LLMs. We

select the three best prompt settings, namely TST
10, TST 5, and Definitional Top 10, and experi-
ment with ChatGPT and GPT-3 as large instruction-
based models and GPT-Neo 1.3 as a small model.

Table 9 presents the results. Our primary metric
is PERF with best PERF shown in bold. Note in the
table that the highest PERF score does not neces-
sarily correspond with the highest SACC or highest
BLEU. Interestingly, GPT-3 performs slightly bet-
ter than ChatGPT for both ViGGO and TV while
ChatGPT performs best for Laptop. Both ChatGPT
and GPT-3 perform significantly better than Juras-
sic across all three domains. Table 9 shows that the
Definitional prompt performs better than TST 10
with both ChatGPT and GPT-3 for Viggo, while
TST 10 for TV was comparable to Definitional and
performs the best for Laptop in terms of PERF. We
add results here for the original ViGGO test set
shown in cyan, which has a skewed distribution
of DAs with more long Inform DAs, and which
appears to be more challenging for DAC but not
SACC. Finally, we see much worse performance
with GPT Neo, reinforcing results suggesting a
model size threshhold for PBL (Wei et al.).
Comparison with SOTA. Table 10 compares our
best results with recent work on the VIGGO, Lap-
top and TV corpora (Xu et al., 2021; Du et al., 2022;
Juraska and Walker, 2021; Kedzie and McKeown,
2020; Harkous et al., 2020; Peng et al., 2020). The
related work either used fine-tuning or few-shot
fine-tuning, rather than PBL. JW21, DT and K-
McK are based on fine-tuning. SC-GPT, AUGNLG
and ST-SA are all based on FEWSHOTWOZ. In
each case, we take the results exactly as reported in
the related work. These results are indicative only
as e.g. FEWSHOTWOZ does not use the original
RNN-NLG test set for Laptop and TV, which we
use here. We created our own ViGGO test set to
have equal numbers of each DA, but the original
test set has many more long inform DAs.

Human Evaluation. Given the almost perfect per-
formance reported in Table 9, we conducted a hu-
man evaluation to check whether the outputs were
indeed perfect (the right DA and the correct se-
mantics), and whether there were any hallucina-
tions. Two expert annotators hand-labelled 100 out-
puts from ChatGPT with TST-10 Vanilla prompts.
Amazingly, neither annotator found any outputs
that weren’t perfect and neither did they find any
hallucinations. They agreed 100% on the results,
resulting in a Cohen’s Kappa of 1.0.
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Model Laptop TV ViGGO
BLEU↑ ERR↓ BLEU↑ ERR↓ BLEU↑ ERR↓

Ours 33.20 0.08 73.81 0.06 14.79 0.15
JW21 – – – – 53.60 0.46
DT 53.60 1.68
K-McK – – – – 48.50 0.46
SC-GPT 32.73 3.39 32.95 3.38 – –
AUGNLG-SC 34.32 2.83 34.99 5.53 – –
ST-SA 35.42 2.04 36.39 1.63 – –

Table 10: Ours = Our best model for each domain
from Table 9 compared to recent SOTA results. Our
VIGGO result is for the ViGGO ORIGINAL test set.
JW21 = SeaGuide (Juraska and Walker, 2021). DT =
Data Tuner (Harkous et al., 2020). K-McK = (Kedzie
and McKeown, 2020). SC-GPT = (Peng et al., 2020).
AugNLG = (Xu et al., 2021). ST-SA = (Du et al., 2022).
We convert SACC to SER, which other work calls ERR,
and report BLEU, and ERR as in that other work. Note
that we use our best SACC score from Table 9 to select
the row to include here, but this doesn’t necessarily
correspond to the best BLEU score or the best PERF
score.

We also test whether our addition of pBLEU
to RF2 has an effect on hallucinations, by testing
in general whether pBLEU helps identify halluci-
nations. We annotate hallucinations for ViGGO,
by having 3 annotators label all 360 outputs for
each ranking function (6*360) shown in Table 8.
The number of hallucinations for RF1 was 34, RF2
was 19, RF3 was 26, RF4 was 40 and RF5 was 14.
We compared the mean number of hallucinations
of ranking functions with pBLEU, namely RF2,
RF2DA, and RF5 to those without, namely RF1,
RF3 and RF4. We find that the mean number of
hallucinations of those with pBLEU is 31.67, while
the mean number of those without is 19.67. This
difference seems large, but the sample size is small
and therefore it’s not significant (t = 1.82, p = .14)

6 Conclusion and Future Work

Here we apply an overgenerate-and-rank NLG ap-
proach and and provide the first experiments us-
ing automatic ranking functions that optimize both
DA and semantic accuracy in few-shot prompt-
based NLG. We test and compare a combination of
prompt formats, sampling methods, and DA repre-
sentations. We test prompts used for textual style
transfer (TST) by treating DAs as styles to be con-
trolled. We also create novel prompts that provide
definitions of DAs, For completeness, we fine-tune
few-shot models and compare them with the few-
shot results. The results show that several prompt-
ing styles achieve perfect DA accuracy, and that
few-shot methods can achieve semantic accuracy

as high as 99.81% with the right ranking function,
while 100-shot fine-tuning achieves 97.7%, and
performs much worse on DA accuracy (80.6%).

Our contributions include systematic experimen-
tation with different ways of textualizing MRs,
providing instructions to the LLM, and ranking
outputs. Our results also show that formulating
the data-to-text task as textual style transfer using
pseudo-references yields the highest performance.
We achieve SOTA semantic accuracy with only 10
prompt examples with our best prompt styles, and
achieve the surprising results that a ranking func-
tion that prioritizes DA correctness results in higher
semantic accuracy.

Limitations and Risks One limitation arises from
the challenges of prompt-engineering: it is impos-
sible to tell whether another prompt format could
perform better, e.g. with smaller LLMs like GPT-
Neo, where we get poor comparative results. An-
other limitation is the need for a high-accuracy DA
classifier that works well on out-of-domain model
outputs. We address this limitation by releasing our
classifiers. Another possible limitation is the use of
the overgenerate and rank approach in real-time. In
future work we plan to use the high quality (ranked)
generated data, to fine-tune a smaller real-time lan-
guage model, without the need for overgeneration.
Another limitation arises from the comparison to
few-shot fine-tuning – there are many ways to fine
tune and many representations of the MRs, so it
is possible that some other method of fine-tuning
would lead to better fine-tuning results (Liu et al.,
2022). Our main goal here was to show that with
a small-number of examples, using reasonable as-
sumptions, few-shot fine-tuning performs worse
than PBL.

A potential risk of using LLMs is the possibility
of disinformation, often called hallucinations. Con-
trol of hallucinations is an active area of research.
One of the challenges is that it is very difficult to
automatically identify them. Here we experiment
with ranking functions for better control of halluci-
nations, hand-label hallucinations and characterize
them. Another potential risk of our work is that
some of our dialogue acts like recommend and sug-
gest could be used, in an application context, to
persuade a user to buy something. In this context,
it is even more important to ensure that the system
is not providing false information to users.
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A Appendix

A.1 Full Prompt Descriptions and Examples
Table 11 shows a sample instantiation for each
prompt type and template. When this paper is ac-
cepted, we will provide all the prompt files and
instantiated prompts for all experiments in our
github: https://github.com/aramir62/
da-nlg.

A.2 Semantic Accuracy Pseudo Metrics
We estimate the goodness of the pseudo versions
of BLEU, Beyond-BLEU, BERT and BLEURT
by examining their correlations with the domain-
specific SACC scores on a sample of model out-
puts from our experiments, as shown in Table 12.
The correlations show that the pseudo version of
Beyond-BLEU (Wieting et al., 2019) – pBBLEU
– performs the best across all three domains. In-
terestingly, pBLEU, despite BLEU’s popularity,
performs the worst.

A.3 Before & After Ranking
Our results show that ranking by any ranking
function significantly and greatly improves per-
formance, with the greatest performance improve-
ments arising from the RF2DA ranking function
for all three domains. We calculate Before Ranking
by averaging all metrics over the entire set of test
outputs (test set size X 10 outputs into ranking).
When taking averages across all experiments (per,
fine-tuned, and specific), average SACC and DAC
are significantly higher after ranking.

Table 13 provides more detail on how the rank-
ing affects the results for few-shot fine-tuning.
Comparing Row 1 to Row 4 shows that ranking
improves the performance of SACC for 5-shot fine-
tuning (85.71) to perform almost as well as 100-
shot fine-tuning before ranking (88.71). Ranking
also improves the performance of DAC for 100-
shot fine-tuning from 57% to 80.56%, a huge im-
provement.

Table 14 shows more detail for Viggo across all
the experimental settings. Before Ranking has an
average of 65.29% versus After Ranking with an
average of 86.82% for SACC. DAC has an almost
a 30% increase where Before Ranking has an aver-
age of 62.11%, and After Ranking has an average
of 91.04%. Table 15 shows the effect of ranking
for TV and Laptop, illustrating a similarly large
performance improvement due to ranking.

Prompt ID Example
TST VANILLA Here is a text: "Worms: Reloaded Steam".

Rewrite of the text, which is a suggest dialogue
act: "I bet you like it when you can play games
on Steam, like Worms: Reloaded, right?"

TST DIALOGUE Here is a text: "Worms: Reloaded Steam".
Rewrite it to be a suggest dialogue act: "I bet
you like it when you can play games on Steam,
like Worms: Reloaded, right?"

TST PARA-
PHRASE

Here is a text: "I suggest Worms: Reloaded
Steam". Paraphrase of the text: "I bet you like
it when you can play games on Steam, like
Worms: Reloaded, right?"

DEFINITIONAL Description of < suggest >: A question
asking if your friend has any experience with a
certain type (based on data) of video games.
Use the name of the game in data with ’such
as’, ’like’, etc. The response should consist
of a single yes/no question. Generate diverse
responses.

Data: suggest = yes | name = Worms:
Reloaded | available_on_steam = yes.
Data to Text for < suggest >: I bet you like
it when you can play games on Steam, like
Worms: Reloaded, right?

PARAPHRASE I suggest a game Worms: Reloaded Steam.
I bet you like it when you can play games on
Steam, like Worms: Reloaded, right?

DIALOGIC Can you suggest a game Worms: Reloaded
Steam?
I bet you like it when you can play games on
Steam, like Worms: Reloaded, right?

PSEUDO Suggest Worms: Reloaded Steam.
I bet you like it when you can play games on
Steam, like Worms: Reloaded, right?

S2S suggest = yes | name = Worms: Reloaded |
available_on_steam = yes.
I bet you like it when you can play games on
Steam, like Worms: Reloaded, right?

Table 11: Prompt IDs and Instantiation of each Prompt
Template Type

Measure ViGGO Laptop TV
pBLEU 0.08 -0.12 0.05
pBBLEU 0.52 0.32 0.45
pBLEURT 0.38 0.17 0.26
pBERT precision 0.33 0.14 0.36
pBERT recall 0.03 -0.06 0.14
pBERT F1 0.20 0.04 0.26

Table 12: Pearson correlation between SACC and com-
mon semantic preservation measures when applied to
pseudo-references. All correlations are statistically sig-
nificant at p < 0.001 .

N SACC Perf DAC
Before After Before After Before After

5 65.57 85.71 9.10 38.88 21.10 54.44
25 76.01 92.19 16.39 62.22 31.10 79.72
50 86.70 96.43 29.10 71.94 42.00 79.44

100 88.71 97.74 40 78.61 57.00 80.56

Table 13: Few-shot fine-tuning performance with in-
creasing training examples per DA - before and after
ranking. DAC = DA accuracy.
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Format N Perfect SACC DAC
Before After Before After Before After

TST Vanilla 10 37.2 85.6 76 94.7 84.3 100
TST Dialogue 10 39.5 83.9 76.7 94.2 84.7 100
S2S 10 32.0 70.6 68.3 86.5 85 100
Pseudo 10 32 75.8 70.3 94.2 84.5 100
Definitional (each) 10 37.2 76.9 73.4 91.2 88.3 100
Definitional (Top) 10 38.2 82.2 72.3 93.5 88.8 100
TST Vanilla 5 38.7 83.6 76.8 92.6 76.9 98.7
TST Dialogue 5 40.7 83.6 76.9 93.9 79.1 100
S2S 5 34.1 66.7 65.5 83.5 77.9 98.7
Pseudo 5 14.7 52.2 47.5 82.6 47.2 88.6
Definitional (each) 5 40.2 80.0 75.1 92.7 81.9 99.4
Definitional (Top) 5 38.4 77.2 74 91.3 82 100
TST Vanilla 1 25.6 69.2 69.3 88.2 58 92
TST Dialogue 1 25.5 69.2 68.2 88.2 62.3 93.3
Definitional 1 25.7 63.9 67 85.3 66.2 98.3

Table 14: Results Before and After Ranking

Format N SACC Perf DAC
Before After Before After Before After

TV 10 92.59 99.76 65.30 98.85 95.90 100
Laptop 10 80.73 95.90 36.35 80.95 99.71 100

Table 15: Laptop and TV Before and After ranking. DAC = DA Accuracy.
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Abstract
In the context of data visualization, as in other
grounded settings, referents are created by the
task the agents engage in and are salient be-
cause they belong to the shared physical setting.
Our focus is on resolving references to visual-
izations on large displays; crucially, reference
resolution is directly involved in the process
of creating new entities, namely new visualiza-
tions. First, we developed a reference resolu-
tion model for a conversational assistant. We
trained the assistant on controlled dialogues
for data visualizations involving a single user.
Second, we ported the conversational assistant
including its reference resolution model to a
different domain, supporting two users collabo-
rating on a data exploration task. We explore
how the new setting affects reference detection
and resolution; we compare the performance
in the controlled vs unconstrained setting, and
discuss the general lessons that we draw from
this adaptation.

1 Introduction

Conversation is understood in context. When the
world, whether real or simulated, can change be-
cause of the user’s actions, new entities are cre-
ated by the processes that change the world itself:
then, reference resolution, which links what the
user refers to with objects in the world, is crucial
for a dialogue system to effectively respond to the
user, including by creating new entities.

Our overall research program aims to develop
and deploy flexible conversational assistants to sup-
port users, whether causal or professional, and
whether alone or in teams, explore data via visu-
alizations on large screen displays - large screen

*Co-first authors

displays better support exploration and collabora-
tion (Andrews et al., 2011; Rupprecht et al., 2019;
Lischke et al., 2020). In this paper, we focus on
new entity establishment via reference in such con-
texts. We start from the corpus Chicago-Crime-
Vis we collected a few years back (Kumar et al.,
2016, 2017) in which a user exploring crime data
in Chicago interacts with a Visualization Expert
(VE) whom they know to be a person generating
visualizations on the screen remotely from a sep-
arate room. On the basis of Chicago-Crime-Vis,
we designed and developed a version of our assis-
tant which was called Articulate2 (Aurisano et al.,
2016; Kumar et al., 2020) 1. We will report the
performance of Articulate2 on reference resolu-
tion, and especially reference establishment, with
respect to the transcribed and annotated Chicago-
Crime-Vis corpus, evaluated in an offline manner.
The second part of our paper discusses the chal-
lenges that arose when we ported Articulate2 to
a new setting: two collaborators work together to
assess COVID policies given geographic and de-
mographic features of the data, and interact exclu-
sively with the deployed Articulate+ (see Figure 1).
We will illustrate the many issues which degrade
performance, from speech processing errors, to the
adaptation of models to new domains, to the inher-
ently more complex setting in which the assistant
is now behaving like an overhearer of somebody
else’s conversations. For clarity, we will refer to
Articulate2 in the city crime domain as Art-City-
Asst, and to Articulate+ in the COVID domain, as
Art-COVID-Asst.

A disclaimer before we proceed: the purpose
1The first interface we developed in this space was called

Articulate (Sun et al., 2010).
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of this work was to adapt a previously developed
conversational assistant and to evaluate it in a more
unconstrained setting. We do not believe in chas-
ing after the latest shiny approach, including Chat-
GPT2, and undertake a potentially infinite loop of
changes which would never bring us to real user
studies. Additionally, we strongly believe in eco-
logically valid data, such as our Chicago-Crime-Vis
data. This data is by nature small, in fact tiny as
compared to most current datasets. We will return
to these issues in the Conclusions.

Figure 1: User setting for COVID data exploration, with
two collaborators

2 Related Work

2.1 Conversational assistants for data
visualization

Earlier work on conversational assistants for data
visualization include (Cox et al., 2001), which es-
tablished the benefits of using NL to generate vi-
sualizations for exploratory data analysis. In the
ensuing 20 years, several such systems emerged in
this area, see (Shen et al., 2023) for a systematic sur-
vey: e.g., DataTone (Gao et al., 2015a), FlowSense
(Yu and Silva, 2020), Eviza (Setlur et al., 2016a)
and DT2VIZ (Jiang et al., 2021). Lately, Large
Language Models (LLMs) have started being in-
tegrated into visualization tools (e.g., PandasAI
from OpenAI3), but not as part of a conversational
assistant that keeps track of dialogue history.

Our previous work - the Articulate assistant se-
ries. Our research program started more than 10
years ago with Articulate, one of the first conver-
sational assistants for creating data visualizations
(Sun et al., 2010), as also noted by (Shen et al.,

2https://openai.com/product/chatgpt
3https://www.kdnuggets.com/2023/05/pandas-ai-

generative-ai-python-library.html

2023). The first Articulate would only respond to
individual commands, but even so, users were 12
times faster when using Articulate to generate a
chart in comparison to a spreadsheet program (Mi-
crosoft Excel). Still, the commands that Articulate
would answer to were not grounded in actual hu-
man data; hence, we collected the Chicago-Crime-
Vis corpus (Aurisano et al., 2015; Kumar et al.,
2016, 2017) that informed a new prototype, Ar-
ticulate2, a multimodal system that could support
speech commands and gestures to facilitate data ex-
ploration tasks (Kumar et al., 2020; Kumar, 2022);
and whose reference resolution component we are
discussing in this paper. Subsequently, we ported
Articulate2 to the COVID domain, dubbed it Ar-
ticulate+ and developed two versions of the NLI:
Articulate+-PE and Articulate+-DM. Articulate+-
PE (Tabalba et al., 2023, 2022), was developed
independently (from scratch), and works by identi-
fying database properties or attributes mentioned
directly or indirectly in the utterances. To iden-
tify the chart types given the utterance, it uses
a Chart Classifier Neural Network trained on a
small dataset of utterances from a preliminary user
study using NLP.js library 4. However it lacks dia-
logue management as well as reference resolution.
The other version, Articulate+-DM, is Articulate2
ported to the COVID domain. To reiterate then, in
this paper we discuss the evaluation of Articulate2,
in its incarnation as Art-City-Asst evaluated offline
on the Chicago-Crime-Vis data (Section 5), and
in its second incarnation in the COVID domain as
Art-COVID-Asst evaluated in an actual user study
(Section 6).

2.2 Co-Reference Resolution

This field is as old and as vast as NLP; here we
focus on its applications to visualization, which
are hindered by several limitations: e.g., only ref-
erents to objects within the current visualization
are handled (Sun et al., 2010; Gao et al., 2015b;
Narechania et al., 2020), or only referents for
follow-up queries on a current visualization are
tracked (Reithinger et al., 2005; Setlur et al., 2016b;
Hoque et al., 2017; Srinivasan and Stasko, 2017).
As (Shen et al., 2023) concludes, "existing [ap-
proaches] mostly leverage NLP toolkits to perform
co-reference resolution. Although useful, they lack
detailed modeling of visualization elements" or, we
would add, of what has transpired earlier in the

4https://github.com/axa-group/nlp.js/
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dialogue. In contrast to this, we focus on reference
resolution within an environment in which visu-
alizations are dynamically added to and removed
from the screen, and can subsequently be referred
to. This requires accommodating context change,
a notion first introduced by (Webber and Baldwin,
1992) in their discussion of new entities that are the
results of physical processes as in cooking (e.g., the
dough resulting from mixing flour, butter and wa-
ter). In the 30 years since, not much work has been
done on how to accommodate the creation of new
entities5 (see (Wilson et al., 2016) for documents
and (Li and Boyer, 2016) for tutoring dialogues
about programming), and none in the visualization
domain. Note we do not focus on multimodal ref-
erence resolution, another vast area (Navarretta,
2011; Qu and Chai, 2008; Eisenstein and Davis,
2006; Prasov and Chai, 2008; Iida et al., 2011;
Kim et al., 2017; Sluÿters et al., 2022), even if we
will briefly touch on deictic gestures in Section 3.

3 Controlled Dataset: Chicago-Crime-Vis

Our Chicago-Crime-Vis corpus comprises multi-
modal interaction for 16 subjects that explored pub-
lic crime data in our city to better deploy police offi-
cers.6 As noted, they spoke with a human VE who
remotely created visualizations on a large screen,
was not visible and did not speak back. The cor-
pus contains 3.2K utterances. Since the user was
encouraged to reason out loud about the patterns
discovered via visualization, conversational turns
often start with think aloud, followed by what we
call an actionable request (AR) for the VE.

Using ANVIL (Kipp, 2001, 2014), we annotated
449 CARs (contextual actionable requests), cov-
ering 1545 utterances: a CAR consists of setup,
i.e. think aloud prior to the AR (up to and includ-
ing utterances that mention data attributes, if any);
the AR; and the conclusion, the think aloud subse-
quent to the AR (also based on data-attribute men-
tions). While each AR is just one utterance, each of
set-up and conclusion may include more than one
—on average, 1.8 and 2 respectively. (See Table 1,
Chicago-Crime-Vis(H) column for the distribution
of set-ups and ARs annotated in the dataset). Fig-

5Work in formal pragmatics that models extra-linguistic
context exists - e.g. see (Stojnic et al., 2013; Hunter, 2014),
but as far as we know, it has not been used to model references
in actual physical contexts.

6We acknowledge that this task may be fraught in the era
of Black Lives Matter in the United States. This data was col-
lected prior to 2020, when the current awakening as concerns
policing and racism surfaced to public consciousness.

Chicago-
Crime-Vis (H) COVID (A) COVID (T)

Set-up 218 73 149
AR 449 1296 2563

Table 1: Total count of Set-ups and ARs in the 3 user
studies —H: Human; A: Automatic; T: Transcript

ure 2 shows two CARs from our corpus, which we
will use as our running example.

Figure 2: Excerpt comprising two CARs;references
shown in red and slot fillers in green. In CAR #1 visu-
alization "08 − 3" is specified via temporal axis DAY
associated with slot filler "week" and similarly CRIME
for "crimes". CAR #2 creates "09" substituting tempo-
ral axis DAY in "08−3" with MONTH, associated with
slot filler "month of year". The identifiers are internal
to the system but not visible to the users.

Each AR is annotated for user intent with one
of 8 Dialogue Acts (DA) labels (with excellent
intercoder agreement on the 8-way annotation,
k = 0.74), including: WINMGMT for window
management operations, e.g., closing, or minimiz-
ing; CREATEVIS for creating a new visualization
from scratch; MODIFYVIS for creating a new vi-
sualization based on an existing one. The tran-
scribed corpus is publicly available7, and so is an
augmented dataset built to alleviate data scarcity,
comprising a 10-fold increase to 160 subjects cov-
ering approximately 15K utterances obtained via
delexicalization and paraphrasing.

Referring Expression Annotation. We anno-
tated both text (NPs) and gestural references to
visualizations. Hand gestures were coded with var-
ious labels (e.g., the kind of gesture, the objects
pointed to on the screen, and so on); approximately

7https://github.com/uic-nlp-lab/Chicago-crime-vis-
corpus
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Category Setup AR
Overall 19 109
Single Referents 18 86
Single Targets 14 66

Table 2: Chicago-Crime-Vis text reference distribution

a third were identified as referential when they co-
occur with text references. We labeled a total of
294 references in the 449 CAR’s, of which 176
textual, and 118 gesture. We obtained an excellent
intercoder agreement of κ = 0.85 with 2 judges on
the full interaction from one subject. Given lack
of space, and because in our unconstrained setting
gestures were not addressed, we will not discuss
gestures further. Table 2 shows the text reference
distribution where within the 176 text references
(of which 19 appear in set-up, 109 in AR, and 58
in conclusions). We also annotated 680 phrases
as slot fillers corresponding to data attributes (i.e.,
slots) in our knowledge ontology (KO). The KO
was semi-automatically constructed via external
sources such as our city portal, augmented with
synsets extracted from Wordnet8 and Babelnet 9;
it comprises 3.5K total terms categorized into 11
parent types such as CRIME TYPE, NEIGHBOR-
HOOD, TIME etc, of which about half are common
nouns and about half proper nouns pertaining to
Chicago.

4 Co-Reference: Detection, Resolution,
and New Entity Establishment

We briefly discuss the NLP engine (in the context
of the full conversational assistant, see Figure 3),
focusing on its reference resolution component -
full details on the NLP engine can be found in
(Kumar et al., 2020; Kumar, 2022). The NLU
pipeline relies on an information state architecture
with dialogue state tracking. After speech recog-
nition (please see below for further discussion),
traditional parsing and semantic role labeling are
performed, and then a semantic frame is computed
(see below). The dialogue management module is
responsible for: classifying the intent of the user as
one of the 8 DAs mentioned in Section 3; perform-
ing reference resolution; and updating and main-
taining the dialogue history (DH). The NLP engine
transforms the user request (when appropriate) into
an SQL query; and in a visualization specification

8https://wordnet.princeton.edu/
9https://babelnet.org/

that is passed to Vega-Lite210, a separate visualiza-
tion interface software, to create a visualization of
the data returned by the SQL query and add it to
the display.

Figure 3: The Conversational Assistant—in its COVID
incarnation, with two collaborators. The annotated ar-
rows denote the workflow of the architecture, the num-
bers signify the order of events when the users interact
with the conversational assistant.

4.1 Semantic Frame Construction

Each time a visualization is mentioned in the dia-
logue (whether it refers to a previous one or not)
our model looks for slots in the request to form its
semantic frame. We find phrases that are in close
proximity in the embedding vector space to terms
in the KO, by using a domain targeted word embed-
ding model (WEM)11. Subsequently the candidate
words are pruned based on linguistic patterns us-
ing the SpaCy12 dependency parse of the entire
utterance to form the final list of slot fillers. For
example in the AR in CAR #2 in Figure 2, the
prepositional phrase “for months of year” contains

“month” and “year”, both of which are known as
temporal slots in KO. Here, the terms are merged to
form “months of year”, and mapped to the parent
slot MONTH - see User Action (1) in Figure 4.

10https://vega.github.io/vega-lite/
11100-dimensional continuous bag-of-word model trained

on 5GB of online articles and wikipedia pages related to crime.
12http://spacy.io
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Figure 4: The user (inside the circle) currently has visu-
alization "08−3" on the screen and is asking to construct
a new visualization "09"(in dashed lines since it is being
built - visualization identifiers are internal to the system
but not visible to the users). Reference resolution op-
erates in four stages. NLU creates user action (1); the
DM uses DH (2) to create agent action (3); finally the
state tracker updates DH (4).

4.2 Dialogue Manager (DM)

The DM executes a dialogue policy which aside
from making back-end decisions such as forming
an SQL query for data retrieval, also seeks to pop-
ulate unknown frame attribute values - semantic
frames are constructed in response to either a CRE-
ATEVIS or a MODIFYVIS DA, and in the case of
MODIFYVIS, reference resolution may be used
to fill some of those unknown values. When the
semantic frame is complete, the state tracker adds
it as a new entry to the DH while the system also
outputs a json object (which we call a visualization
specification) that instructs Vega-Lite2 to accord-
ingly update the screen.

For example, in Figure 4, in CAR 1, AR #1 "Can
we see the breakdown of the whole week for all
crimes"? has resulted in updating both the DH and
the screen with a new linechart (the new visualiza-
tion "08 − 3"). After AR #1, the DH contains a
single entry for "08− 3" and its specifications in a
frame-slot format, including: the user intent (CRE-
ATEVIS), the type of plot, and its semantic frame
in terms of attributes that were mentioned (crime,
week) - see Dialogue History 2 in Figure 4. Note

that IDs like "08−3" are for internal reference, and
not shown to the user, but are included in Figures 2
and 4 for ease of exposition.

When AR #2 is processed and a MODIFYVIS
DA is recognized, a new frame is created (see
Agent Action 3 in Figure 4); while user in-
tent (MODIFYVIS) and some slots (MONTH) are
filled, others are left empty either because of under-
specification by the user (e.g., axes labels, plot type,
and so on) or they require additional processing by
the DM; in this particular case, the previous visu-
alization "08− 3" will be found as the referent for
this graph and both CRIME will be added as an
additional slot, and the plot type will be inferred to
be line chart (see below) - see Dialogue History 4
in Figure 4.

Next, we describe reference detection and reso-
lution.

4.2.1 Reference Detection
We trained a sequence tagging model to detect
text references (DTR). The model predicts tags
using the standard IOB2 format (i.e., "B-REF"/"I-
REF"/"O-REF" for beginning of / inside / outside
text reference respectively). We trained a simple
CRF model that uses POS tags as features, and
two baseline models, BiLSTM-CRF and BERT-
CRF. Further, to remedy data insufficiency - there
are only 176 text references appearing across 449
CARs in the corpus, we investigated Sequential
Transfer Task Learners and Multi Task Learners,
in both cases, as applied to BiLSTM-CRF and
BERT-CRF. As transfer or additional task, we use
a NER task based on our augmented dataset, which
is also automatically labelled for 23 NER tags,
based on the B/I/O scheme: the "B" and "I" tag
for each of the 11 parent slots in the KO (e.g., B-
visualization, I-visualization) plus "O" tag (the slot
names are known because they are manually la-
belled in the 449 CARs and delexicalization main-
tains their type).

4.2.2 Reference Resolution
To understand to which visualization the current
referring expression refers, we use heuristics based
on recency and similarity. The slot fillers from
the frame of the current referring expression and
from the candidate visualizations in the DH are
transformed into visualization vectors, ie, they are
projected onto an embedding space along 11 di-
mensions, corresponding to the 11 slots in the KO,
using the WEM mentioned earlier. Before compar-
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ing the two visualization vectors, a recency factor is
applied. If n represents the total entries in the DH,
then the visualization vectors of the most recent n

2
entries in the DH are associated with a multiplica-
tive factor of 1.0 signifying that they are equally
preferred. The latter n

2 entries in the DH however
are associated with a linear decrease by a factor of
1
n . Finally, cosine similarity is used to score each
visualization in the DH relative to the referring
expression and the visualization with the highest
score is selected, as long as it exceeds a cut-off of
0.40 (established empirically).

For example in Figure 4, the DH contains only
an entry for "08− 3" (other earlier visualizations
must have been closed and are not relevant any
more). Since the cosine similarity score between
"08−3" and the current semantic structure exceeds
0.4, "08 − 3" is chosen as the referent for this
graph.

4.2.3 New Entity Establishment
Once the referent of the specific referring expres-
sion has been established, a new visualization
("09") is constructed using the referent’s frame rep-
resentation to infer missing information ("08−03").
Explicit information in the current request is used
to replace identical slots: e.g. MONTH, which was
used to resolve the referring expression via WE
embedding and cosine similarity among semantic
structures, replaces WEEK as the temporal axis
in "09". Information that is unspecified in the re-
quest but present in the referred-to visualization
is imported to establish the new visualization; in
this particular case, CRIME is added to the slot list
because "08− 3" of the previous request includes
it. Finally, to generate the new visualization corre-
sponding to a referring expression, the chart type
(heat map, line chart, or bar graph) also needs to
be inferred; it is simply copied from the referent,
resulting in the new linechart "09" being added to
the screen, and the updated entry being added to
DH (#4 in Figure 4).

5 Constrained Evaluation on
Chicago-Crime-Vis

The results we present now were obtained by man-
ually evaluating the pipeline, which was run on the
transcribed Chicago-Crime-Vis data in an offline
manner: hence, we did not have to contend with
speech errors, or with error propagation, since for
every utterance, the DH up to that point was reset
to a correct state if necessary. Currently, our model

focuses on references occurring in setup and AR for
detection, and in AR only for evaluation of seman-
tic frame correctness. Additionally, we focus on
single referents and single targets: e.g. in "Can you
bring up the graph behind the River North one?"
the user refers to two visualizations; whereas "well
I would like to see battery by day of week, bat-
tery by month, and battery by year." results in 3
new corresponding visualizations. However, our
model only adds one of these visualizations to the
dialogue history (DH) as part of the evaluation. Ta-
ble 2 presents text reference counts only for setup
and ARs (hence, excluding 58 references in con-
clusion). Single referents account for about 94.7%
of references in setup and for about 80% of those
in ARs. Finally, when filtering on single targets,
we are left with the 80 text references (last row in
table) on which we will focus.

5.1 Detection
Notwithstanding the lack of training data, the CRF
performed the best, achieving a 61.2% F1 on the B-
REF, I-REF, O-REF task. This is statistically signif-
icantly better than any other models (the next best
is Multitask BERT-CRF with F1= 43.5%). Hence,
the CRF model is used in the subsequent steps in
the pipeline. The five-fold cross validation accu-
racy of this CRF model on the Chicago-Crime-Vis
data is shown in Table 3.

5.2 Resolution
Accuracy on resolving text references for varying
WINDOW sizes is shown in Table 4. If one only
takes into account the visualization introduced by
the preceding AR (recall that we currently don’t
deal with multiple references), accuracy is 85.3%
for set-up and 74.4% for AR. Interestingly, in the
Chicago-Crime-Vis corpus, users also refer to the
most recent visualization over 75% of the time.
However, when we provide unlimited window size
(∞ means all referent visualization candidates are
eligible), resolution of references in ARs decreases;
this suggests our linear decay function may need
further tuning to better model the user preference
behavior.

5.3 Semantic Frame Accuracy
We report the performance of semantic structure
construction as concerns CREATEVIS and MODI-
FYVIS AR’s. Our model achieved a slot accuracy
metric (Takanobu et al., 2020) of 66.2% for seman-
tic slots: this concerns the specification of the slots
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Chicago-
Crime-Vis COVID (A) COVID (T)

Set-up 60.0 50.0 33.3
AR 55.0 25.0 45.8

Table 3: Evaluation of reference detection model.
Chicago-Crime-Vis: five-fold cross validation accuracy
calculated on Single Targets of Table 2; COVID (A):
Accuracy in real-time user study; COVID (T): Accuracy
on correct transcripts of real-time user study. COVID
(A) and COVID (T) evaluated on a significant sample
size

Setup Window AR Window
1 ∞ 1 ∞

Chicago-
Crime-Vis 85.3 85.3 74.4 68.3

COVID (T) - - 36.3 54.0

Table 4: Resolution accuracy for varying window sizes.
COVID (T) evaluated on a significant sample size

of the Visualization Frame(VH) in the DH, and in-
cludes slots that were explicit in the utterance, and
those that were inferred. Given the example in Fig-
ure 2, for "08− 3" the two slot values are "crime"
and "week", and for "09" "month" (explicit) and
"crime", inferred via reference resolution. Table 5
reports the number of VFs for which a certain per-
centage of slots has been correctly recognized, by
quartile. The 100% quartile is equivalent to the
Joint Goal Accuracy (JGA) metric used in some of
the Dialogue State Tracking challenges, which com-
pares the predicted dialog states to the ground truth
at each dialog turn, and the output is considered
correct if and only if all the predicted values exactly
match the ground truth (Takanobu et al., 2020). For
the Chicago-Crime-Vis, these were manually an-
notated when annotating for references, and the
results are computed by evaluating the resolution
pipeline turn by turn, with the gold-standard DH up
to the previous turn: in 131 of those (55%), all slots
were correctly recognized; in 83% of these VFs,
at least 75% of the slots were correct; only in 17
(7%) of these 238 VFs, no slots were correctly rec-
ognized. Beyond Joint Goal Accuracy, we report
partial accuracy to provide a more nuanced anal-
ysis of the assistant’s performance, which cannot
be simply measured in a binary "Correct/Incorrect"
fashion: in an dialogue based application for data
exploration like ours, a partially recognized vizual-
ization frame can generate charts which may help
the users move forward. Papers exploring similar
views are Selfridge et al. (2011) and Schlangen

0% 25% 50% 75% 100% Total
(JGA) VF

Chicago-
Crime-Vis 17 5 19 66 131 238

COVID (A) 22 1 25 8 66 122
COVID (T) 23 4 25 15 75 142

Table 5: Distribution of Visualization Frames wrt %
correct slots. COVID (A) and COVID (T) evaluated on
a significant sample size

et al. (2009), where partial speech recognition and
reference resolution were found to be beneficial
for dialogue systems that react satisfactorily to the
user.

6 Unconstrained setting: User studies in a
COVID domain

A realistic evaluation of the NLP Architecture was
conducted through user studies: pairs of partic-
ipants interact with the conversational assistant
(Art-COVID-Asst) to perform two open-ended ex-
ploratory data analysis tasks, concerning which
factors may affect COVID mitigation strategies,
such as access to doctors or elderly population.
Overall, 15 groups of 2 participants, performed the
two tasks in a specified sequence, within a time
limit of 25 minutes per task. The participants, aged
18+ , were recruited from UIC and were mostly
graduate students. With their consent, we audio
and video recorded them, and collected logs gen-
erated by the back-end code of Art-COVID-Asst
for analysis purpose. As shown in Figure 1, they
are sitting and wearing a mike; also, each has a
mouse with which they are able to reposition and
click the visualizations on the screen. We encour-
aged the users to freely interact with each other
and with Art-COVID-Asst, and we did not provide
specific instructions about the tasks, the interface,
or the collaboration. The system is designed to
"always listen" to the participants, whether or not
they are addressing the assistant directly. This is
implemented using the Web Speech API13.

It was relatively simple to port Art-City-Asst to
Art-COVID-Asst (Figure 3 shows the architecture)
and mostly required to update the KO. For the
COVID data, we identify 13 semantic slots like
“COVID vulnerability rank", “Access to doctors",
"Diabetes risk", “Uninsured rate" etc. and the pos-
sible values for these slots. As earlier, we enlarged
the KO with synonyms for each slot and their val-
ues by using Wordnet and Babelnet to generate

13https://wicg.github.io/speech-api/
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these synonyms. The generated KO has a vocabu-
lary of 710 terms. This, as we describe in Section 4
forms the backbone of semantic slot filling and new
entity establishment. We keep the same Dialogue
Manager as before and use the best Reference De-
tection model built using the Chicago-Crime-Vis
corpus, namely, the CRF model. The Reference
resolution algorithm also remains the same. Finally
for screen rendering of the generated charts, the rel-
evant data obtained from the database is converted
to Vega-Lite grammar.

6.1 Findings of the User Study

To evaluate the reference detection and resolution
pipeline in this setting, in principle we only need
the log of the interactions to assess real-time per-
formance wrt the utterances from the conversations
of the participants. However, after we realized that
speech recognition errors were a major bottleneck
in the real-time study, we conducted additional ex-
periments on the transcripts. These are generated
using the Whisper speech recognition model 14 fol-
lowed by light manual inspection. The corrected
transcripts are then fed to the back-end code of the
conversational assistant and new logs are gener-
ated. We name this version of the user study data
as COVID (T) (for Transcript), while the real-time
logs are named COVID (A) (for Automatic).

Since, as we noted earlier, reference detection
applies to set-up and ARs, Table 1 shows the distri-
bution of setups and requests in these two versions
along with those from the Chicago-Crime-Vis cor-
pus. An important difference is that set-ups and
ARs for Chicago-Crime-Vis were manually anno-
tated, whereas these are the results of automatic
recognition for the COVID study (whether A or T).
The table shows that there are many more set-ups
in the Chicago-Crime-Vis data; this difference is
significant, as confirmed by χ2 = 489.9511, p <
0.00001 (with Bonferroni correction). There may
be various reasons for this, one being that the classi-
fiers that recognize setup and ARs were trained on
the augmented Chicago-Crime-Vis corpus and per-
form worse here to start with. However, it is also
possible that in fact, think aloud that feels natural
when somebody is by themselves is not in a collab-
orative situation: a set-up by definition doesn’t talk
about a data attribute, but we surmise that the two
collaborators are more focused on data attributes

14https://github.com/openai/whisper - it became available
in September 2022, after our conversational assistant was
developed and hence could not be used for the user study.

than on thinking aloud, precisely because they are
interacting with another person.

For the purpose of the evaluation, we need to
manually verify the results returned by the refer-
ence pipeline. Given the size of the data, we obtain
two samples, one from COVID (A) (# utterances:
3096) and one from COVID (T) (# utterances:
8440). A significant sample size is computed for
both with 95% confidence interval and 5% mar-
gin of error. This results in a random sample of
340 (11%) utterances for COVID (A), and of 370
(4.38%) utterances for COVID (T). Subsequently,
we use COVID (A) and COVID (T) to refer to these
samples of the respective groups, not to the whole
group; all evaluation and analysis are done on these
samples only.

6.1.1 Reference Detection
Table 3 shows the accuracy of the detected refer-
ences in Set-up and Request utterances of COVID
(A) and COVID (T). As expected, the performance
degrades in a real-time user study scenario. Unlike
the controlled study setting with one participant,
when two people collaborate for an exploratory
task, three things happen. First they talk to each
other; next, they make requests to the system and
finally they draw conclusions. These make refer-
ence detection in utterances extremely complex. In
the case of COVID (A), we also attribute the lack
of accuracy to speech-recognition errors.

6.1.2 Reference Resolution
We limit the evaluation of the reference resolution
pipeline to COVID(T) as there were no references
resolved during the actual study—DAs of around
44% of those utterances with detected references
were misclassified (note that useful visualizations
may have been created all the same in response to
those specific utterances, but not because a refer-
ence resolution was resolved). After conducting
a thorough manual inspection of the issue we find
the speech recognition errors to be the major road-
block yet again. However using the corrected tran-
script (COVID (T)) we get a comparatively better
performance as shown in Table 4. Since in this
study setting, only ARs where references are de-
tected are resolved, we limit our evaluation to ARs
only. Contrary to the constrained Chicago-Crime-
Vis setting, where considering only the previous
AR was the better strategy, here limiting window
size to 1 results in lower accuracy. We observe that
in a more real scenario, especially when two peo-

377



ple are involved in the conversation, there are more
relevant entries in the dialogue history. This may
also be due to the nature of the interaction with
the large screen: in Chicago-Crime-Vis, the user
was standing in front of the large display, and often
fairly close so that they would in fact mostly focus
on only a portion of the display; in the COVID
study, the two collaborators were sitting at about 6
ft from the screen (see Figure 1), and hence all visu-
alizations on the screen are more readily available
to them.

6.1.3 Semantic Frame Accuracy
For the user study settings of Art-COVID-Asst, VFs
were recognized for utterances having DAs CRE-
ATEVIS and MODIFYVIS. Similar to what we ob-
served in the controlled setting of Chicago-Crime-
Vis (as described in Section 5.3) in Table 5, more
than 50% VFs had all their semantic slots recog-
nized as fully correct in the unconstrained settings
with Art-COVID-Asst. In fact, we see compara-
ble performances of COVID (A) and COVID (T)
across all quartiles. This shows that irrespective of
the problematic performance of the speech-to-text
algorithm, more than 60% VFs had 75% or more
slots correctly filled and more than 80% VFs had
at least 50% slots correctly identified. This also
explains the reasonable success of the user study
that we observed despite the subpar performance
of the speech-to-text algorithm. This is attested by
questionnaires the users filled. On a 5 point Likert
scale, mean scores of 4 and 3 were respectively
obtained for usefulness of the charts generated, and
for ease of command system use.

7 Conclusions and Future Work

We have presented a reference resolution model
for conversational assistants that help user in ex-
ploratory data visualization. In particular, the
model resolves visualization references in the con-
text of the current interaction, crucially tracking
visualizations constantly being added to the screen.
The model is central to the creation of new visual-
izations: visualization features encoded in the DH
as slot values, help the model know how to refer to
a visualization later on. We have also shown how
the initial assistant, Art-City-Asst, was ported to
a completely different domain. We presented the
evaluation of the reference pipeline in both settings,
the constrained Chicago-Crime-Vis and the "wild"
COVID setting, in which two collaborators were
exploring COVID data. We are fully aware that

our results are not compared to an external base-
line, but we contend that evaluations in grounded
settings are important, and do not require creating
some artificial baseline or evaluating the pipeline
on existing reference resolution datasets.

Not surprisingly, the user evaluation brought sev-
eral issues to the fore. First, we discovered that the
speech API that we had chosen did not work very
well (it would have been impossible to change it
during the user study even if we had noticed it).
Whereas this is unfortunate, we were able to ob-
tain correct transcripts and run a second evaluation.
Second, the nature of the interaction and the setting
affected the conversations and the results: for ex-
ample, we found many fewer set-ups in the COVID
data, but on the other hand, more references to
referents further back in the conversation.

Potential extensions for future work include
ways to better model user behavior for referring to
more distant visualizations and using sophisticated
machine learning approaches in our resolution al-
gorithm to take advantage of the rich visualiza-
tion feature space in our case. Additionally, in the
COVID user study users don’t use hand gestures
to interact with the screen, however they do use
their mouses to click and reposition visualizations,
hence bringing multimodality to the fore; not to
mention gaze that can be approximated with head
movement tracking, that another researcher in the
group is investigating (see the instrumented caps in
Figure 1).

Finally, as we had mentioned in the introduction,
our goal was to evaluate our assistant in a realis-
tic user study, and not jump into experiments with
Large Language Models. However, we have started
experiments in that respect, both as concerns the
specific modules in our pipeline (for example, the
embeddings of the semantic slots) and the system
as a whole. So far, we have noticed that while Chat-
GPT (released exactly after we finished the COVID
user study) is able to generate charts in response
to specific language instructions, if appropriately
connected to visualization software, it is not able to
resolve referring expressions, i.e., to create a new
visualization whose specification is partly derived
from the referent. But this will be the topic of a
future paper.
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Abstract

Conversational search provides a natural in-
terface for information retrieval (IR). Recent
approaches have demonstrated promising re-
sults in applying dense retrieval to conversa-
tional IR. However, training dense retrievers re-
quires large amounts of in-domain paired data.
This hinders the development of conversational
dense retrievers, as abundant in-domain con-
versations are expensive to collect. In this pa-
per, we propose CONVERSER, a framework for
training conversational dense retrievers with
at most 6 examples of in-domain dialogues.
Specifically, we utilize the in-context learning
capability of large language models to generate
conversational queries given a passage in the re-
trieval corpus. Experimental results on conver-
sational retrieval benchmarks OR-QuAC and
TREC CAsT 19 show that the proposed CON-
VERSER achieves comparable performance to
fully-supervised models, demonstrating the ef-
fectiveness of our proposed framework in few-
shot conversational dense retrieval.1

1 Introduction

Conversational information retrieval (CIR) has
been an important area of research in recent years,
aiming to retrieve relevant information from a large
corpus of text in a conversational format. It has
gained considerable interest due to its potential to
deliver information in a natural format in response
to a user’s queries. Unlike traditional IR, CIR
poses distinctive challenges, including its multi-
turn and context-dependent nature, which require
more nuanced approaches (Yu et al., 2021; Fang
et al., 2022).

Dense retrieval methods have demonstrated their
ability to understand the semantics of complex user
queries and shown promising performance on open-
domain retrieval (Karpukhin et al., 2020). One

1All source code and generated datasets are available:
https://github.com/MiuLab/CONVERSER

of the major obstacles to conversational dense re-
trieval is the scarcity of training data, given the
high cost and extensive time to collect high-quality
information-seeking conversations (Adlakha et al.,
2022). Previous work has explored various ap-
proaches to address this issue (Dai et al., 2022;
Kim et al., 2022). However, most methods still rely
on the assumption that a large amount of in-domain
data is present and build data augmentation models
upon it.

In this paper, we aim to develop a few-shot con-
versational dense retrieval model that can effec-
tively retrieve relevant passages based on a small
number of in-domain dialogues. To achieve this,
we leverage the in-context learning capability of
large language models (LLMs) to generate syn-
thetic passage-dialogue pairs with few-shot demon-
strations. Specifically, in-domain passages are sam-
pled from the retrieval corpus, and dialogues are
synthesized by asking LLMs to generate a series of
queries based on a few examples. We also employ
a self-consistency filtering mechanism to automati-
cally discard inconsistent generated queries, ensur-
ing the accuracy and reliability of the generations.

We conduct experiments on two benchmark
datasets, including OR-QuAC (Qu et al., 2020)
and TREC CAsT 19 (Dalton et al., 2019). The
experimental results demonstrate that our proposed
framework, CONVERSER, performs comparably to
fully-supervised models that are trained on thou-
sands of annotated dialogues while using only 6
examples at most. Furthermore, analyses show
that CONVERSER rivals other data augmentation
methods that utilize full in-domain datasets, demon-
strating its effectiveness.

2 Related Work

Conversational Dense Retrieval Conversational
dense retrieval poses a unique challenge in that the
questions are context-dependent. Prior works have
explored various modeling techniques for conver-
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sational history to address this challenge (Huang
et al., 2018; Choi et al., 2018; Yeh and Chen, 2019;
Chiang et al., 2020). However, these works only
examined the modeling ability for conversational
question answering (CQA), where the relevant pas-
sages are provided.

More recently, Qu et al. (2020) proposed
OR-ConvQA, which extends CQA to the open-
domain setting where a retrieval module is re-
quired. ConvDR (Yu et al., 2021) utilizes an ad-
hoc dense retriever and manually rewritten context-
independent queries for training few-shot retrievers
and rerankers, while our method does not require
an ad-hoc model and additional annotation. Oth-
ers have explored various methods for encoding
conversational queries (Li et al., 2021; Fang et al.,
2022; Wu et al., 2022; Liang et al., 2022), which
are orthogonal to our work.

2.1 Synthetic Data Generation for Dense
Retrieval

Due to the data-hungry nature of dense retrievers,
synthetic data generation for dense retrieval has
drawn considerable interest.

Previous works have worked on generating
information-seeking conversations via transform-
ing documents (Dai et al., 2022; Kim et al., 2022)
or web search sessions (Mao et al., 2022). However,
these methods all require training query generators
with conversational data, which does not mitigate
the data scarcity issue. Our method requires only
6 in-domain dialogues with their relevant passages
and demonstrates comparable performance to mod-
els trained on thousands of manually annotated
dialogues.

InPars (Bonifacio et al., 2022) and Promptaga-
tor (Dai et al., 2023) are the most closely related
works to our method. They both proposed to gener-
ate synthetic queries with LLMs from few-shot ex-
amples, which achieved comparable performance
to supervised methods in dense retrieval. Inspired
by these works, our method further extends few-
shot query generation to the conversational setting.
We propose novel techniques for generating con-
versational queries and show that they are crucial
to handle the unique challenges of conversational
dense retrieval.

3 Proposed Method: CONVERSER

We propose few-shot conversational dense retrieval
with synthetic data generation, CONVERSER,

which aims to generate synthetic conversational
queries given few examples. More formally, given
a conversational retrieval task T , its retrieval corpus
PT , and k examples, we aim to generate synthetic
conversational query-passage pairs {Ĉ1, · · · , Ĉn}
for training dense retrievers.

3.1 Few-Shot Conversational Query
Generation

The core of our method is few-shot query gener-
ation. We leverage the in-context learning ability
of LLMs (Brown et al., 2020) to generate conver-
sational queries. Specifically, we start with k ex-
amples {C1, C2, · · · , Ck}, where each Ci is a con-
versation represented as a series of query-passage
pairs, (q1i , p

1
i ), · · · , (qni

i , pni
i ), with ni denoting the

length of Ci. Using these examples, we construct
the following template T as a few-shot demonstra-
tion for LLMs:

[
(pn1

1 , q11, · · · , qn1
1 ), · · · , (pnk

k , q1k, · · · , qnk
k )

]

Note that we always choose the relevant passage
that corresponds to the last query in the examplar,
indicating that the last query qni

i is generated given
pni
i and previous queries q1i , · · · , qni−1

i .
The generation process for a synthetic conver-

sation starts with randomly sampling a passage p̂
from the retrieval corpus, i.e., p̂ ∼ PT . We con-
catenate the template and the sampled passage to
form an input text sequence [T , p̂]. An LLM is
employed for generating synthetic queries. It is
expected to generate the first query q̂1 that is rele-
vant to p̂ based on the provided examples. We then
append q̂1 to the input sequence, forming the input
sequence for generating the next query q̂2, and so
forth. We sequentially perform the generations for
a conversation until a predefined number of turns
is reached.

3.2 Two-Stage Generation

One unique characteristic of conversational queries
is that the queries are context-dependent (Choi
et al., 2018) except for the first query, which should
be a self-contained query without any ambiguity.
To address this difference, we propose to split the
generations into two-stage: first query generation
and follow-up query generation. When generat-
ing the first query for each conversation, we use
an alternative template T1 =

[
p11, q

1
1, · · · , p1k, q1k

]
,

which contains only the first queries and their rel-
evant passages of the examples. We then replace
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Context: {ex_passage1} Question: {ex_q1} …
Context: {ex_passagek} Question: {ex_qk}
Context: {passage} Question:

1st-Turn Prompt

Write follow-up questions that have answers in the context in continuation of the previous questions. 
Context: {ex_passage1} Question: {ex1_q1} Follow-up Question: {ex1_q2} ... Follow-up Question: {ex1_qn} ... 
Context: {ex_passage_k} Question: {exk_q1} Follow-up Question: {exk_q2} ... Follow-up Question: {exk_qn}
Context: {sametopic_passage} Question: {generated_q1} Follow-up Question:

Following-Turn Prompt

Open-Domain 
Conversational 

Retriever

Q1: …
Q2: …

:
Qn: …
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Figure 1: Illustration of our proposed framework.

T1 with T for generating all the follow-up queries.
In practice, we found that this two-stage approach
reduces the number of generated first queries that
are not self-contained and thus ambiguous.

3.3 Passage Switching
In a conversation, relevant passages may vary for
different queries. To this end, we incorporate pas-
sage switching into the generation process. We
randomly replace the current passage p̂ with a re-
lated passage p̂′ in each turn with a probability pps.
The LLM is expected to generate queries based on
the new passage.

3.4 Consistency Filtering
The generation process sometimes generates
queries that are nonsensical, degenerated, ambigu-
ous, or not grounded by the given passage. We
adopt a filtering mechanism via ensuring round-
trip consistency (Alberti et al., 2019). We follow
the procedure in Dai et al. (2023), where an initial
retriever is trained on all synthetic query-passage
pairs. For each synthetic pair (q̂, p̂), we use the ini-
tial retriever to retrieve the most relevant passages
for q̂ from PT . We keep the pair (q̂, p̂) only if p̂ is
in the top-k retrieved passages.

4 Experiments

To evaluate if our generated conversational ques-
tions can help train a conversational retriever, we
conduct experiments on a conversational question
answering dataset, OR-QuAC (Qu et al., 2020), and
a conversational search benchmark, TREC CAsT-
19 (Dalton et al., 2019).

4.1 Experimental Setup
We describe our experimental setup in the section.
Additional details can be found in Appendix A.

Few-Shot Examples We manually select 6 ex-
amples for OR-QuAC and 5 examples for CAsT-19
and use the same set of examples in all experiments.
Due to resource constraints, we use the remaining
15 conversations for evaluating on CAsT-19 with-
out performing 5-fold cross-validation.

Generation We employ LLaMA-13B (Touvron
et al., 2023) as our pretrained LLM, which is
not instruction-tuned and is open to the research
community. We use nucleus sampling (Holtzman
et al., 2020) for decoding and set top_p = 0.95,
temperature = 0.75. We generate 427k turns (61k
conversations) for OR-QuAC and 230k turns (32k
conversations) for An example of generation results
can be found in Section 5.

Retrieval Corpus We generate synthetic conver-
sations based on the retrieval corpus for each task
respectively. For OR-QuAC, we use the provided
11M passages from English Wikipedia. For TREC
CAsT-19, we use the official passage collection,
which consists of 8M webpage passages from MS-
MARCO (Bajaj et al., 2016) and 30M Wikipedia
passages from TREC-CAR (Dietz et al., 2017).

Model Details We follow the procedures from
DPR (Karpukhin et al., 2020) to train our retriev-
ers and use BERT-base as the pretrained model.
We concatenate all previous queries and the cur-
rent query as the input to the retriever. Additional
details can be found in Appendix A.
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Method OR-QuAC CAsT-19
MRR@5 R@5 MAP@10 MRR NDCG@3

Supervised OR-ConvQA (Qu et al., 2020) 22.5 31.4 - - -
Supervised DPR 50.5 64.7 49.7 29.4 19.1
Few-Shot CONVERSER (Ours) 49.6 63.4 48.7 35.8 21.4

Table 1: Evaluation results (%). We report the result of OR-ConvQA from the original paper.

Method OR-QuAC
MRR@5 R@5

OR-QuAC 50.5 64.7
WikiDialog (31k) 44.6 58.2

CONVERSER (31k) 46.8 61.5
- Two-Stage 45.1 59.9
- Consistency Filtering 45.2 59.8
- Passage Switching 45.6 58.1
- Only 1-Shot 42.1 55.2

Table 2: Results of ablation study. We use the identical
training procedure and training data size for each exper-
iment to make them comparable.

Baseline Systems

• OR-ConvQA: A supervised dense retriever
trained on OR-QuAC (Qu et al., 2020).

• DPR: We train a DPR model (Karpukhin et al.,
2020) on the training set of OR-QuAC for a fair
comparison.

4.2 Main Results

Table 1 shows the experimental results. Note that
both ConvDR and WikiDialog utilized multiple ad-
ditional datasets and techniques, which are comple-
mentary to our method. On the OR-QuAC dataset,
our proposed CONVERSER outperforms the su-
pervised baseline OR-ConvQA by a large margin
and performs comparably to the supervised DPR
trained on OR-QuAC. This result demonstrates the
effectiveness of our few-shot generation strategy,
as our model trained on a synthetic dataset based
on only 6 annotated examples can rival the per-
formance of supervised DPR, which is trained on
4000 annotated dialogues.

On CAsT-19, CONVERSER outperforms super-
vised DPR, which is trained on OR-QuAC. This
shows that our task-specific generation strategy can
effectively synthesize conversational queries on a
new task given a few examples of the new task. Our

proposed method provides better adaptability with-
out requiring another supervised dataset as done in
conventional transfer learning.

4.3 Ablation and Comparative Study

We conduct an ablation study on different settings
of our proposed method, where we remove one
component at a time to validate its effectiveness.
We also compare our method with two datasets:
OR-QuAC and WikiDialog (Dai et al., 2022). To
ensure the results are comparable, we limit the
size of every dataset to 31k turns, which is the
same as the training set of OR-QuAC. The training
process and hyperparameters are also identical for
all datasets. For WikiDialog, we subsample the
original WikiDialog dataset and use it to fine-tune a
retriever, without further fine-tuning on OR-QuAC.
The results are shown in Table 2.

Given the same number of synthesized turns, our
CONVERSER outperforms WikiDialog, which re-
quires supervised conversational datasets for train-
ing a query generator. This result validates the
effectiveness of our proposed few-shot generation
method. The ablation study demonstrates that all
of our proposed components contribute to the im-
provement.

4.4 Effect of Generated Data Size

We explore the impact of the generated data size
on the performance, where we conduct a series of
experiments, systematically varying the number
of generated turns used for training presented in
Figure 2. It clearly illustrates that as the number
of turns increases, the system’s performance im-
proves significantly. This finding highlights the
crucial role of conversational data in enhancing the
effectiveness of our model.

5 Qualitative Study

We present a generated example in Table 3 to per-
form qualitative analysis. WikiDialog is capable of
generating follow-up questions. However, it often
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Generated Question Example

Title Palazzo Primoli
Passage Palazzo Primoli Palazzo Primoli is a Palazzo in Rome, Italy. It is owned by the city of Rome and houses

several museums and collections. The palazzo was built in the seventeenth century. In 1901 Count
Giuseppe Primoli (1851–1927) became its sole owner. He extended and partly modernised the palazzo
with a new facade and entrance between 1901 and 1911. The Count’s maternal grandparents were
Charles Lucien Bonaparte and Zénaïde Bonaparte, and the Count brought together a collection of objects
(now the Museo Napoleonico), documenting the relationship between Rome and the Bonaparte family.
He also was an avid photographer. In 1927 Giuseppe Primoli donated the palazzo and his collections to
the municipality of Rome. The Museo Napoleonico is located on the palazzo’s ground floor, and the
third floor is occupied by the Museo Mario Praz, the former residence of Mario Praz. Also located in the
palazzo are the Count’s library and photographic archive.

WikiDialog Q1: What is known about Palazzo Primoli?
Q2: Are there any other interesting aspects about this article?
Q3: When was it built?
Q4: Who were the previous owners of the palazzo?
Q5: What was his role in the palazzo?
Q6: What is the most interesting aspect of this article?

CONVERSER Q1: What is the name of the building that houses the Museo Napoleonico?
Q2: What is the Palazzo Primoli best known for?
Q3: What year was it donated?
Q4: What famous collection was donated?
Q5: What other collections are housed in this museum?
Q6: Who was the Count’s maternal grandparents?

CONVERSER Q1: What is Palazzo Primoli in regards to Rome?
only 1 example Q2: What is the Palazzo Primoli’s collection of objects?

Q3: What is the Museo Napoleonico?
Q4: What was the Count’s library?
Q5: What was the Count’s photographic archive?

Table 3: A qualitative example from WikiDialog, CONVERSER, and CONVERSER with only 1 example.

Figure 2: MRR@5 with regard to different number of
generated turns on OR-QuAC.

generates generic queries, such as Are there any
other interesting aspects about this article. On the
other hand, CONVERSER with only 1 example suf-
fers from a lack of diversity. Due to limited demon-
strations, it generates queries that are very similar
to the only example it is given. Our proposed CON-
VERSER can generate a context-independent first
question and follow-up questions, demonstrating
its effectiveness.

6 Conclusion

This paper introduces CONVERSER, a synthetic
data generation method for training few-shot con-
versational dense retrievers. We leverage the in-
context learning capability of LLMs and propose
techniques that are designed for generating conver-
sational queries. Experimental results demonstrate
that our proposed CONVERSER achieves compara-
ble performance to fully-supervised models while
only requiring 6 annotated examples. Further anal-
yses demonstrate that our method outperforms a
fully-supervised data augmentation method. Future
work could explore instruction-following LLMs,
better filtering mechanisms, and synthesizing spe-
cialized data for conversational dense retrieval,
such as query rewrites.
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A Implementation Details

Generation Text generation with language mod-
els often results in degeneration, i.e., repeating the
same text sequence. Hence, we heuristically filter
out degenerated generations. Initially, we exam-
ined the generation quality of LLaMA-7B. How-
ever, it showed an increased amount of degener-
ation and queries of lower quality. We have also
tried several open-source instruction-tuned LLMs.
To our surprise, these models failed to generate con-
versational queries given instructions, with or with-
out few-shot examples. Using instruction-tuned
LLMs for conversational query generation could
be a direction for future exploration. Generations
are conducted on 2 NVIDIA V100 GPUs. Generat-
ing one conversation takes roughly 10 seconds on
a single GPU.

Training Details All retrievers are trained with
a batch size of 64 queries. We use in-batch neg-
atives as it is found to be important (Karpukhin

et al., 2020). We train all retrievers for 10 epochs
with a learning rate of 2e-5. To reduce GPU mem-
ory consumption, we use the DPR implementation
with gradient cache (Gao et al., 2021), enabling
larger batch size. The training process is done on 4
NVIDIA 2080Ti GPUs.

Evaluation Details We evaluate the models on
the test sets of the evaluation datasets. There are
20 conversations for evaluation in CAsT-19. Pre-
vious work has conducted 5-fold cross-validation
to address the lack of training in CAsT-19. How-
ever, due to resource constraints, we could not run
generations for 5 different sets of examples. Hence,
we manually select 5 conversations for building
the few-shot examples and use the remaining 15
conversations for evaluation.

We report the most commonly-used evalua-
tion metrics on each dataset: MRR@5, R@5,
and MAP@10 for OR-QuAC, and MRR and
NDCG@3 for CAsT-19.
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Abstract
This paper addresses the task of speaker role
identification in call centre dialogues, focus-
ing on distinguishing between the customer
and the agent. We propose a text-based ap-
proach that utilises the identification of the
agent’s opening sentence as a key feature for
role classification. The opening sentence is
identified using a model trained through active
learning. By combining this information with
a large language model, we accurately classify
the speaker roles. The proposed approach is
evaluated on a dataset of call centre dialogues
and achieves 93.61% accuracy. This work con-
tributes to the field by providing an effective
solution for speaker role identification in call
centre settings, with potential applications in
interaction analysis and information retrieval.

1 Introduction

Speaker role identification is a fundamental process
that involves recognizing different speaker roles
in a conversation. Its significance has grown in
various settings, such as call centres, where distin-
guishing between agents and customers in a call
transcript is critical. Speaker role identification
has numerous uses, including interaction and dia-
logue analysis, summarisation, and information re-
trieval (Lavalley et al., 2010; Jahangir et al., 2021).
This paper concentrates exclusively on speaker role
identification in call centre conversations. Table 1
demonstrates an example of the input and output
of this process.

In our application, speaker role identification
takes place after speaker diarisation, where speaker
turn information has been added to the transcripts.
Within a call centre dialogue, two specific roles
are present: the customer and the agent. While a
typical call involves a single customer and a sin-
gle agent, it is common for calls to involve more
than one customer (as in Table 1), or more than
one agent (such as when an agent transfers a cus-
tomer to another agent). Identifying speaker roles

Sample input dialogue:
Person_01 hello
Person_02 hello good morning is that

[NAME]
Person_01 if you hang on a sec while i just

get him
Person_02 sorry
Person_01 who’s calling
Person_02 it’s [NAME] calling you from

[ORG] it’s for an application
Person_03 oh hi there hi
Person_02 hi [NAME] it’s just for an appli-

cation
Person_03 yes this is [NAME] yes . . .

Table 1: An example input of identifying speaker roles.
The output should indicate that Person_01 and Per-
son_03 are the Customers, and Person_02 is the Agent

is a challenging task due to various factors, such
as transcription errors, interruptions, repetitions,
multi-party conversations, and diverse topics.

Numerous studies have been undertaken to ad-
dress the issue of speaker role identification. These
efforts involve utilising text-based features (Barzi-
lay et al., 2000; Liu, 2006; Wang et al., 2011; Sapru
and Valente, 2012; Flemotomos et al., 2019), or
employing multimodal approaches that integrate
both text and audio features (Rouvier et al., 2015;
Bellagha and Zrigui, 2020; Guo et al., 2023). In
both cases, the goal is to classify each speaker in a
conversation into a predefined role category. This
classification task is typically accomplished using
machine learning algorithms that are trained on
labelled datasets, which consist of conversations
where each speaker is annotated with their corre-
sponding role category. This paper focuses on the
text-based approach and formulate the task as a
binary classification problem, with the categories
being “customer” and “agent”.

In call centre dialogues, distinguishing between
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the agent and the customer can be achieved by ex-
ploiting the language differences between them.
The call centre agent typically starts the conversa-
tion by introducing themselves as a representative
of their company or organization, which is referred
to as the “opening sentence”. We propose utilising
the identification results of the opening sentence
to identify the speaker roles. By combining this
information with a large language model, we can
accurately classify the speaker roles in call centres.

This paper makes the following two key contri-
butions:

• We propose a model for predicting the open-
ing sentence used by call centre agents, and
provide details on how to efficiently construct
the training data for this task using active
learning.

• We introduce a practical approach for identify-
ing the speaker roles in call centre dialogues
by combining the opening sentence identifica-
tion with a large language model.

The remainder of this paper is organised as fol-
lows. Section 2 provides a brief overview of the
related work. Section 3 presents details of our
methodology. Section 4 describes the experimental
results and discussions. Section 5 concludes the
paper and points to avenues for future work.

2 Related Work

Text-based speaker role identification often takes
the form of a text classification task, aiming to
categorise each speaker in a conversation into pre-
defined role categories. Traditionally, text clas-
sification has been accomplished using machine
learning algorithms trained on labelled datasets.
However, with the advent of the Transformer neu-
ral network (Vaswani et al., 2017), many studies
have adopted pre-trained large language models for
text classification (Devlin et al., 2019; Liu et al.,
2019; Yang et al., 2019). Fine-tuning these pre-
trained models still requires a certain amount of
labelled data. Active learning provides a means to
quickly build labelled data by involving the model
in the data labelling process (Settles, 2010).

On the other hand, zero-shot text classification
is an approach that requires no labelled data at
all (Pourpanah et al., 2022). In this method, a
model is trained on a set of existing labelled ex-
amples and can subsequently classify new exam-
ples from previously unseen classes. This offers

the advantage of categorising text into arbitrary
categories without the requirement of data prepro-
cessing and training. BART (Lewis et al., 2020),
BLOOM (Muennighoff et al., 2022), and FLAN-
T5 (Wei et al., 2021) are notable pre-trained large
language models available for research purposes,
offering the ability to perform zero-shot learning.

3 Method

3.1 Opening Sentence Identification

Our approach for identifying the opening sentence
involves using active learning methods to acquire
the necessary labelled data and constructing a clas-
sifier by fine-tuning a pre-trained large language
model with the labelled data.

3.1.1 Data Preparation

An active learning approach was employed to cre-
ate labelled data for opening sentence identifica-
tion using a dataset of 437,135 utterances extracted
from 67,719 dialogues from different call centre
domains. The initial seed set of 100 samples was
manually annotated using keyword searches with
phrases like “calling from” and “speaking to”. The
identified key phrases were combined with negative
examples to form a seed set. Following that, the
seed set was used to train SVM classifiers, utilising
two distinct embedding strategies: BERT (Bidirec-
tional Encoder Representations from Transform-
ers) sentence embedding and TF-IDF. This selec-
tion was primarily made to facilitate rapid train-
ing/retraining of the classifiers during the labelling
process.

The classifiers are used to classify each unla-
belled sample, and based on the confidence scores,
human annotators decide which samples to label
using a combination of two sampling strategies:
Expected model change and Query-by-Diversity.
Given the dataset’s substantial class imbalance with
only a few positive samples, the focus was on la-
belling positive samples. This approach aimed
to identify the opening sentences that were most
likely to have a significant impact on improving
the current model. However, Query-by-Diversity
sampling (Kee et al., 2018) was also employed to
ensure a diverse range of opening sentences was
identified. The classifiers underwent retraining ei-
ther after labelling every 100 samples or when no
samples had a score exceeding a threshold (0.7 in
our specific case).
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3.1.2 Classification

The system employed to identify the opening sen-
tence comprises three key components: an input
layer, a BERT model, and a classification layer. In
this process, the input layer receives an utterance
from the dialogue, and the input representation
is generated by incorporating the corresponding
token, segment, and position embeddings. The pro-
cedure adheres to the recommendations outlined in
the work by Devlin et al. (2019). A fully connected
neural network, positioned on top of the BERT
output, functions as the classification layer to deter-
mine whether the utterance is an opening sentence
or not. During the training phase, the BERT layer
is initialised with pre-trained parameters, and all
parameters are then fine-tuned using labelled data
from the data preparation step.

3.2 Speaker Role Identification

The FLAN-T5 model is used as the baseline, using
a zero-shot prompting approach. Although other
models could be utilised, our experiments reveal
that the FLAN-T5 yields the most favourable out-
comes. The prompt provided to the model is

{utterances} (from a speaker)
Based on the utterances above,
{speaker} is
OPTIONS
- an agent from a call centre
- a customer

By inputting the utterances of each speaker, the
model is able to assign them a role, either “cus-
tomer” or “agent”. This process is repeated for
all speakers in the dialogue. Additionally, experi-
ments were conducted using the entire conversation
as input (dialogue as context), and results for both
approaches are reported (the first 2 rows in Table 3).

To identify the role of speakers in a dialogue, we
use a combination of the FLAN-T5 model and the
opening sentence identification approach. First, we
identify the opening sentences of the dialogue and
designate their speakers as “agents”. If a speaker
does not have an opening sentence, they are la-
belled as “customers”. However, in cases where
there are no agents (i.e., no opening sentences de-
tected) or no customers (i.e., all speakers have an
opening sentence), we rely on the FLAN-T5 model
to assign speaker roles. By combining the strengths
of both approaches, we can improve the accuracy
and reliability of speaker role identification.

4 Results and Discussion

4.1 Evaluation Dataset
We use the dataset described in 3.1.1 as the evalua-
tion dataset. The conversations are typical of those
encountered in call centre scenarios, e.g. buying
mobile phones, insurance, foods, etc. A total of
867 opening utterances were labelled as positive
examples, indicating they were opening sentences,
while 1,982 utterances were labelled as negative
examples, representing non-opening sentences, us-
ing the active learning approach. A subset of 321
dialogues from seven domains was selected for
speaker role identification, which includes speaker
diarisation information.

4.2 Opening Sentence Identification
To ensure balanced representation of positive and
negative samples, we divided the opening sentence
identification data into a train set and a test set,
following an 80-20 split while maintaining an equal
ratio of positive and negative samples between the
two sets. Since the data was generated through
active learning, there is a potential bias due to the
deliberate selection of samples for labelling. To
address this, we generated an additional test set
by randomly selecting 100 dialogues and manually
assigning labels to them. We presented the results
obtained from the SVM classifiers as well as the
classification performance using BERT (bert-base-
uncased and bert-large-uncased). We trained the
BERT classifier model for 3 epochs.

Table 2: The accuracy, precision, recall and F1 scores of
different classifiers on opening sentence identification

Method Acc Pre Rec F1
Test Set

SVM-TF-IDF 91.78 86.88 80.35 83.48
SVM-BERT 94.92 92.12 87.86 89.94
BERT base 96.41 92.09 94.22 93.14
BERT large 95.37 86.60 97.11 91.55

Additional Test Set
SVM-TF-IDF 99.88 98.91 86.67 92.39
SVM-BERT 99.85 91.43 91.43 91.43
BERT base 99.05 94.23 93.33 93.78
BERT large 99.89 90.27 97.14 93.58

The SVM-TF-IDF method achieved an accuracy
of 91.78%, highlighting its proficiency in accu-
rately identifying opening sentences. In contrast,
the SVM-BERT approach outperformed the SVM-
TF-IDF method with an accuracy of 94.92%. This
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improvement can be attributed to the utilisation of
BERT embeddings, which incorporate the seman-
tic meaning and contextual information of words.
However, the SVM-BERT approach only utilises
the last layer of BERT for embedding, resulting
in slightly lower performance compared to other
BERT models.

Among the evaluated methods, the BERT base
model achieved the highest accuracy of 96.41%.
This demonstrates the effectiveness of leveraging
pre-trained language models like BERT for open-
ing sentence identification. Although the BERT
large model achieved a slightly lower accuracy of
95.37% compared to BERT base, it excelled in
recall with a score of 97.11%. This indicates its
strength in correctly identifying positive samples,
albeit with a slightly lower precision compared to
BERT base. Furthermore, the precision, recall, and
F1 scores are notably high, highlighting a well-
balanced trade-off in accurately identifying both
positive and negative samples. The results obtained
from the additional test set further validate this
observation.

4.3 Speaker Role Identification

For speaker role identification, a subset of 321 di-
alogues from seven domains was selected. The
evaluation focused on measuring the accuracy of
two approaches: FLAN-T5 and the combined use
of opening sentence identification and FLAN-T5.
Two FLAN-T5 models were employed in the evalu-
ation: FLAN-T5-Large and FLAN-T5-XL. The re-
sults obtained from these evaluations are presented
in Table 3.

Table 3: Accuracy of different approaches on speaker
role identification

Method Acc
FLAN-T5-Large dialogue as context 70.17
FLAN-T5-Large utterances 81.25
FLAN-T5-XL utterances 86.36
Using Opening Sentence 89.49
Opening Sentence + FLAN-T5-XL 93.61

FLAN-T5-Large (770M parameters), when con-
sidering the whole dialogue as context, achieved an
accuracy of 70.17%. However, when using utter-
ances which belong to a specific speaker as context,
FLAN-T5-Large demonstrated improved perfor-
mance with an accuracy of 81.25%. This approach
outperformed the dialogue-level context approach,

highlighting the benefits of considering individual
utterances. The FLAN-T5-XL variant (3B parame-
ters) achieved an accuracy of 86.36%, surpassing
the previous approaches. This improvement can be
attributed to its larger model configuration, which
enhances its ability to capture complex patterns and
representations.

The utilisation of the opening sentence identifi-
cation approach resulted in an accuracy of 89.49%.
This method leverages labelled data, providing an
advantage over FLAN-T5, which is a zero-shot
approach. Combining the opening sentence iden-
tification with FLAN-T5-XL yielded the highest
accuracy of 93.61%. This combination proves to
be the most effective for accurate identification.

Classification errors were further analysed, and
the following primary causes were identified: (1)
Inaccurate speaker identifiers in the input data,
particularly due to speech diarisation errors. (2)
Complex contextual scenarios that pose challenges
even for human understanding. (3) Instances where
agents engage in conversations with each other,
making it difficult to distinguish their roles. (4)
Situations involving business numbers being con-
tacted, which often share the same opening sen-
tence pattern and are prone to misidentification as
agents.

5 Conclusion

This paper proposes a text-based approach for
speaker role identification in call centre dialogues.
By combining the identification of the agent’s
opening sentence with a large language model,
our approach achieves high accuracy in classify-
ing speaker roles. This has practical implications
for call centre applications, enabling improved
customer-agent interaction analysis and call pat-
tern analysis.

The use of active learning allows for efficient
construction of the training dataset for opening
sentence identification. Integrating this informa-
tion into the classification process significantly im-
proves the accuracy of speaker role identification.

Future work can explore enhancements to the
system, such as incorporating additional contex-
tual features and exploring multimodal approaches.
Evaluating the approach on larger and more diverse
datasets would also provide a better understanding
of its generalisability.
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Abstract

Matching the personality of conversational001
agents to the personality of the user can signifi-002
cantly improve the user experience, with many003
successful examples in text-based chatbots. It004
is also important for a voice-based system to005
be able to alter the personality of the speech006
as perceived by the users. In this pilot study,007
fifteen voices were rated using Big Five per-008
sonality traits. Five content-neutral sentences009
were chosen for the listening tests. The audio010
data, together with two rated traits (Extrover-011
sion and Agreeableness), were used to train a012
neural speech synthesiser based on one male013
and one female voices. The effect of altering014
the personality trait features was evaluated by a015
second listening test. Both perceived extrover-016
sion and agreeableness in the synthetic voices017
were affected significantly. The controllable018
range was limited due to a lack of variance in019
the source audio data. The perceived person-020
ality traits correlated with each other and with021
the naturalness of the speech.022

1 Introduction023

The law of attraction in human-robot interaction024

means users prefer social robots with similar per-025

sonality traits to themselves (Park et al., 2012).026

Previous work has shown that it is possible to de-027

sign a text-based chatbot with a pre-defined per-028

sonality (Ahmad et al., 2020; Ruane et al., 2021),029

and matching the personality of the agent to the030

personality of the user can significantly improve031

the user experience (Smestad and Volden, 2019;032

*This author is currently affiliated with Cambridge Uni-
versity Press & Assessment. Research was conducted while
studying at The University of Edinburgh.

†This author is currently affiliated with Sanas.ai. Research
was conducted while working at CereProc Ltd.

Fernau et al., 2022). Personality in voice-based 033

conversational agent is much less investigated, but 034

the effect is no less significant. People attribute 035

traits to others in less than a second after hearing 036

them in video and/or audio recordings (Reeves and 037

Nass, 1996; Uleman et al., 2008). The same ef- 038

fect extends to machines that display human-like 039

features including embodied conversational agents 040

(Nass and Brave, 2005). The perceived personality 041

from speech is consistent across listeners (McAleer 042

et al., 2014). This opens the possibility of gener- 043

ating synthetic voices that encourage users to at- 044

tribute pre-defined traits to the artificial intelligence 045

conversational agents they interact with. 046

Previous work (Aylett et al., 2017) has shown 047

that personality can be manipulated with a speech 048

synthesis system. The effect is restrained by the 049

system used: unit selection is heavily constrained 050

by the corpus recorded (though there have been ad- 051

vances in addressing this (Buchanan et al., 2018)), 052

whilst HMM-based Speech Synthesis (HTS) is con- 053

strained by perceived naturalness. Neural speech 054

synthesis systems such as Wavenet (Oord et al., 055

2016) and Tacotron (Wang et al., 2017a) has shown 056

an improved ability to generate natural sounding 057

output. This has led to advancement in expressive 058

speech synthesis (Wang et al., 2017b, 2018; Zhang 059

et al., 2019). However the focus is on manipulating 060

the style of single utterances and is different from 061

synthesising a voice with a consistent personality. 062

Recent work (Shiramizu et al., 2022) achieved al- 063

tering the social perception of synthetic speech by 064

controlling single speech-based features such as 065

pitch. It is interesting to see the effect of using 066

neural speech synthesis system to manipulate the 067

perceived personality traits of the output voice. 068

In this work the use of Big Five scores is ex- 069
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plored for directly controlling the perceived person-070

ality of the synthetic speech. Big Five, or OCEAN071

model (John et al., 1999), is widely used the do-072

main of human-computer interaction (Vinciarelli073

and Mohammadi, 2014). A condensed version074

(Rammstedt and John, 2007) that reduces the orig-075

inal 44 statements to ten while preserving a high076

level of accuracy was used.077

2 Experiments078

2.1 Big Five Rating of Source Voices079

Our dataset comprised of 15 English native speaker080

voices taken from CereProc’s voice bank. The081

voices varied by accent and gender, see Table 1.082

Gender Received
Pronun-
ciation

Scottish Irish
En-
glish

Total

Male 5 2 0 7
Female 5 2 1 8
Total 10 4 1 15

Table 1: Accent and gender distribution

For the listening tests, five news sentences were083

chosen for their content being emotionally neutral084

but can be read with different personalities (see Ap-085

pendix A Table 2). 28 English native listeners were086

recruited from Amazon Mechanical Turk (AMT)087

to rate the Big Five personality traits of each source088

voice. A web-based listening test was used to mea-089

sure Big Five based on ten personality questions090

(Rammstedt and John, 2007) with an additional091

naturalness question using a 5-point Likert scale.092

Two slide bars were used to measure perceived age093

(10-70), and perceived gender (0-1, from woman094

to man). The system displayed the audio transcript095

and allowed participants to play the audio stimuli096

repeated times. A screen shot of the listening test097

page is in shown in Figure 2. Each participant098

listened to a subset of 5 speakers and for each of099

those speakers they listened to 5 audio examples.100

The audio order was randomised for each listener101

and each audio example was rated by nine or ten102

listeners.103

Results were averaged by voice to give an overall104

personality score for that voice and are shown in105

Figure 1. Extroversion and agreeableness were106

chosen as the two personality traits to control as107

they showed the most variation.108

Figure 3 shows the spread of the voices in the109

1-5 Likert scale across both traits. The variation110
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Figure 1: Box Plot of Big Five personalities averaged
by voice.

across the two traits in the database is between 2 111

and 4. This is expected as voice talents are of- 112

ten chosen on similar criteria, and the recording 113

process for speech synthesis tends to avoid high 114

energy emotional content which puts an artificial 115

limit on the possible perceived personality varia- 116

tion within the voice. There is a positive correlation 117

between the two traits (Pearson r = 0.664, df = 13, 118

p <0.05). The r-squared value is relatively low 119

(0.441), meaning that although there is a signifi- 120

cant positive correlation, it might not be linear or 121

the data might not be enough to make an accurate 122

prediction. Theoretically, the Big Five model is 123

based on factor analysis which aims at producing 124

independent dimensions (John et al., 1999), how- 125

ever, this is for actual personality and may not 126

translate to independence in perceived personality. 127

2.2 Building the Multiple Speaker Synthesis 128

Voice 129

We used CereProc’s Deep Neural Network (DNN) 130

speech synthesis system CereWave to build a multi- 131

speaker voice. CereWave uses a recurrent neural 132

network architecture to firstly produce prosody tar- 133

gets, and then produce an intermediate acoustic 134

feature set. After predicting the acoustic features, 135

it uses a custom neural vocoder to produce the final 136

output waveforms. Its inputs include phonetic, lin- 137

guistic, language, accent and speaker features, in 138

which speaker features include age and gender. For 139

this experiment, the personality dimensions chosen 140

at the first stage (extroversion and agreeableness) 141

are appended to the above features in the format 142

of an average voice score on a 5-point Likert scale. 143

Due to the time constraints of this research and 144
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Figure 2: Screen shot of web based listening test used to evaluate Big Five.
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Figure 3: Distribution of average perceived extroversion
and agreeableness by voice, target voices circled.

its nature of pilot study, we limited the data to a145

total of 1,000 utterances from the neutral speaking146

style data (totalling approximately 2 hours of data),147

which puts an limitation on the naturalness.148

When synthesising from an average voice, an149

original speaker specification can be used to gen-150

erate synthesis sounding like that speaker. Two151

voices, one male and one female, close to the global152

mean for all voices in terms of extroversion and153

agreeableness, were chosen to synthesise stimuli154

(Male voice: mean extroversion 3.0, mean agree-155

ableness 3.4; Female voice: mean extroversion156

3.2, mean agreeableness 3.5). In addition, natural157

recordings for each of these speakers were used158

as a high naturalness anchor, and synthesis using159

a previous generation DNN system were used as 160

a low naturalness anchor. Five utterances were 161

synthesised for all synthesis conditions. 162

2.3 Evaluating the Synthesis of Agreeableness 163

and Extroversion 164

A second AMT listening test was carried out using 165

the same interface and methodology described in 166

section 2.1 with 18 participants. It is expected that 167

synthesised voices’ personality would not match 168

the reference speakers exactly but should be sim- 169

ilar. This was the case for the male voice but the 170

synthesis process reduced both the perceived ex- 171

troversion and agreeableness of the female voice 172

(Male voice: mean extroversion 3.0, mean agree- 173

ableness 3.4; Female voice: mean extroversion 2.9, 174

mean agreeableness 3.1). 175

Results were averaged over the 10 utterances (5 176

spoken by two voices) and a by-materials repeated 177

measures MANOVA was carried out with per- 178

ceived extroversion and agreeableness as the depen- 179

dent variable. Target extroversion (tgt-e: low/high) 180

and nested target agreeableness (tgt-a: low/high) 181

were within-materials factors, with base synthe- 182

sis voice (gender: male/female) as a between- 183

materials factor. Both target factors were signif- 184

icant in a multivariate test (Wilks Lambda: tgt-a 185

(F(2, 7)=21.258, p=0.001), tgt-e (F(2, 7)=11.422, 186

p<0.01)), gender did not have a significant effect. 187

Univariate tests with a Greenhouse-Geisser correc- 188

tion (sphericity not assumed) showed that target 189

extroversion significantly affected perceived extro- 190

version (tgt-e F(1, 8)=24.981, p=0.001) but not per- 191

395



ceived agreeableness, whereas target agreeableness192

significantly affected both perceived agreeability193

(tgt-e F(1, 8)=47.399, p<0.001) and extroversion194

(tgt-e (F(1, 8)=34.561, p<0.001)).195

In terms of the adjusted means by target groups,196

agreeableness has the desired effect on perceived197

agreeableness (tgt-a low: mean 2.922, Standard198

Error (SE) 0.048; high: mean 3.206, SE 0.039), but199

also significantly affected perceived extroversion200

(tgt-a low: mean 2.639, SE 0.055; high: 3.156,201

SE 0.06). Extroversion had the opposite affect on202

perceived extroversion as the higher target actually203

reduced perceived extroversion (tgt-e low: mean204

3.019, SE 0.053; high: 2.775, SE 0.034).205

The effect of trait targeting on speech rate,206

pitch and amplitude is also evaluated using Pear-207

son’s correlation analysis. Only speech rate had a208

significant effect (extroversion/words-per-second:209

r(40)=0.29, p<0.05), agreeableness/words-per-210

second: r(40)=0.23, p<0.005).211

Figure 4 shows the average extroversion/ agree-212

ableness by synthesis type. The manipulation tar-213

gets are: ‘+e+a’ to be positioned at 4,4; ‘+e-a’ at214

4,2; ‘-e+a’ at 2,4; and ‘-e-a’ at 2,2. It is shown that215

the perceived variation is much lower than this (be-216

tween 2.5 and 3.5), and the spread does not form217

the pattern expected above.218
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Figure 4: Distribution of average perceived extroversion
and agreeableness for different synthesis types. ‘def’:
synthesis with no personality modelling. ‘+’: high(4),
‘-’: low(2). ‘e’: extroversion, ‘a’: agreeableness.

2.3.1 Effect on naturalness219

A univariate repeated measures ANOVA with a220

Greenhouse-Geisser correction (sphericity could221

not be assumed) was carried out to explore the ef- 222

fect of trait targeting on perceived naturalness. Nat- 223

uralness, initially recorded on a 1-5 Likert scale, 224

was averaged by utterance for each synthesis type 225

and used as the dependent variable. The model 226

matched that used in the previous MANOVA. Tar- 227

get extroversion (tgt-e: low/high) and nested tar- 228

get agreeableness (tgt-a: low/high) were within- 229

materials factors, with base synthesis voice (gender: 230

male/female) as a between-materials factor. Tar- 231

get agreeableness was significant (F(1,8)=39.784, 232

p<0.001) where a high target increased perceived 233

naturalness (tgt-a low: mean 2.8, SE 0.073; high: 234

mean 3.339, SE 0.052). There was also a signif- 235

icant effect for an interaction between voice and 236

target extroversion (F(1,8)=5.967, p<0.05). This 237

effect was caused by high target extroversion in- 238

creasing perceived naturalness for the female voice 239

(tgt-e*gender low: mean 2.289, SE 0.091; high: 240

mean 3.178, SE 0.078) and reducing naturalness 241

for the male voice (tgt-e*gender low: mean 3.144, 242

SE 0.091; high: mean 2.967, SE 0.078). 243

Values for perceived extroversion, agreeableness 244

and naturalness were averaged across subjects for 245

each of the utterances in all four conditions (tgt-e: 246

low/high, tgt-a: low/high) and for both male and 247

female voices (40 data points in total). A Pear- 248

son correlation showed a significant positive corre- 249

lation between perceived extroversion, perceived 250

agreeableness and perceived naturalness. (extrover- 251

sion/agreeableness: r(40)=0.507, p=0.001, extro- 252

version/naturalness: r(40)=0.641, p<0.001, agree- 253

ableness/naturalness r(40)=0.512, p=0.001). 254

3 Discussion 255

This pilot study shows that using the personality 256

traits to control the perceived personality of a 257

synthetic voice is feasible with a modern DNN 258

/ neural vocoder system. Readers are invited to 259

listen to sample natural and synthetic speech 260

from https://cereproc.s3-eu-west-1. 261

amazonaws.com/samples/shilin2019/ 262

index.html. Changing input features and 263

manipulating the target for agreeableness both 264

alter the perceived personalities in the expected 265

direction. However, the range in agreeableness that 266

can be controlled, as well as the lack of a similar 267

result for extroversion, show that controlling 268

perceived personality is a far from simple process. 269

Two limitations have compromised the results 270

of the study: 1) The corpus used as a basis for 271
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this experiment was comprised of voices originally272

selected for being extrovert and agreeable, which273

can be seen from Figure 1 and Figure 3. With a274

machine learning approach this means when tar-275

gets are set within outlying regions the system has276

to extrapolate the results which leads to unnatural277

results as they are not based on actual observations.278

This is shown for agreeableness where lower target279

scores (unseen in the data) generate stimuli rated280

lower for naturalness. In future work it will be281

important to source a corpus with a much wider282

variation in perceived Big Five personality traits.283

2) The interaction between traits and naturalness284

appear to complicate perceived trait scores. In pre-285

vious work, using actual vocal change in the data,286

or changing synthesis style, appeared to change Big287

Five without correlating with naturalness variation288

(Aylett et al., 2017). This work, however, shows289

a strong correlation between perceived agreeable-290

ness and perceived extroversion and naturalness.291

Such collinearity means it is difficult to produce292

stable results. The confounding effect is possibly293

intensified by using an average voice built with a294

limited amount of source data.295

4 Conclusion and future work296

To summarise our findings: 1) The prototype sys-297

tem showed a Big Five trait could be learned and298

controlled, though control may be limited in the299

controllable range. 2) Naturalness can interact with300

personality traits and ensuring the underlying aver-301

age voice is as natural as possible is an important302

consideration. 3) Correlations across traits may303

interfere with final results.304

The next steps would be to repeat the annota-305

tion and training with a dataset that contains a306

wide variety of speakers such as VCTK (Yamag-307

ishi et al., 2019), and apply the synthetic voice308

in a multi-turn voice-based conversational agent309

set-up. Spontaneous speech corpus rather than flu-310

ence read speech corpus can also be used to build311

synthetic voice with distinctive perceived person-312

ality (Gustafson et al., 2021). Methods of includ-313

ing personality features that are more sophisticated314

than concatenation on the input features can be ex-315

plored, both in terms of architecture and training316

approaches (Gibiansky et al., 2017).317

Further experiments can be using personality318

synthesis in speech together with text-based per-319

sonality generation. This work suggests the pos-320

sibility of making a chatbot speak in a voice with321

1) pre-defined personality based on the generated 322

text, which can be matching or mismatching, and 2) 323

adaptive personality based on the personality of the 324

user, as such adaptation is shown possible in text- 325

based chatbots (Fernau et al., 2022). A multi-turn 326

conversational set-up can be used to experiment 327

the consistency of synthetised personality. The per- 328

ception and impact of synthesised personality in 329

different cultural context can also be explored in 330

various user studies. 331
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A Appendix A: Sentences used in the449

listening tests450

Sentence ID Sentence
180 He also defended the company’s

policy of releasing new services
and tools to users before they
were finished products.

189 No charges were made, but two
men have been thrown off the
programme.

205 After a gruelling ten minute
phone interview the reporter had
a new job.

216 There is controversy around
these findings: some people
have tried to replicate them,
although not using exactly the
same methods, and got different
results.

259 Even as voters drift away from
party politics, they can get very
heated and involved in the
politics of the high street.

Table 2: Selected sentences for listening tests
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Abstract

Task-oriented dialogue systems need to gener-
ate appropriate responses to help fulfill users’
requests. This paper explores different strate-
gies, namely prompting, retrieval, and fine-
tuning, for task-oriented dialogue generation.
Through a systematic evaluation, we aim to
provide valuable insights and guidelines for
researchers and practitioners working on devel-
oping efficient and effective dialogue systems
for real-world applications. Evaluation is per-
formed on the MultiWOZ and Taskmaster-2
datasets, and we test various versions of FLAN-
T5, GPT-3.5, and GPT-4 models. Costs asso-
ciated with running these models are analyzed,
and dialogue evaluation is briefly discussed.
Our findings suggest that when testing data dif-
fers from the training data, fine-tuning may de-
crease performance, favoring a combination of
a more general language model and a prompt-
ing mechanism based on retrieved examples.

1 Introduction

Task-oriented dialogue systems need to generate
appropriate responses to help fulfill users’ requests.
Recent advancements in Natural Language Process-
ing (NLP) have produced a shift towards leveraging
large pretrained language models to tackle the gen-
eration challenge (Zhang et al., 2020). By prompt-
ing these models with a few examples, their per-
formance has been shown to surpass traditional ap-
proaches, eliminating the need for extensive model
training (Brown et al., 2020; Zhang et al., 2022).

In this paper, we explore different approaches for
task-oriented dialogue generation, namely through
the use of prompting, retrieval mechanisms, and
fine-tuning. We investigate the best strategies to
leverage these approaches, considering the integra-
tion of past conversation information, the selection
of appropriate retrieval methods, and the assess-
ment of the benefits of fine-tuning (Roller et al.,
2021; Izacard et al., 2022; Peng et al., 2022).

During our investigation, we assessed various
state-of-the-art instruction-based models, including
different size versions of FLAN-T5 (Chung et al.,
2022), GPT-3.5, and GPT-4, provided by OpenAI
(Ouyang et al., 2022; OpenAI, 2023). These mod-
els, known for their impressive language generation
capabilities, serve as the foundation for our experi-
ments, through which we tested different strategies.
We evaluate the performance of these models on
widely used benchmark datasets, namely Multi-
WOZ and Taskmaster-2, which offer diverse and
challenging dialogue scenarios (Zang et al., 2020;
Byrne et al., 2019). Additionally, we analyze the
computational costs associated with running the
models, considering the trade-off between perfor-
mance and resource requirements. Moreover, we
discuss dialogue system evaluation, addressing the
metrics and criteria that best capture the quality and
effectiveness of task-oriented dialogue generation
(Sellam et al., 2020; Nekvinda and Dušek, 2021).

The main contributions of this paper are1:

• Investigate different approaches for task-oriented
dialogue generation, including prompting, use of
retrieval mechanisms, and fine-tuning.

• Advocate for the combination of a large pre-
trained language model with the proposed re-
trieval mechanism when the testing data signifi-
cantly deviates from the training data, showcas-
ing its effectiveness and cost-efficiency.

• Examine the positioning of GPT-3.5 and GPT-4
models, comparing them with both pretrained
and fine-tuned models, to understand their per-
formance characteristics, advantages, and costs.

2 Related work

Task-oriented dialogue generation has garnered sig-
nificant attention, leading to a wide range of re-
search efforts. Recent studies have focused on the

1We make all of our code available online at https://
github.com/gonced8/dialogue-retrieval
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use of large pretrained language models for dia-
logue systems. Radford et al. (2018) introduced
GPT, a Transformer (Vaswani et al., 2017) using
generative pretraining, which demonstrated impres-
sive performance in various NLP tasks. Subse-
quent research explored the benefits of fine-tuning
pretrained models specifically for dialogue genera-
tion tasks. For instance, Lin et al. (2020) proposed
MinTL, a system that fine-tuned a pretrained model
on task-oriented data and established new state-of-
the-art results. Similarly, Thoppilan et al. (2022)
employed fine-tuning on a larger pretrained model
of approximately 37 B parameters and used around
1.56 T words of public dialogue data and web text,
improving in all metrics.

Prompting has emerged as a valuable technique
for improving the performance of pretrained lan-
guage models. It involves providing specific ex-
amples or instructions as input to guide the gener-
ation process. Brown et al. (2020) demonstrated
the effectiveness of prompts when using language
models to generate coherent and contextually ap-
propriate responses. A recent work by Gupta et al.
(2022) addresses prompting in the context of di-
alogue systems, showing how instruction tuning
may benefit certain test tasks.

Retrieval-enhanced methods have also been ex-
tensively explored in dialogue systems. Yang et al.
(2019) integrated text retrieval and text generation
models to build a hybrid conversational system that
outperformed retrieval-based and generation-based
approaches. In addition, several studies have also
incorporated retrieval mechanisms in combination
with generative models to enhance dialogue sys-
tem performance (Roller et al., 2021; Shuster et al.,
2022; Thoppilan et al., 2022).

While the aforementioned studies have made
substantial contributions to the field, this paper
aims to expand upon the existing literature by
thoroughly investigating the integration of prompt-
ing, retrieval mechanisms, and fine-tuning in task-
oriented dialogue generation. Specifically, we ex-
plore the efficacy of these approaches and analyze
their impact on system performance, considering
both the quality of generated responses and the
computational costs associated with running the
models. Furthermore, as far as we know, we are the
first work employing the GPT-3.5 and GPT-4 mod-
els for the MultiWOZ and Taskmaster-2 datasets,
establishing baselines for each.

3 Method

In our main approach, we propose to use a dense
retrieval model that, given a dialogue, will retrieve
other similar dialogues. We then use their answers
to generate a new answer using a Transformer. Fig-
ure 1 illustrates how our system can be used for
inference, depicting its components.

3.1 Dense retrieval of dialogue answers
We use dense retrieval (Karpukhin et al., 2020; Gao
et al., 2023) to obtain relevant responses given a
conversation context. Since the task of retrieving re-
sponses for dialogues is not necessarily equivalent
to document or passage retrieval (Penha and Hauff,
2023), we considered two possible approaches:
(1) Encode the current conversation context and
compare it to a database of encoded past con-
texts. The returned relevant responses will cor-
respond to the turns immediately after each of the
indexed contexts; (2) Encode the current conversa-
tion context and query a database of encoded past
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responses. The returned relevant responses will be
those whose embeddings are the most similar to
the query/context embedding.

The library Sentence-Transformers (Reimers
and Gurevych, 2019) provides models already pre-
trained for tasks like text clustering or seman-
tic search, that can be used to perform the de-
scribed response retrieval. In particular, it provides
Transformer-based encoders that can be used to
compute text embeddings, and then compare the
embeddings with a similarity function (e.g., cosine-
similarity or dot product).

To implement the two approaches described,
we considered two of the top pretrained models
provided by Sentence-Transformers: all-mpnet-
base-v2 and multi-qa-mpnet-base-dot-v1.
These models are both fine-tuned versions of
the pretrained MPNet model (Song et al., 2020)
using a contrastive loss. In particular, all-mpnet-
base-v2 was fine-tuned to be used for information
retrieval, clustering, or sentence similarity tasks,
making it more appropriate for our first approach.
On the other hand, multi-qa-mpnet-base-dot-
v1 was fine-tuned for semantic search and it is
intended to be used to pair queries/questions with
relevant text paragraphs. Thus, we used it for our
second approach, given the size difference between
contexts and responses. For both models, we use
dot product as our similarity function.

Using a conversation context as a query differs
significantly from relevant passage retrieval. Some
studies perform question rewriting to circumvent
this issue and use a rewritten context-independent
version of the last turn as the query (Raposo et al.,
2022). Since question rewriting may also require
additional training, we simply fine-tuned the re-
trieval encoder for conversational text.

We specifically used weakly supervised learn-
ing to train our encoder. Starting from an unla-
beled dataset of conversations, we made sets of
queries (conversation contexts) and documents (ei-
ther 1. conversation contexts or 2. conversation
responses). Then, given a random batch of query
embeddings, we compute the similarity with the
document embeddings. With the option 2., it makes
sense to match the context to the corresponding re-
sponse. However, with option 1., we match the
context with a different context from that batch
based on the similarity between responses (mea-
sured using ROUGE). We train the encoder using a

cross-entropy loss (Wang et al., 2020):

L = − 1

N

N∑

i=1

log
exp

(
QN×d ·DT

N×d

)
i,k∑N

j=1 exp
(
QN×d ·DT

N×d

)
i,j
(1)

where QN×d is a matrix composed by N queries
embeddings of size d, DN×d a matrix composed
by the corresponding N document embeddings of
size d. The index k will correspond to the target
document. The similarity computation uses the dot
product, and no temperature parameter is applied.

3.2 Answer generation

We use the pretrained Transformer named FLAN-
T5 (Chung et al., 2022), which is an enhanced
version of the T5 model (Raffel et al., 2020) that
was fine-tuned using instructions and is reported to
achieve strong few-shot performance.

3.2.1 Generation-only approach

We start by evaluating FLAN-T5 in a zero-shot
setting, using no examples of possible answers.
In practice, our approach consisted in giving the
model the following prompt:

You are a customer service system. Your
task is to answer in an empathic ,
informative , and useful way. Answer the
conversation.
Conversation:
{conversation context}

This prompt is followed by the conversation context
and the model generates the response.

3.2.2 Generating based on past answers

To incorporate the information from the retrieved
past answers, we simply concatenate them in the
input that is given to the generation model. This ap-
proach is similar to the work by Ram et al. (2023)
and its main benefits are its simplicity and versa-
tility, which allow it to be implemented with any
generative model. Thus, FLAN-T5 is used in a
few-shot setting with the following prompt:

You are a customer service system. Your
task is to answer in an empathic ,
informative , and useful way. Based on
the possible answers below , answer the
conversation.
Possible answers:
{possible answers}
Conversation:
{conversation context}
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3.2.3 Fine-tuning for answer generation
We described how we used retrieved past answers
as examples for our generation model, which re-
lated works have shown to improve performance.
In addition, we also study how fine-tuning the same
model affects the achieved performance. Using the
same prompts mentioned above, we train our mod-
els in both scenarios: with and without retrieval.
During training and evaluation, we are careful to
avoid data leakage in the retrieved answers (e.g.,
we index the training dataset, and we do not retrieve
responses from the same conversation).

3.2.4 Open-AI models
Given the recent popularity and impressive perfor-
mance of OpenAI’s large language models – Chat-
GPT and GPT-4 – we also performed some ex-
periments using their API. Similarly to the FLAN-
T5 model, these chat-based models were also fine-
tuned in an instruction-following setting but using
Reinforcement Learning with Human Feedback
(RLHF) for optimization (Ouyang et al., 2022; Ope-
nAI, 2023). For reproducibility, we reused the
same prompts from FLAN-T5 and evaluated both
the zero-shot and few-shot settings.

4 Experimental setup

Broadly, our experiments consisted in testing dif-
ferent generation models on the task of answer gen-
eration in task-oriented dialogues. In some cases,
this also involved the use of information retrieval
mechanisms or fine-tuning models.

4.1 Implementation details

Regarding dense retrieval, we use the models from
Sentence Transformers to compute the embeddings,
together with FAISS (Johnson et al., 2019) to index
and search them. When training the retrieval mod-
ules, we used a batch size of 64 samples and the
AdamW optimizer (Loshchilov and Hutter, 2019).

For FLAN-T5, we use the checkpoints available
on Hugging Face (Wolf et al., 2020). In particu-
lar, we use the small, large, and XL versions. To
test and train the models, we use the Transform-
ers library from Hugging Face along with the Py-
Torch framework (Paszke et al., 2019). We use
the AdamW optimizer and train our models for a
maximum of 20 epochs with patience of 5 steps.
The batch size varied for each model due to limita-
tions on GPU memory, but the effective batch size
was kept at 64 samples. All our local models were

trained and tested using a NVIDIA Quadro RTX
6000 GPU with 24 GB of memory. As for the Ope-
nAI models, we use their API through the provided
Python package, keeping the default settings.

4.2 Task-oriented datasets
Starting from a task-oriented dataset, we extract
a dataset consisting of sub-dialogues. Based on
Nekvinda and Dušek (2022), we chose to use a
maximum of 6 turns for each sub-dialogue, which
seemed like a good compromise between providing
enough context but not too long. The extracted sub-
dialogues can be obtained by sliding a window
of size 6 turns over the original dialogue, with a
stride of 2 turns to always end in a system’s turn.
Depending on the speaker, we prepend each turn
with “User: ” or “System: ”.

We apply this technique to the MultiWOZ
2.2 and Taskmaster-2 task-oriented datasets. As
Taskmaster-2 has not already predefined dataset
splits, we randomly select 1k dialogues for both
validation and testing, ensuring a balanced distribu-
tion across domains. Table 1 shows a summary of
the sizes of the obtained datasets of sub-dialogues.

Table 1: Number of samples for each dataset split after
applying the preprocessing that consists of splitting each
dialogue into multiple sub-dialogues.

Dataset Train Validation Test

MultiWOZ 2.2 56776 7374 7372
Taskmaster-2 120892 7997 8038

4.3 Automatic evaluation metrics
To measure the performance of our models, we
compare the returned answers to the ground truth
answers. In particular, we use automatic metrics
based on lexical similarity (i.e., BLEU (Papineni
et al., 2002) and ROUGE (Lin, 2004)) and on se-
mantics similarity (i.e., BERTScore (Zhang* et al.,
2020) and BLEURT (Sellam et al., 2020)). Ad-
ditionally, we score the quality of the generated
answers using QualityAdapt, a reference-free met-
ric that achieves state-of-the-art performance on
overall dialogue quality estimation through adapter
fusion (Mendonca et al., 2022).

5 Results

5.1 Retrieval-only responses
The first approach to obtain the dialogue response
that we evaluated consists of using a retrieval-only
model. Given a conversation context as a query, its
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Table 2: Performance of using only a retrieval model to return the response. Two pretrained models are compared to
their fine-tuned versions on MultiWOZ. The models differ in how they perform retrieval: indexing the contexts and
returning the next response, against indexing the responses.

Retrieval Model query-document BLEU ROUGEL-F1 BERTScore BLEURT QualityAdapt

all-mpnet-base-v2 context-context 0.0652 0.1767 0.2032 0.4022 0.8255
multi-qa-mpnet-base-dot-v1 context-answer 0.0270 0.1456 0.1382 0.3700 0.9141
Fine-tuned all-mpnet-base-v2 context-context 0.0940 0.2622 0.3169 0.4762 0.8905
Fine-tuned multi-qa-mpnet-base-dot-v1 context-answer 0.0759 0.2406 0.3030 0.4633 0.9317

Table 3: Performance of using only the generation model to generate the response (zero-shot). We use pretrained
FLAN-T5 models and fine-tuned versions. FLAN-T5 XL was not fine-tuned due to the large GPU memory required.

Generation Model BLEU ROUGEL-F1 BERTScore BLEURT QualityAdapt

FLAN-T5 (small) 0.0234 0.1200 0.0967 0.3374 0.8362
FLAN-T5 (large) 0.0400 0.1456 0.1164 0.3840 0.9090
FLAN-T5 (XL) 0.0367 0.1400 0.1389 0.3593 0.9131

Fine-tuned FLAN-T5 (small) 0.1231 0.2764 0.3236 0.4843 0.9474
Fine-tuned FLAN-T5 (large) 0.1255 0.2795 0.3079 0.4925 0.9433

task is to retrieve the corresponding answer from
a database. We evaluate indexing past conversa-
tion contexts and indexing only past answers, as
described in Subsection 3.1. During the evaluation,
we used the conversations from the training dataset
as the aforementioned past conversations.

In Table 2 we report the results obtained by us-
ing two different pretrained models from Sentence-
Transformers. The approach that indexed the con-
texts (matching contexts to similar contexts) ob-
tained much better results. The lower performance
of the model that indexed the answers can be ex-
plained by the mismatch of the pretraining objec-
tive and the current task: matching questions to rel-
evant passages is different from matching answers
to conversation contexts. After fine-tuning each
of the retrieval models, the performance increased
in both cases and it became closer, although the
context-context approach remained better overall.

5.2 Generation-only responses
The second approach we tested consists of using
the language model FLAN-T5 in a zero-shot setting
(with no examples, only the conversation context).
Given the maximum input length of the model of
512 tokens, we filtered overflowing samples. Dur-
ing decoding, we initialize each generation with
“System: ” and decode using beam search (n_-
beams = 4), since this showed more consistent
results than other sampling methods.

In Table 3, we report the results obtained with
three variations of FLAN-T5. When comparing the
pretrained versions without fine-tuning, the large
and XL versions, as expected, showed better results
than the small version. However, analyzing only

the automatic metrics, it is not evident that XL
is better than the large version. Compared to the
retrieval-only results (Table 2), the generation-only
approach is only better after fine-tuning.

5.3 Retrieval-enhanced generation

As described, we explore combining retrieved an-
swers with the generation model. We retrieve the
top-5 possible answers and add them to the prompt
of FLAN-T5. The objective is for the model to
generate an answer similar to those retrieved.

5.3.1 Indexing contexts or answers
While the results presented in Table 2 indicate supe-
rior performance when indexing the conversation
contexts, we conducted a comparative analysis by
indexing the answers. As we show in Table 4, when
combined with the generation model, the method
that indexed the answers actually obtained slightly
better results. Although the performance is not
notably higher, indexing the answers is also com-
putationally lighter than indexing the contexts, due
to the smaller sequence size. Hence, we chose to in-
dex the answers as our preferred retrieval approach.

Moreover, compared to the zero-shot results in
Table 3, introducing the retrieved answers increases
the performance, almost doubling some of the auto-
matic metrics. Nonetheless, the fine-tuned version
of FLAN-T5 is still better than this few-shot ap-
proach (with retrieval but without fine-tuning).

5.3.2 Fine-tuning generation with retrieval
Since both fine-tuning and retrieval showed in-
creased scores in the automatic metrics, our next
experiment consisted in fine-tuning the generation
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Table 4: Performance of different approaches using the retrieval model paired with a generation model. We compare
indexing the contexts against indexing the answers. The retrieval models are the fine-tuned versions, and the
FLAN-T5 models are the pretrained versions.

Generation Model Retrieval BLEU ROUGEL-F1 BERTScore BLEURT QualityAdapt

FLAN-T5 (small)
context-context

0.0354 0.1160 0.1274 0.3212 0.8061
FLAN-T5 (large) 0.0637 0.1775 0.1780 0.3944 0.8905
FLAN-T5 (XL) 0.0644 0.1966 0.2068 0.4144 0.9064

FLAN-T5 (small)
context-answer

0.0445 0.1261 0.0516 0.3335 0.8061
FLAN-T5 (large) 0.0683 0.1804 0.1970 0.4036 0.8976
FLAN-T5 (XL) 0.0693 0.2056 0.2327 0.4240 0.9217

Table 5: Performance of using both retrieval and generation to obtain the response. The FLAN-T5 models were
fine-tuned with/without using retrieved answers. The retrieval model is the fine-tuned version of indexing answers.

Model Retrieval BLEU ROUGEL-F1 BERTScore BLEURT QualityAdapt

Fine-tuned FLAN-T5 (small) w/o retrieval 0.1231 0.2764 0.3236 0.4843 0.9474
Fine-tuned FLAN-T5 (large) 0.1255 0.2795 0.3079 0.4925 0.9433

Fine-tuned FLAN-T5 (small) w/ retrieval 0.1307 0.2938 0.3268 0.5015 0.9405
Fine-tuned FLAN-T5 (large) 0.1374 0.2976 0.3359 0.5033 0.9443

model with the retrieved candidates. Our aim was
for the FLAN-T5 model to learn to make better use
of the retrieved answers during generation.

Table 5 shows the results of our fine-tuned FLAN-
T5 models with and without retrieval. Although
combining fine-tuning and retrieval resulted in
higher scores in terms of automatic metrics, the
small increment suggests that most of the perfor-
mance gain results from fine-tuning and not much
from the additional retrieved information.

5.4 Adapting to a different dataset
The results reported until now suggested that fine-
tuning a generation model with the retrieved an-
swers is the best approach in our evaluation with
MultiWOZ. However, one of the downsides of fine-
tuning these large language models is that they
might lose some of their generalization capabili-
ties. Suppose you want to deploy a dialogue system
for a customer service application and still do not
have enough data to fine-tune your models for the
specific type of data it will see. To obtain a better
insight on what is the best approach in terms of
fine-tuning and retrieval, we also evaluate how our
system adapted to a different task-oriented dataset.

In Table 6 we report the results of FLAN-T5 large
in the Taskmaster-2 dataset. In the first two rows,
we show the results obtained using only pretrained
models. As the results suggest, prompting the gen-
eration model with possible answers obtained using
an out-of-the-box pretrained retriever even tends
to decrease its performance. We posit that without
fine-tuning, the retrieval model struggles with con-

versational text (e.g., it does not focus on the last
turn) and ends up introducing answers that are not
very similar to the ground truth response.

As for the results obtained with fine-tuned mod-
els, the most effective approach seems to be using
only a fine-tuned version of the retrieval model
paired with the pretrained version of the generation
model. In particular, when we only used a gen-
eration model fine-tuned in MultiWOZ (without
retrieval) the results were even worse than without
fine-tuning. This suggests that, although the format
and structure of the data were similar (task-oriented
dialogues), the fine-tuned model ended up being
too fine-tuned to the content style of MultiWOZ,
performing poorly in Taskmaster-2.

5.5 Comparing to GPT-3.5-turbo and GPT-4
Although these models allow for a larger input size,
we considered the top-5 retrieved answers in the
few-shot experiments.

In Table 7, we report the results obtained in the
MultiWOZ dataset with our best model and those
obtained with the models GPT-3.5-turbo and GPT-
4. As expected, both OpenAI models showed a
better performance when augmented with retrieved
answers in a few-shot setting. Compared to our pre-
vious zero-shot results in Table 3, GPT-3.5-turbo
and GPT-4 are better than a pretrained FLAN-T5
but slightly inferior to a fine-tuned version. The
same can be said when considering Tables 4 and
5. In essence, combining and fine-tuning both the
retrieval and generation models on data similar to
the one seen during inference achieved better per-
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Table 6: Evaluation of how the fine-tuned models (retrieval and generation) adapt to a different dataset – Taskmaster.
The generation model used was FLAN-T5-Large. We compared using pretrained models in zero-shot and few-shot
(with retrieval) settings, against fine-tuning some of the modules on MultiWOZ.

Method BLEU ROUGEL-F1 BERTScore BLEURT QualityAdapt

zero-shot 0.0368 0.1263 0.2178 0.3960 0.8861
with retrieval 0.0375 0.1100 0.2087 0.3626 0.8518

fine-tuned generation 0.0194 0.1115 0.1739 0.3801 0.8637
fine-tuned retrieval 0.0441 0.1226 0.2368 0.3710 0.8669
all fine-tuned 0.0266 0.1284 0.1932 0.3859 0.8714

Table 7: Evaluation using pretrained large language models from OpenAI (GPT-3.5-turbo and GPT-4) on MultiWOZ.
We compare using no examples (zero-shot) against prompting with a few retrieved examples (few-shot).

Model Method BLEU ROUGEL-F1 BERTScore BLEURT QualityAdapt

Ours (best) all fine-tuned 0.1374 0.2976 0.3359 0.5033 0.9443

GPT-3.5-turbo zero-shot 0.0288 0.1761 0.1971 0.4638 0.9765
few-shot 0.0695 0.2503 0.3162 0.5009 0.9682

GPT-4 zero-shot 0.0192 0.1537 0.1681 0.4581 0.9764
few-shot 0.0793 0.2532 0.3246 0.4868 0.9521

Table 8: Evaluation using pretrained large language models from OpenAI (GPT-3.5-turbo and GPT-4) on Taskmaster.
We compare using no examples (zero-shot) against prompting with a few retrieved examples (few-shot).

Model Method BLEU ROUGEL-F1 BERTScore BLEURT QualityAdapt

Ours (best) fine-tuned retrieval 0.0441 0.1226 0.2368 0.3710 0.8669

GPT-3.5-turbo zero-shot 0.0183 0.1260 0.1821 0.4494 0.9556
few-shot 0.0330 0.1641 0.2498 0.4463 0.9360

GPT-4 zero-shot 0.0157 0.1191 0.1637 0.4453 0.9649
few-shot 0.0444 0.1679 0.2657 0.4280 0.9054

formance than the OpenAI models.
Once again, we ran the same evaluation but

with the Taskmaster-2 dataset. We compared our
approach of using the pretrained FLAN-T5 large
model combined with a fine-tuned retrieval com-
ponent, against GPT-3.5-turbo and GPT-4. In this
case, where none of the models has seen data from
Taskmaster during training, the OpenAI models
achieved better overall performance. These results
highlight the generalization capabilities of the GPT
models when compared with FLAN-T5 large.

5.6 Delexicalized dataset

Previous studies that work with the MultiWOZ
dataset often evaluate results in a delexicalized set-
ting, where named entities are replaced by the corre-
sponding tags according to the span annotations of
the dataset (Nekvinda and Dušek, 2022). Although
we did not focus on delexicalized datasets, we still
tried our proposed system in the delexicalized ver-
sion of MultiWOZ. Table 11 reports the results for
response generation obtained using the standard-
ized MultiWOZ Evaluation script (Nekvinda and
Dušek, 2021). Contrary to the results reported in
Table 5, introducing retrieved answers in the gener-

ation prompt does not increase the obtained BLEU
score. We conjecture that this happens because the
delexicalized versions of the responses are closer
to answer templates and, therefore, simpler than
the full responses. The retrieved responses might
be only useful to obtain factual information about
the named entities, which is unnecessary because
the answers are delexicalized.

6 Discussion

6.1 Computational and API costs

We experimented both with models trained and
tested in local machines and with models executed
online through a paid API from OpenAI. When run-
ning our models offline, we consider the computa-
tional costs associated with inference and training.

Table 9 shows the total and average times ob-
served. Although these times are highly depen-
dent of the hardware used, we argue they can be
compared to better grasp the efficiency of these
models. For training, the total time is measured
when the training loop is finished due to reaching
the maximum number of epochs or the model’s
performance not improving after some patience
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Table 9: Total time elapsed during training and average
time per sample during testing on MultiWOZ.

Model Training Testing

total per sample

all-mpnet-base-v2 3h20 0.006 s
multi-qa-mpnet-base-dot-v1 3h15 0.006 s
FLAN-T5 (small) 2h23 0.09 s
FLAN-T5 (small) w/ retrieval 3h30 0.13 s
FLAN-T5 (large) 2h06 0.94 s
FLAN-T5 (large) w/ retrieval 14h23 0.49 s
FLAN-T5 (XL) - 0.82 s
FLAN-T5 (XL) w/ retrieval - 0.80 s

GPT-3.5-turbo - 4.10 s
GPT-3.5-turbo w/ retrieval - 2.27 s
GPT-4 - 10.29 s
GPT-4 w/ retrieval - 5.26 s

steps. Note that when measuring the time for mod-
els “with retrieval”, we only measure the time of
the generation step (with a longer input).

From our measurements, we observe that the re-
trieval step introduces a very small overhead when
compared to generation. Note that this does not
include the time necessary to index the databases,
which in our experiments took around 1-2 minutes
for MultiWOZ. Regarding FLAN-T5, as expected,
the larger the version, the longer it takes to run.
Smaller batch sizes also contributed to increased
times. The sizes of the generated answers also
affect the time taken by the models. When intro-
ducing retrieval, the generation times tend to de-
crease because the sizes of the generated answers
are shorter (see Table 13 in the appendix).

Regarding GPT-3.5-turbo and GPT-4, we noticed
that the times for each call could vary across dif-
ferent runs. Moreover, some of the requests are
throttled and we were required to repeat some calls.
Compared to our locally run models, all OpenAI’s
models took much longer to generate the answer.

We also measured the monetary costs associated
with calling GPT-3.5 and GPT-4 during the evalua-
tion on MultiWOZ, and report them in Table 10. In
our experiments, the cost of GPT-4 was about 15×
the cost of GPT-3.5-turbo. Since the performance
of GPT-4 is not always better than that of GPT-3.5,
the latter model would be a more efficient choice
for the considered task-oriented dialogues.

6.2 Dialogue evaluation
During our analysis, we noticed a lack of an all-
around satisfactory automatic evaluation metric.
The main issue we observed was that the metrics
that take a reference and a prediction fail to con-
sider alternative answers that might also be appro-

Table 10: Cost of OpenAI API (as of May 2023) when
evaluating on the MultiWOZ dataset.

Model Cost

per sample total
GPT-3.5-turbo $0.0003 $2.41
GPT-3.5-turbo w/ retrieval $0.0006 $4.15
GPT-4 $0.0051 $37.33
GPT-4 w/ retrieval $0.0081 $59.94

priate. Take the following example from Multi-
WOZ where we used our best model:

Context: User: Yes, that was all I needed. Thank you
very much!

Reference: System: Thank you for using our system.
Prediction: System: ok, have a great day!

In this simple example, although different, both
the reference and prediction are plausible answers.
However, lexical-based metrics would have a score
of 0 since there are no common words, and even
semantic-based metrics would have a hard time
because the reference is thanking the user and the
prediction is wishing them a great day.

Thus, automatic metrics like QualityAdapt, and
similar ones like USR (Mehri and Eskenazi, 2020)
and LLM-Eval (Lin and Chen, 2023), can be more
appropriate because they do not require a reference
and only consider context and prediction. Still,
their performance depends greatly on the alignment
between training and evaluation data.

6.3 Data leakage
Regarding the GPT-3.5 and GPT-4 models, we do
not know what data was used for training. This
is especially important when the evaluation is per-
formed with public datasets, since these models
might have already seen this data. In the case of
FLAN-T5, the authors report using the Taskmas-
ter dataset for training. Most likely, only the train
split was used. Nonetheless, the GPT models might
have an unfair advantage over FLAN-T5.

7 Conclusions

We performed a systematic evaluation of different
ways of using state-of-the-art retrieval and gen-
eration models for task-oriented answer genera-
tion. We experimented with dense retrieval mod-
els, FLAN-T5, GPT-3.5, and GPT-4, evaluating
them on the MultiWOZ and Taskmaster-2 datasets.
Having explored these models separately and com-
bined, we concluded that retrieving possible an-
swers greatly improved the generated responses in
terms of automatic metrics. Moreover, if training
data is available and it does not differ much from
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the data seen during inference, then fine-tuning
the generation model can greatly improve its per-
formance, surpassing strong results from large lan-
guage models such as GPT-3.5 and GPT-4. If the di-
alogue system is to be used in a context of high vari-
ability, then using a more general large language
model and only fine-tuning the retrieval component
can be a better procedure.

In future work, we shall test the generation
model with other prompts and evaluate how the
performance is affected. Moreover, we plan to
improve the training of the retrieval model, since
it can be integrated with any generation system
and, as we have shown, significantly improve its
performance. Training with different datasets can
improve its generalization ability, and strategies
like maximal marginal relevance (Carbonell and
Goldstein, 1998) can be used to collect diverse an-
swers. Lastly, active retrieval augmentation meth-
ods similar to FLARE (Jiang et al., 2023) can also
be employed. This involves generating initial an-
swers from the context (without retrieval), refining
the retrieval query with these generated answers,
and, lastly, re-generating the final answer with the
retrieved candidates.
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A Additional Tables

Table 11: Results on the delexicalized version of MultiWOZ. We report the top end-to-end generation model from
the MultiWOZ benchmark and our best fine-tuned versions of a retrieval-only system, a generation-only system,
and a system combining both retrieval and generation. Our generation-only system obtained a score similar to the
top model from the benchmark, which can be expected given the similarities of these approaches.

Method BLEU

Mars (Sun et al., 2022) 0.199

Retrieval-only 0.1091
Generation-only 0.1969
Retrieval + Generation 0.1790

Table 12: Average and total times measured during the training and testing of the evaluated models on the
MultiWOZ dataset. Our local models were executed using an NVIDIA Quadro RTX 6000 GPU with 24,GB of
memory. Variations in the measured times can be attributed to differences in model sizes, batch sizes, input and
output sizes, among other factors. Additionally, the times of the OpenAI models exhibited variability across different
runs, possibly resulting from high demand.

Model Training Testing

per sample total per sample total

all-mpnet-base-v2 0.01 s 3h20 0.006 s 41 s
multi-qa-mpnet-base-dot-v1 0.01 s 3h15 0.006 s 44 s
FLAN-T5 (small) 0.06 s 2h23 0.09 s 10 m
FLAN-T5 (small) w/ retrieval 0.17 s 3h30 0.13 s 15 m
FLAN-T5 (large) 1.81 s 2h06 0.94 s 1h56
FLAN-T5 (large) w/ retrieval 5.27 s 14h23 0.49 s 1h01
FLAN-T5 (XL) - - 0.82 s 1h41
FLAN-T5 (XL) w/ retrieval - - 0.80 s 1h38

GPT-3.5-turbo - - 4.10 s 8.39 h
GPT-3.5-turbo w/ retrieval - - 2.27 s 4.65 h
GPT-4 - - 10.29 s 21.08 h
GPT-4 w/ retrieval - - 5.26 s 10.77 h

Table 13: Number of input and generated tokens obtained from the OpenAI models, along with the associated
cost of their API usage (as of May 2023) during the evaluation on the MultiWOZ dataset. The cost calculation
follows the information provided in the OpenAI documentation, which involves tokenizing the input and output
texts, counting the number of tokens, and multiplying by the corresponding cost per token.

Model Input tokens Generated tokens Cost

Average Total Average Total Average Total

GPT-3.5-turbo 109.6 808K 53.8 397K $0.0003 $2.41
GPT-3.5-turbo w/ retrieval 243.6 1 796K 37.6 277K $0.0006 $4.15
GPT-4 109.6 808K 53.8 397K $0.0051 $37.33
GPT-4 w/ retrieval 243.6 1 796K 37.6 277K $0.0081 $59.94
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B Examples

Table 14: Two random examples from the evaluation on the MultiWOZ dataset. Each example includes the
conversation context and ground-truth response, followed by the answers obtained using the methods covered in
this work. The reported retrieval approach utilizes the model that indexes the answers. These examples illustrate the
impact of context size on each method and highlight the verbosity of OpenAI models.

Sample pmul4819_0-2 mul1285_2-8

Context User: I’m needing a train leaving on wednes-
day and arriving by 11:00.

User: I would like something in the cheap range
and i need the address and phone number
System: Sure, how about Pizza Hut City Centre?
It’s at Regent Street City Centre cb21ab and can be
reached at 01223323737. May I help with anything
else?
User: Yes, please. I would like information about
the Ashley Hotel.
System: The Ashley Hotel is in the north part of
town. It is a moderately priced two star hotel with
internet service and parking. Would you like to
make a reservation?
User: Yes, 3 people, 5 nights starting from wednes-
day. Reference number please.

Response System: Sure, where are you leaving from and
traveling to?

System: Booking was successful. Reference num-
ber is KJGGRH7E .

Retrieval System: There is a train on Wednesday at
11:01 am.

System: Ashley Hotel is in the moderate price
range. Their address is 74 Chesterton Road and the
number is 01223350059. Anything else I can assist
you with, today?

Fine-tuned retrieval
System: I have 318 trains running on Wednes-
day, to help narrow it down where will you be
departing/arriving?

System: The Ashley Hotel’s book was unsuccess-
ful. Would you like me to try Lovell Lodge?

FLAN-T5 (large)
System: i can help you with that. What time
would you like to leave and where would you
like to arrive?

System: aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa (...)

Fine-tuned FLAN-T5
(large)

System: Certainly. Where will you be depart-
ing from?

System: Certainly. Your booking was successful.
Your Reference number is : YYYYYYYC. Is there
anything else I can help you with?

FLAN-T5 (large) w/ re-
trieval

System: ok. I can help you narrow your search
if you give me your departure site and your
destination?

System: X21XYR7K

Fine-tuned FLAN-T5
(large) w/ retrieval

System: Certainly. Where will you be depart-
ing from?

System: i was able to book your party of 3 for
5 nights starting Wednesday at the Ashley Hotel.
your reference number is : YYYYZZ1Y.

GPT-3.5-turbo

Customer service: Hello! Thanks for reaching
out to us. May I know your starting location
and destination? This will help me give you
the right information.

System: I’m sorry, as a customer service system,
I do not have the capability to make reservations.
However, I can suggest that you visit the Ashley
Hotel’s website or give them a call at +44 (0) 1223
293383 to make your booking. They can also pro-
vide you with a reference number once your reser-
vation is confirmed. Is there anything else I can
assist you with?

GPT-3.5-turbo w/ re-
trieval

System: There is a train leaving from London
Kings Cross at 11:00 and arrives by 11:51.
Would you like me to check availability for
you?

System: No problem. I have made a booking for
3 people at the Ashley Hotel for 5 nights start-
ing from Wednesday. Your reference number is
X21XYR7K. Is there anything else I can assist you
with?

GPT-4

Hello! I’d be happy to help you find a train
that meets your requirements. Can you please
provide me with the departure and destination
stations so I can look up train schedules for
you?

System: Great! I’ve made a reservation for 3 peo-
ple for 5 nights starting from Wednesday at the Ash-
ley Hotel. Your reference number is AHSY12345.
Please keep this number for future reference. If
you have any questions or need to make changes,
feel free to reach out. Enjoy your stay!

GPT-4 w/ retrieval
System: There are 404 trains running on
Wednesday, what point of departure and point
of arrival are you interested in?

System: I have booked it for 5 nights/8 people
starting Wednesday. The booking reference is
KX7LBOB7 . Anything else?
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Abstract

Creating conversational systems for niche do-
mains is a challenging task, further exacerbated
by a lack of quality datasets. We explore the
construction of safer conversational systems for
guiding patients in preparing for colonoscopies.
This has required a data generation pipeline
to generate a minimum viable dataset to boot-
strap a semantic parser, augmented by auto-
matic paraphrasing. Our study suggests large
language models (e.g., GPT-3.5 & GPT-4) are
a viable alternative to crowd sourced paraphras-
ing, but conversational systems that rely upon
language models’ ability to do temporal reason-
ing struggle to provide accurate responses. A
neural-symbolic system that performs temporal
reasoning on an intermediate representation of
user queries shows promising results compared
to an end-to-end dialogue system, improving
the number of correct responses while vastly
reducing the number of incorrect or misleading
ones.

1 Introduction

Colorectal cancer is the second leading cause of
cancer-related deaths worldwide. Colonoscopy is a
safe and effective strategy to screen asymptomatic
individuals for precursors of colorectal cancer, but
it requires a precisely timed multi-day, multi-step
procedure to clear the colon. In today’s standard
practice, patients are given information sheets to
help them prepare for the procedure, which instruct
them to follow a low-fiber diet for several days
prior to the procedure (among other restrictions)
and to drink a preparatory mix that cleanses the
colon. Unfortunately, these information sheets are
frequently ineffective, resulting in rescheduled pro-
cedures with large economic, health-related and
social costs.

In this paper, we report on our initial steps to
develop a conversational assistant to improve the
ease of following colonoscopy preparation instruc-
tions. To avoid information overload, the assistant

is designed to coach patients through the process
(known as “prep”), reminding patients when it is
time to carry out each step in the instructions and
allowing them to ask questions at any time about
the procedure and the diet changes they need to
make at different stages of the preparatory period.
Additionally, the assistant will escalate questions
to health-care providers when necessary to answer
complex questions or reschedule.

Existing efforts to make it easier to follow
colonoscopy prep instructions give strong evidence
that our approach can greatly enhance patient suc-
cess. Engaging patients with automatic text re-
minders greatly improved colonoscopy prep ad-
herence (90% vs. 62%) when patients were in-
vited to ask follow up questions with health-care
providers (Mahmud et al., 2019), but a larger scale
trial where patients were not invited to reply to the
text messages (for lack of personnel) found no im-
provements over the control group (Mahmud et al.,
2021). The capacity to answer questions—which
we seek to automate for the first time—appears
to have been the crucial difference (Clancy and
Dominitz, 2021).

Embodied conversational agents (ECA) from the
Northeastern Relational Agents Lab have been de-
veloped for a variety of health-care communication
scenarios over many years. In particular, Ehren-
feld et al. (2010) develop an ECA for counsel-
ing patients on their options for anesthesia prior
to surgery, but the system cannot answer specific
questions patients ask in their own words.

With no existing data in this domain, we seek
to take advantage of pretrained and large language
models (PLMs/LLMs) to develop our system in a
data-efficient way while robustly avoiding unsafe
behavior. Recent years have witnessed enormous
progress on a wide range of NLP tasks, including
conversational AI ones, thanks to engineering ad-
vances in training large scale, transformer-based
neural language models (Bowman and Dahl, 2021;
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et al., 2022; Wei et al., 2022; OpenAI, 2023; Laskar
et al., 2023; Hosseini-Asl et al., 2020). However,
their deployment for practical tasks has been hin-
dered by concerns about safety, such as the propen-
sity of these models to regurgitate toxic language
or hallucinate fake news (Bender et al., 2021; Wei-
dinger et al., 2021; Dinan et al., 2022). In health-
care settings, these concerns are especially prob-
lematic, as with insufficient controls PLMs could
give harmful or even deadly advice (Bickmore
et al., 2018).

To address these safety concerns, we have de-
signed a neuro-symbolic system that uses PLMs for
contextual natural language understanding (NLU)
together with a rule-based dialogue manager and
knowledge base. To bootstrap the system, we
have used state machines to create simulated dia-
logues (Campagna et al., 2020) together with LLMs
for paraphrasing, rather than crowdworkers as in
the overnight method (Wang et al., 2015); further
enhancement using Wizard-of-Oz (Kelley, 1984)
methods is left to future work.

2 Methods

2.1 Conversational State Machine

A state machine can be used to model a multi-
turn conversation for simulation purposes (Jurafsky
et al., 1997; Campagna et al., 2020). Our imple-
mentation of conversational state machine models
different conversational states as states in the state
machine. The transitions in the state machine rep-
resent user and agent utterances that are possible
for the given conversation state.

Figure 1 illustrates the overall structure of our
data generation pipeline. Each transition can
yield multiple synthetic user utterances via ran-
dom choices in an attribute grammar, along with a
canonical, context-independent version of the user
utterance. An SCFG translates the canonical string
into a JSON string that represents the meaning in
intent-and-slot style. The dialogue manager uses
this formal representation to determine the system
response, expressing it with simple templates.

By polling the state machine and recording the
utterance emissions for each transition, we can gen-
erate a diverse dataset of conversations that a pa-
tient preparing for a colonoscopy might have with
the patient prep system (Figure 2). The state ma-
chine also encodes the dialogue context, which
allows the system to reference previous utterances.
This allows for insertion of coreferential anaphors

(“it” or “that”) as well as generating follow-up ques-
tions: “Agent: You can’t eat strawberries so close
to the procedure. User: How about bananas?” Sim-
ilarly, we expect “why?” questions to be very ellip-
tical and only interpretable in context (Figure 2).

2.2 System Design

Contextual NLU via semantic parsing converts the
user utterance into a valid canonical string, taking
the previous context into account (Shin et al., 2021).
As detailed in the next section, we train neural mod-
els for this task, without using an explicit module
for dialogue state tracking. If the semantic parser
does not return a valid canonical string (e.g., for an
out-of-scope user question), the SCFG translation
will fail to return a formal representation, triggering
a request for the user to rephrase.

Once the semantic parsing module correctly
parses the user utterance to a formal representa-
tion, it is processed by the dialogue manager. The
dialogue manager has 4 modules to respond to user
questions, one for each of the categories Food, Pro-
cedure, Task, and General. Each module has prede-
fined rule-based templates that ensure the informa-
tion provided to the patients is accurate, safe, and
not misleading (Table 4, Appendix A).

Questions in the food category are time sensitive
and thus the most challenging to handle. The food
module answers questions after first consulting a
food knowledge graph to calculate when a patient
must stop consuming the item relative to the pro-
cedure. For example, in permission questions like
“Can I eat strawberries?” the answer is “no” if the
procedure is less than 5 days away, but “Yes, but
you must stop eating strawberries on [stop_date]”
if it is 5 or more days away.

Our knowledge graph is used to store the stop-
page time for different food (or more generally, in-
gestible) items. Each item, based on its entity type
(solid, liquid, medicine, supplement), has attributes
such as “has seeds” or “has leaves” which deter-
mine the stoppage time. The existing FoodOn (He
et al., 2018) and FoodKG (Fernández et al., 2020)
resources do not cover relations such as “has_skin”
or “has_seeds”, so we augmented our knowledge
graph by asking ChatGPT to list the 200 common
food items and beverages, along with 25 common
over-the-counter medications and supplements in-
cluding items that are mentioned in the informa-
tion sheet provided to the patients. We then used
ChatGPT to provide values for the essential food at-
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Figure 1: Generating a simulated conversation cycles through four stages. (1) Transitioning in the state machine,
which triggers a unique attribute grammar production rule. (2) The production rule translates to a canonical
production, which is (3) transformed into a JSON formal representation. (4) The dialogue manager utilizes this
representation to create an agent response, and the cycle begins again.

Figure 2: An example conversation generation using the state machine, with utterances emitted on transitions.
“Why?” is an incomplete query in isolation, requiring conversation context for full interpretation.
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tributes by asking it yes/no questions (e.g., whether
apples have seeds), followed by manual inspection
to remove erroneous information.

2.3 Simulated and Challenge Datasets
To create a dataset of simulated conversations, we
ran the conversational state machine 25,000 times,
yielding 11,388 unique conversations that were
split 80/5/15 into training, validation, and test sets,
respectively; at the turn level, there is 3.84% over-
lap between our training and test set. For each
conversation, the procedure date is set randomly 1
to 10 days in the future.

While the simulated conversations include a vari-
ety of synthetic user utterances, they lack linguistic
diversity. To enrich these utterances, we used GPT-
3.5 and GPT-4 (OpenAI, 2023) to paraphrase 200
conversations from the test set.1 Since we found
the paraphrases from GPT-3.5 to be as good or bet-
ter than those of GPT-4, we then used GPT-3.5 to
paraphrase the entire training set, for a total cost of
approximately $10.

To aid in the analysis of our system, we also
created a handcrafted dataset of 25 conversations
that cover all possible use cases of our system,
which we refer to as the challenge set. This set was
created by one of the authors without access to the
attribute grammar or the automatic paraphrases in
the simulated dataset. Of these 25 conversations, 15
are within the scope of the current system, though
the conversations often diverge from the simulated
ones, especially in their use of follow-up questions.

Sample paraphrased conversations appear in a
supplement to the paper along with challenge ones.

3 Experiments

3.1 Models
The goal of the system is to reliably provide ac-
curate and safe answers to user questions. Be-
fore training our own models, we first qualitatively
tested ChatGPT in a zero-shot setting for our task
by providing it relevant information (patient in-
formation sheet and procedure date) and asking it
questions we envisioned patients asking our system.
We found that it did not reliably provide accurate
answers to questions requiring temporal reasoning,
and that its guardrails against providing medical
advice often prevented it from answering questions
that the system should be able to answer. We thus

1We used gpt-4-0314 and gpt-3.5-turbo-0301 model check-
points via OpenAI’s API.

NLU Soft Match Acc. BLEU
Explicit 88.4 0.918
Implicit 56.3 0.206

Table 1: Our system with explicit NLU dramatically
outperforms the end-to-end, implicit NLU baseline on
the PARA-GPT-3.5 test set according to the automatic
measures of soft match accuracy (see text) and BLEU.

Explicit Implicit
Correct 57 22

Nonresponsive 0 2
Misleading 0 0

Incorrect 3 36

Table 2: The explicit NLU system has only a handful of
incorrect responses according to a manual analysis of
a test set sample, whereas the end-to-end implicit NLU
system responds incorrectly more than half the time,
reflecting the inability of pretrained language models to
reliably perform temporal reasoning.

moved on to training our own smaller, faster mod-
els, which also come with fewer privacy concerns.
We used the Hugging Face implementation of pre-
trained BART (Lewis et al., 2020), fine-tuning the
base model (with 140M parameters) for 2 epochs
with a learning rate of 1e-5. We compared a se-
mantic parsing model trained on the synthetic user
utterances against one trained on the GPT-3.5 para-
phrases, and found that the latter achieved 95.0%
accuracy on the PARA-GPT-3.5 test set, a 6.5%
absolute gain over the former. As a baseline for
comparison, we also trained an end-to-end ques-
tion answering model on the user inputs and system
outputs; this model performs NLU implicitly, by-
passing the dialogue manager and KB.

3.2 Explicit vs. Implicit NLU

To evaluate the accuracy of our paraphrase-trained
model against the implicit NLU baseline on the
PARA-GPT-3.5 test set, we employed a soft match
for answer polarity, checking if “yes” or “no” is
mentioned in the gold answer and also in the pre-
dicted answer. We qualitatively checked this soft
match metric on a handful of conversations and
found it to be generally effective at identifying
correct/incorrect matches when the gold answer
contains a polarity particle. (Note that when the
gold answer does not contain a polarity particle,
the soft match metric simply returns false, thereby
underestimating true accuracy for both systems.)
Table 1 shows that the soft match accuracy for the
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Explicit Implicit
Correct 17 10

Nonresponsive 34 14
Misleading 4 8

Incorrect 4 27

Table 3: The explicit NLU system has many fewer incor-
rect responses on the in-scope challenge set in compari-
son to the end-to-end Implicit NLU system according
to a manual analysis.

explicit NLU model is dramatically higher (30%
absolute) than the implicit NLU baseline, and has
much higher BLEU scores as well.

To verify the results of the automatic evalua-
tion, we conducted a manual analysis of a ran-
dom sample of 60 items from the test set. Two
authors judged the responses as correct, nonrespon-
sive, misleading or incorrect; Table 2 shows the
counts of the stricter judge. Without defining these
terms, chance-corrected agreement as measured
by Krippendorff’s α was an acceptable 0.72. On
the stricter judge’s annotations, a highly significant
difference was found between the two systems (ig-
noring the “misleading” category, which had zero
counts for both systems), χ2 (2, N=60) = 45.4,
p < .001.

Looking at the answers provided by the implicit
NLU baseline, we find that it can reliably answer
questions that can be memorized as static FAQs,
but it does not reliably answer questions requiring
temporal reasoning. For example, whether orange
juice is allowed depends on how close one is to the
procedure date, and thus the baseline model will
sometimes respond to a question like “Can I have
orange juice tomorrow?” with “Yes, you may drink
orange juice tomorrow” when the correct answer
is “No, you cannot have orange juice tomorrow.”
Such incorrect answers could easily lead to a user
being inadequately prepared for a colonoscopy. By
contrast, with the explicit NLU model, when the
system does not respond correctly, the response is
usually recognizable as a non-sequitur, with only a
small number of requests to rephrase.

3.3 Challenge Set
We also conducted an exploratory analysis of our
system compared to the implicit NLU baseline on
the in-scope subset of the challenge set.2 Three
authors judged the responses as correct, nonrespon-

2On the out-of-scope conversations, the system mostly
yielded safe requests to rephrase.

sive, misleading or incorrect; Table 3 shows the
majority counts. Without defining these terms,
chance-corrected agreement as measured by Krip-
pendorff’s α was only 0.48. Nevertheless, a highly
significant difference was found between the two
systems, χ2 (3, N=59) = 28.5, p < .001. While
both systems fared rather poorly overall, as the
challenge set included a variety of unanticipated
questions and made richer use of the context, the
implicit NLU system clearly had many more incor-
rect responses. Although looking at the handful
of incorrect responses our system made turned up
some fixable bugs, we expect the misleading re-
sponses to be the more serious research challenge,
as they depend on how patients might interpret
responses in context (Tables 5–6, Appendix A).

4 Conclusions and Future Work

Our initial development of a neuro-symbolic con-
versational guide for colonoscopy prep demon-
strated that automatic paraphrasing of simulated
conversations using GPT models can be success-
fully used to generate a diverse dataset for drawing
meaningful insights into model behavior. We found
that GPT and BART language models struggle with
temporal reasoning; thus systems that rely upon
explicit NLU and temporal reasoning are better
suited for answering critical, time-sensitive ques-
tions. Further, we found few incorrect responses
generated from our system under novel and out-
of-scope situations, but misleading ones remain a
challenging concern.

In future work, we plan to enhance and extend
the system after collecting Wizard-of-Oz data with
patients. We expect these system improvements to
greatly reduce the prevalence of nonresponsive an-
swers when patients use more contextually varied
language, as in our current challenge set experi-
ments. We will also re-evaluate the prevalence of
misleading responses and consider implementing
steps to filter out such responses. We also plan to
experiment with making the system more proac-
tive by quizzing patients on their understanding of
the instructions, in order to investigate whether this
yields improved understanding leading to improved
adherence to the prep protocol.
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A Appendix

Food Category

Permission U: Can I eat a strawberry tomorrow? S: No,
you may not eat strawberries tomorrow.

Duration U: When can I eat a strawberry? S: You can
have strawberries up to 5 days before the procedure.
Your procedure is on 6th April 2023 at 5:00pm, you
can have strawberries up to 5:00pm on 1st April
2023.

Explanation U: Why can I not eat a strawberry tomor-
row? S: Your procedure is 3 days away and you
need to stop having strawberries, as it can cause
errors in the procedure and hence should not be
consumed.

Task Category

Description U: What is in the instructions? S: The in-
structions guide you through the preparation for
the procedure.

Duration U: By when should I read the instructions?
S: You should read the instructions at least a week
before your procedure.

Explanation U: Why should I read the instructions? S:
The instructions help you prepare for the procedure.
It is important that you understand the instructions
and follow them to ensure that you are prepared for
the procedure.

Procedure Category

Description U: What is a colonoscopy? S: A
colonoscopy is an inspection of your colon and
your large intestine.

Duration U: When is my procedure? S: Your procedure
is on 6th April 2023 at 5:00pm.

Explanation U: How long is my procedure? S: The
procedure should be 2 to 4 hours long.

Table 4: Sample responses for different categories and
subtypes of user questions. Notice how food related
questions are time sensitive in nature, while task ques-
tions can be answered without logical reasoning.

User: Can I have ice cream today?
System: Your procedure is four days away. Yes, you

can still have ice cream.
User: What if it has nuts in it? You told me to

avoid nuts.
System: You can have ice cream up to 2 days before

the procedure. Your procedure is on Friday,
19 May at 09:30pm, you can have ice cream
up to 09:30pm on Wednesday, 17 May.

Table 5: Example misleading system response from
challenge set. After the system correctly says that the
patient may have ice cream 4 days in advance of the
procedure, the patient asks whether ice cream is still
allowed if it contains nuts. Here, the system should
say no, but instead says that the patient can have ice
cream up to 2 days before the procedure. While this
response is literally correct, it does not directly answer
the patient’s question; as such, it could easily mislead
the patient into thinking an indirect positive answer had
been given (via a Gricean quantity implicature).

User: Do I have to stop taking my insulin before
my colonoscopy?

System: I am sorry, but I couldn’t understand. Could
you please rephrase?

User: Can you contact my doctor?
System: I am sorry, but I cannot provide information

about insulin.
User: Thank you. What should I do until I hear

from them?
System: The prescription contains Mirolax, Dulco-

lax and Gatorade.

Table 6: Example from out-of-scope portion of chal-
lenge set with incorrect responses that are not mislead-
ing. In this scenario, the user asks the system about ad-
justing their insulin dosage. Ideally our system should
direct the user to seek approval from the doctor. How-
ever, for the first question, our system creates an illegal
canonical string and replies that it does not understand
the user query. For the next question, it creates a legal
canonical string, and responds that it cannot provide
information about insulin as it was not present in our
knowledge graph. In the final turn, the system misun-
derstands the question as pertaining to the prep mix and
responds with a non-sequitur.
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Abstract

While task-oriented dialogue systems have im-
proved, not all users can fully accomplish their
tasks. Users with limited knowledge about the
system may experience dialogue breakdowns
or fail to achieve their tasks because they do
not know how to interact with the system. For
addressing this issue, it would be desirable to
construct a system that can estimate the user’s
task success ability and adapt to that ability.
In this study, we propose a method that esti-
mates this ability by applying item response
theory (IRT), commonly used in education for
estimating examinee abilities, to task-oriented
dialogue systems. Through experiments pre-
dicting the probability of a correct answer to
each slot by using the estimated task success
ability, we found that the proposed method sig-
nificantly outperformed baselines.

1 Introduction

Although task-oriented dialogue systems have im-
proved, not all users can accomplish their tasks
(Takanobu et al., 2020). Even in dialogue systems
built using large language models such as Ope-
nAI’s ChatGPT1, the system’s performance is not
always satisfactory (Hudeček and Dušek, 2023).
In particular, users with limited knowledge about
the system may experience dialogue breakdowns
or fail to achieve their tasks because they do not
know how to communicate with the system. One
solution would be for the system to estimate the
user’s task success ability and then engage in dia-
logue in accordance with that ability, for example,
by changing the expressions in utterances or inter-
action strategies.

1https://openai.com/blog/chatgpt/

Domain Slot Value

Restaurant Area West

Food Pizza

Price

Domain Slot Value Label

Inform Restaurant Area East incorrect

Inform Restaurant Food Pizza correct

… … … …

Belief state at end of dialogue

Dialogue goal

Item characteristics

Task success 
ability 

Dialogue goal with correct/incorrect labels for slots

Estimate item
characteristics

using IRT
(marginal maximum
likelihood estimation)

Estimate user 
ability using IRT

(expected a
posteriori

estimation)

Labels 
denoting if 
each slot was
correctly
filled or not

Collected dialogues

Dialogue with new user

Compare

Domain Slot Value

Inform Hotel Area North correct

Inform Hotel Price Moderate incorrect

… … … …

Figure 1: Overview of proposed method.

We therefore propose a method (shown in Figure
1) that estimates the user’s task success ability by
utilizing item response theory (IRT) (Lord, 1980),
which is commonly used in the field of education.
Specifically, we first collect dialogues between the
system and users, where each user is presented
with a unique dialogue goal and must engage in
dialogue on the basis of that goal. Next, consid-
ering correctly filling in each designated slot as a
problem, we estimate the item characteristics of
the slots by using IRT. Finally, we let a new user
engage in a dialogue on the basis of a given dia-
logue goal, and the user’s task success ability is
estimated by using the item characteristics of the
filled or unfilled slots.

Our experimental results showed that the pro-
posed method significantly outperformed the base-
lines in accurately predicting the probabilities of
correct answers to slots. In addition, our analysis of
the item characteristics of slots in the MultiWOZ
dataset (Eric et al., 2020) gave further insights into
how the dialogue goals should be determined for
predicting task success abilities. The contributions
of this paper are as follows.
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Figure 2: Example of item characteristic curves for four
different questions (item A, item B, item C, item D)
with distinct characteristics.

• This is the first work to apply IRT for pre-
dicting users’ task success abilities in task-
oriented dialogue systems.

• We reveal item characteristics such as slot dif-
ficulty and discrimination in the MultiWOZ
dataset.

2 Item Response Theory

We first explain item response theory (IRT), which
is a measurement theory that quantifies examinees’
abilities on tests (Lord, 1980). In traditional tests,
the total score of the correctly answered questions
represents the examinee’s score. However, in such
tests, it is necessary to predetermine the score of
each problem, but the predetermined scores may
not always represent the examinees’ ability.

In tests that utilize IRT, the relationship between
the examinee’s abilities θ and the probabilities of
correct answers to questions prob is calculated for
each question using a large amount of user response
data. The relationship is described by item charac-
teristics such as discrimination a, difficulty b, and
guessing c, as shown in the following equation.

prob = c+
1− c

1 + e−a(θ−b)
(1)

Discrimination represents the extent to which a
question distinguishes between examinees of dif-
ferent abilities. Difficulty indicates an item’s dif-
ficulty level. Guessing represents the probability
of a chance guess resulting in a correct response
for an examinee with no ability. In multiple-choice
questions, the reciprocal number of choices can be
used to estimate the guessing parameter. On the ba-
sis of the item characteristics, the ability at which

the examinee’s response patterns are most likely to
occur is estimated.

To illustrate the effect of item characteristics,
Figure 2 provides examples of item characteristic
curves that represent the characteristics of each par-
ticular question, where the horizontal axis of each
curve represents the examinee’s ability value θ, and
the vertical axis represents the probability prob of
a correct answer to the item. Generally, the item
characteristic curve shows that the probability of
a correct answer is small when the ability is small,
increases around the medium ability value, and
reaches a high probability for large ability values.
It forms an upward-sloping curve. In the figure,
items A and B differ only in their discrimination
parameters, items A and C differ only in their diffi-
culty parameters, and items A and D differ only in
their guessing parameters.

3 Related Work

3.1 Modeling User Characteristics

In the field of human-computer interaction, Ghaz-
arian and Noorhosseini (2010) constructed an au-
tomatic skill classifier using mouse movements in
desktop applications. Lo et al. (2012) identified stu-
dents’ cognitive styles and developed an adaptive
web-based learning system.

In the area of voice user interfaces (VUIs) and
spoken dialogue systems, Ward and Nakagawa
(2002) proposed a system that adjusts the system’s
speaking rate on the basis of that of the user’s. My-
ers et al. (2019) clustered user behaviors in interac-
tions with VUIs. Komatani et al. (2003) proposed
a method that estimates user attributes such as skill
level to the system, knowledge level to the target do-
main, and degree of hastiness to adapt the system’s
behavior for a bus information system. However,
these studies did not exploit the characteristics of
problems, which should be considered when esti-
mating the task success ability.

3.2 Application of IRT

Sedoc and Ungar (2020) introduced IRT to the
evaluation of chatbots and conducted tests to deter-
mine which of two chatbots provided appropriate
responses during dialogues. This research consid-
ered the pairs of chatbots as examinees and input
utterances as the problems in IRT. This allowed for
the evaluation of both the input utterances and the
chatbots. Lalor et al. (2016) applied IRT to the tex-
tual entailment recognition task and compared sys-
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tem performance with human performance. This
research considered the systems or humans as ex-
aminees and textual entailment recognition tasks
as the problems in IRT. However, these studies did
not aim to estimate users’ ability to interact with
systems.

4 Proposed Method

In our method, we first collect dialogues between
the system and users. Next, we calculate the cor-
rectness of each slot by comparing the dialogue
goal and the belief state at the end of the dialogue.
We use IRT to estimate item characteristics (diffi-
culty, discrimination, and guessing for each slot)
by means of marginal maximum likelihood estima-
tion (Bock and Aitkin, 1981; Harwell et al., 1988).
Here, marginal maximum likelihood estimation is
a method that estimates only the item characteris-
tics (users’ abilities are not estimated) by assuming
a standard normal distribution as the distribution
of the users’ ability. It is known to provide stable
results even with an increased number of users.

In task-oriented dialogue systems, the dialogue
goal includes the content of the slots that the user
should convey to the system (inform goals) and
the slots that the user should ask about (request
goals). We regard each dialogue as a single test and
consider whether each slot is filled in correctly as
the problem of IRT.

For an inform goal slot, it is considered correct if
the user can appropriately convey their slot values
to the system. Let v and b[d][s] denote the value
of the goal and the belief state at the end of the
dialogue for a domain d and slot s. The correctness
ans ∈ {0, 1} is defined as follows.

ans =

{
1 (v = b[d][s])

0 (otherwise)
(2)

For a request goal slot, it is considered correct if
the user can appropriately obtain the information
from the system. Let s and S[d] denote the slot of
the goal and the set of slots of the domain d for
which the system has conveyed information in the
dialogue. The correctness ans ∈ {0, 1} is defined
as follows.

ans =

{
1 (s ∈ S[d])

0 (otherwise)
(3)

Having estimated the item characteristics of
slots, we finally let the user whose task success

ability we want to estimate engage in a dialogue
for a given dialogue goal, judge whether each slot
is correctly filled, and estimate the task success
ability by expected a posteriori estimation based on
Bayesian statistics (Fox, 2010). We can calculate
the probabilities of correct answers to the slots by
using Equation (1) with the estimated task success
ability and item characteristics.

5 Experiment

We collected dialogue data and estimated users’
task success abilities using IRT. We then evaluated
the accuracy of estimating the probabilities of cor-
rect answers to slots utilizing the users’ estimated
task success abilities. Assuming that the capability
to fill slots correctly corresponds to the ability to
complete dialogue tasks, if the proposed method
can accurately estimate the probability of a correct
answer to each slot, we can say that the method can
accurately estimate the user’s task success ability.
We also analyzed the estimated item characteris-
tics.

5.1 Dialogue Systems

We built the systems using the MultiWOZ 2.1
dataset (Eric et al., 2020), an English dialogue
dataset between a tourist and a clerk at a tourist
information center in seven domains: restaurant,
hotel, attraction, taxi, train, hospital, and police.

Since item characteristics may differ depending
on the system configuration, we used two dialogue
systems: a pipeline (Zhang et al., 2020), which con-
sists of four modules, and SimpleTOD (Hosseini-
Asl et al., 2020), an end-to-end system.

The pipeline system consists of a natural lan-
guage understanding module based on BERT (De-
vlin et al., 2019), a rule-based dialogue state track-
ing module, a rule-based policy module (Schatz-
mann et al., 2007), and a template-based natural
language generation module. To construct the
pipeline system, we utilized the ConvLab-2 toolkit
(Zhu et al., 2020; Liu et al., 2021), which enables
the development of task-oriented dialogue systems.
The architecture of the pipeline system may seem
conventional; however, it outperforms other sys-
tems implemented by ConvLab-2 in task success.
SimpleTOD is a GPT2-driven language model fine-
tuned for MultiWOZ dialogues. We trained the
model using the public source code on GitHub2.

2https://github.com/salesforce/simpletod/
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Pipeline SimpleTOD
No. of users 179 198
No. of dialogues 537 594
No. of utterances 24,340 20,532
No. of tokens 311,043 233,760
Task success rate 47.5% 28.3%
Slot correct rate 77.6% 62.0%

Table 1: Statistics of collected dialogues.

Appendix A provides the details of the training
settings.

5.2 Experimental Procedure

First, we collected dialogues through Amazon Me-
chanical Turk, a crowdsourcing platform. We
presented different randomly generated dialogue
goals, including 2 through 4 domains containing 10
through 20 slots, to 377 workers and engaged them
in dialogue with the systems. Each worker was
presented with a randomly generated dialogue goal
and engaged in three consecutive dialogues with
the same dialogue system, either pipeline or Sim-
pleTOD, but with different dialogue goals. The
experiment was approved by the ethical review
committee of our organization.

The statistics of the collected dialogues are
shown in Table 1. We used NLTK3, a Python li-
brary, for counting the number of tokens. As we
can see, the dialogues of the pipeline system have
a moderate success rate (47.5%), whereas those of
SimpleTOD are lower (28.3%), as expected from
(Zhu et al., 2020).

We utilized 5-fold cross-validation to evaluate
the results. We selected one fold as test data and
the remaining four as training data. We made sure
there was no overlap of users between the folds.
First, we estimated item characteristics using IRT
for each slot in the training data. For this purpose,
we utilized the GIRTH library4, a Python library
for IRT. Then, using the estimated item characteris-
tics from the training data and the estimated user’s
task success abilities from the first dialogue of the
test data, we predicted the probabilities of correct
answers for each slot in the second and third dia-
logues of the test data. This process was repeated
for each fold.

3https://www.nltk.org/
4https://github.com/eribean/girth

2nd dialogue 3rd dialogue
Proposed 0.732 0.736
Baseline (Slot) 0.704 0.703
Baseline (User) 0.678 0.690

Table 2: Accuracy of estimating probabilities of correct
answers (pipeline).

2nd dialogue 3rd dialogue
Proposed 0.606 0.603
Baseline (Slot) 0.582 0.575
Baseline (User) 0.561 0.577

Table 3: Accuracy of estimating probabilities of correct
answers (SimpleTOD).

5.3 Baselines
We prepared two baselines with different ap-
proaches for estimating probabilities of correct an-
swers to the slots.

Baseline (Slot) A method that uses the average
probability of a correct answer for a target
slot as the probability of a correct answer for
the slot. That is, the probability of a correct
answer to slot s over all users in the training
data is used for the probability for slot s for
users in the test data.

Baseline (User) A method that uses the average
probability of a correct answer from the target
user in the test data’s first dialogue as the prob-
ability of a correct answer for the slot. That is,
the probability of a correct answer to slot s is
the averaged probability of a correct answer
to all slots of that user in previous dialogues.

5.4 Evaluation Metrics
We set the accuracy of estimating the probabilities
of correct answers as the evaluation metric. This is
equivalent to the average estimation accuracy when
performing infinite trials that involve predicting the
correctness of each slot as correct with the esti-
mated probability of a correct answer. Specifically,
if the estimated probability of a correct answer is
denoted as prob, and the actual correctness of the
user is denoted as ans ∈ {0, 1}, then the accuracy
of estimating the probabilities of the correct an-
swers is the average for all slots, where each slot’s
accuracy is calculated by:

acc =

{
prob (ans = 1)

1− prob (ans = 0)
(4)
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Figure 3: Distribution of discrimination and difficulty
estimated for all slots.
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Figure 4: Relationships between estimated users’ task
success ability from first dialogue and total number of
users’ task successes (success count) in second and third
dialogues.

In calculating acc, we do not distinguish inform
and request slots.

5.5 Results

Tables 2 and 3 show the results for the pipeline
system and the SimpleTOD system, respectively.
Wilcoxon signed-rank tests with Bonferroni correc-
tion revealed that the proposed method achieved a
significantly higher estimation accuracy than the
other methods (p < .01).

Comparing the results for the second and third
dialogues, we found almost no difference in esti-
mation accuracy for all methods, indicating that
the nature of the dialogue does not significantly dif-
fer between the second and third dialogues. Note
that, since imbalanced data with more correct an-
swers than incorrect ones (Table 1) lead to higher
accuracy, we cannot compare the absolute score of
the accuracy between the pipeline and the Simple-
TOD system. Appendix B provides examples of
dialogues between users and the pipeline system
and the users’ estimated task success abilities.

5.6 Analysis of Item Characteristics of Slots

Figure 3 shows the distribution of the discrimina-
tion and difficulty of the slots. In both systems,
almost all slots exhibited discrimination values
greater than 0 and had the power to estimate the

user’s task success ability. While the pipeline sys-
tem showed minimal differences in discrimination
and difficulty among slots, the SimpleTOD system
revealed substantial variations in discrimination
and difficulty across slots, making it possible to
appropriately select slots with high discrimination
for appropriate testing.

5.7 Analysis of User Abilities

Figure 4 shows the relationships between the esti-
mated users’ task success ability from the first dia-
logue and the total number of users’ task successes
(success count) in the second and third dialogues.
In both systems, users who achieved their tasks
tended to have higher task success abilities, indi-
cating that the estimated abilities represent users’
task success abilities appropriately.

6 Conclusion and Future Work

We proposed a method for estimating users’ task
success abilities with task-oriented dialogue sys-
tems utilizing item response theory. Experiments
on predicting the probability of a correct answer
for each slot showed that the proposed method sig-
nificantly outperformed the baselines.

Various challenges need to be addressed in future
work, such as the dependence among slots; to this
end, we want to explore methods that consider mul-
tiple slots as a single problem. We also want to es-
timate the task success ability using deep learning-
based IRT methods that may achieve higher accu-
racy (Yeung, 2019; Tsutsumi et al., 2021). Addi-
tionally, we aim to investigate methods for esti-
mating task success abilities more quickly, that is,
using less than a single dialogue. Finally, we want
to construct dialogue systems that can adapt their
behavior on the basis of the users’ estimated task
success abilities.
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Speaker Utterance
...

User Is there a train leaving after 18:15
from Broxbourne to Cambridge
on Sunday?

System We can book you for the train leav-
ing at 18:15. Would you like to take
the train on Sunday? Would you like
me to book a train to Cambridge for
you?

User I need tickets for two.
...

(a) Dialogue with estimated task success ability of
0.195

Speaker Utterance
...

User I want train service
System When would you like to leave by?

Is there a time you would like to get
there by? On what day will you be
traveling?

User 11.30
System Sorry I do not understand, can you

paraphrase?
...

(b) Dialogue with estimated task success ability of
−1.116

Figure 5: Example dialogues from pipeline system with
estimated task success abilities.

A Training Settings for SimpleTOD
system

As the best hyperparameters for SimpleTOD were
unknown, we trained it by using the public source
code on GitHub with different hyperparameter val-
ues (e.g., a batch size from 2 to 8, a learning rate
from 1e− 5 to 1e− 4, and a maximum sequence
length from 256 tokens to 1,024 tokens); then, we
selected the most optimized model. We further
modified the lexicalization rules to ensure the legi-
bility of the generated system responses.

B Examples

Figure 5 presents examples of dialogues between
users and the pipeline system. The user’s estimated
task success ability for the dialogue in (a) is 0.195,
while that for the dialogue in (b) is −1.116. In
the dialogue shown in (a), the system responds

appropriately to the user’s utterance, indicating that
the user understands what to say to the system.
Specifically, when the user conveys their preferred
departure time for the train to the system, they
provide the information in a complete sentence
rather than just a single word, thus enabling the
system to understand the user’s intent. In contrast,
in the dialogue shown in (b), the user provides only
a single word to convey the desired time for the
train, and the system fails to understand the user’s
intent.
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Abstract

With the ambition to create avatars capable of
human-level casual conversation, we developed
an open-domain avatar chatbot, situated in a vir-
tual reality environment, that employs a large
language model (LLM). Introducing the LLM
posed several challenges for multimodal inte-
gration, such as developing techniques to align
diverse outputs and avatar control, as well as ad-
dressing the issue of slow generation speed. To
address these challenges, we integrated various
external modules into our system. Our system
is based on the award-winning model from the
Dialogue System Live Competition 5. Through
this work, we hope to stimulate discussions
within the research community about the po-
tential and challenges of multimodal dialogue
systems enhanced with LLMs.

1 Introduction

We present a demonstration of an open-domain
avatar dialogue system that we have developed,
with the goal of facilitating natural, human-like
conversations. With the advent of large language
model (LLM) technologies such as LLaMA (Tou-
vron et al., 2023) and ChatGPT (OpenAI, 2022),
the fluency of text-based dialogue systems has sig-
nificantly improved. One of the next directions
in this field involves dialogue systems that utilize
voice, facial expressions, and gestures through an
avatar, contributing to a more engaging and inter-
active conversation experience (Hyde et al., 2015).

As part of the efforts in dialogue system research,
the Dialogue System Live Competition 5 (DSLC5)
was held in Japan, a competition of avatar chat di-
alogue systems (Higashinaka et al., 2022). It was
hosted within the academic conference of dialogue
systems, where a large number of researchers eval-
uate the demonstrations performed on the stage to
determine their ranking. We developed a dialogue
system based on the LLM for this competition (Ya-
mazaki et al., 2022), and encountered a variety of
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mistakes often, so I know how you feel...

Sad Motion & Expression

User

I made a big mistake at work yesterday, 
and I'm feeling a bit down.

Expression

VR
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Figure 1: Sample interactions between users and our
avatar chatbot, translated from Japanese. The avatar, ac-
cessible via VR headset or display, exhibits its emotions
through motions and expressive facial cues.

challenges on integrating LLMs into a multimodal
dialogue system. For instance, due to the real-time
nature of spoken dialogue, it is essential to return
some form of response quickly, which is a chal-
lenge when using computationally intensive LLMs.
Furthermore, when the system involves an avatar,
methods of controlling the avatar’s facial expres-
sions and motions present another challenge.

We strive to address such missing capabilities
of an LLM-based dialogue system by integrating
several external modules. Such modules encom-
pass the incorporation of filler phrases and thinking
motions during LLM’s computational time, task
parallelization to speed up responses, and detection
of errors in speech recognition. Simultaneously,
we paid close attention to the content of dialogue,
aspiring to create a system that allows users to en-
gage in deep, prolonged, and safe interactions. As
a result, our system achieved the best human evalu-
ation results in the competition. However, among
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the metrics, the naturalness of avatar’s speaking
style received the lowest score, indicating a need
for improvement on its motions and expressions.

In this demonstration, we present an avatar di-
alogue system that improves from DSLC5. The
improvement includes addition of emotion recog-
nizer to enhance naturalness of the avatar expres-
sions and motions. Additionally, aiming to pro-
vide a more immersive dialogue experience, we
offer a system that allows conversation with an
avatar through a virtual reality (VR) headset. Al-
though the system is originally designed to respond
in Japanese, we provide translated responses for
English speakers. Through this demo, we hope to
stimulate discussion within the research commu-
nity about the potential and challenges of integrat-
ing LLMs into multimodal dialogue systems.

2 System Overview

We first provide a overview of the features of our
proposed system, followed by a more detailed ex-
planation in the subsequent subsections. The sys-
tem architecture is illustrated in Figure 2.

Initially, the user’s vocal input is transcribed into
text utilizing a speech-to-text (STT) module. As the
STT results frequently lack punctuation, a module
called the Punctuationizer is utilized to append
period marks and question marks. The punctuated
text is then fed into the Dialogue System.

The Dialogue System leverages an LLM to gen-
erate responses. To elicit more engaging responses
from the LLM, a process termed Prompt Creation
is performed beforehand, providing the model with
contextually rich information. Following the re-
sponse generation, an Editing & Filtering phase is
undertaken. During this phase, any responses that
are dull or ethically inappropriate are identified and
either edited or discarded as necessary.

Once the response text is determined, the system
proceeds to control the avatar and text-to-speech
system (TTS). The avatar’s motions and expres-
sions are decided based on the outcome of the
Emotion Analyzer. To help accurately reading
Kanji characters of Japanese, we add Pronunci-
ation Helper to convert into the phonetic script of
Hiragana.

2.1 Dialogue System: Prompt Creation

In the Prompt Creation phase, the system utilizes
different types of few-shot prompts based on the
given user inputs. All prompts are created based on

a common template, which includes instructions
such as the system character’s profile, the current
date and time, and the manner of speech. Here, we
introduce a few of the prompts that we employ in
our system.

STT Error Recovery Prompt There is a risk
of LLM generating unintended responses when it
receives user utterances containing STT errors. To
mitigate this, we implemented an STT error de-
tector based on fine-tuned BERT (Devlin et al.,
2019) with dialogue breakdown detection data (Hi-
gashinaka et al., 2016). In cases where errors are
detected, the system discards the user input and
employs a prompt to inform the LLM about the in-
audibility of the received utterance. Figure 3 shows
an example shot of this prompt.

Knowledge-Response Prompt In cases where a
user engages in a deep conversation on a specific
topic, specialized knowledge or the latest informa-
tion not included in the LLM’s parameters might be
required. Moreover, it is empirically known that the
more niche a topic is, the more likely the LLM is to
generate dull responses or only refer to well-known
topics. Thus, satisfying users who wish to delve
into more core conversations is challenging. To ac-
commodate this, we introduced a search system for
topic-related knowledge from online sources (e.g.
Wikipedia) and inserts them into the prompt. This
prompt is triggered when an effective knowledge
source is found through searching the database.

Persona-Response Prompt The input length for
the LLM has a limit, and it is currently difficult to
incorporate all past dialogues as input. However,
maintaining memory of past dialogues is crucial
to achieving consistent conversations with the user.
Our system is designed to maintain memories dur-
ing dialogues by storing and utilizing the personas
of the user and the system itself. After each ut-
terance by both speakers, persona sentences are
obtained using a Persona Extractor module which
is also implemented with the LLM. These persona
sentences are stored in a vector database and uti-
lized in the prompt during the response generation.

2.2 Dialogue System: Editing & Filtering

While the responses generated by the LLM is flu-
ent, they sometimes lead to dull or stagnant con-
versation, or even prematurely end the dialogue,
resulting in a loss of user interest. To circumvent
these issues, we have implemented a Boring Re-
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Figure 2: System Overview

System: What have you been interested in lately?
User: Well, I've actually started playing various

games recently.
System: That's exciting! I'm a big fan of games

myself. What kind of games are you into?
User: ...
System: (Hmm, I didn't quite catch the user's

response...) Can you tell me about some other
games you enjoy playing?

Figure 3: Example shot of an STT Error Recovery
Prompt. The actual response is generated after the paren-
theses of the last utterance.

sponse Filter and a Conversation-Closure Filter.
Both filters operate by identifying responses that
are similar to manually collected boring and clos-
ing expressions. If either of these filters flags a
response, the system will either add sentences us-
ing the LLM to enrich the content or revert back to
the Prompt Creation stage for regeneration.

There’s also a risk of generating ethically inap-
propriate responses, making it unsafe to directly
provide the LLM’s outputs to the user. In order
to achieve communication that is both secure and
respectful, we implemented Toxic-Response Filter.
It utilizes a classifier that has been fine-tuned with
BERT using a Japanese harmful expression dataset
(Kobayashi et al., 2023). In case where these filters
flag a response, the system adds suitable instruc-
tions to the prompt (e.g. “respond gently” or “ex-
pand on the topic”) and again reverts back to the
Prompt Creation to regenerate.

2.3 Response Timing

In spoken dialogues, promptly signaling under-
standing of the user’s speech is considered cru-
cial for enabling a comfortable conversation. How-
ever, the LLMs necessitate significant computa-

tional time, requiring approximately 2 seconds for
each generation in case of our system. This over-
head can lead to response delays, especially when
regeneration is necessary.

To mitigate these potential sources of discomfort,
our system employs concurrent operation of mul-
tiple modules. For instance, we execute persona
extraction while the system is speaking, enabling it
to expedite response times. Additionally, we have
integrated the use of conversational fillers and an-
imated motions during these waiting periods. By
incorporating these elements, we aim to make the
delay less noticeable and align with the natural flow
of human conversation.

2.4 Emotion Analyzer and Avatar Control

In avatar dialogue systems, it is important to con-
trol the tone of the synthesized voice, as well as
the avatar’s facial expressions and motions, in ac-
cordance with the content of the utterance. Our
system performs emotion analysis on the responses
generated by the Dialogue System to manage these
aspects. The analyzer employs a fine-tuned BERT
trained on the WRIME dataset (Kajiwara et al.,
2021). It recognizes eight types of emotions,
namely joy, sadness, anticipation, surprise, anger,
fear, disgust, and trust, on a strength scale ranging
from 0 to 3.

Our in-house developed TTS system called Co-
haris can assign emotions such as “Happy” and
“Sad”, and these are mapped with the output of the
emotion analyzer. Similarly, the expressions and
motions of the avatar is also controlled based on the
results of emotion analyzer. The avatar displayed
in our demonstration is a sample model provided
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by the VRoid Hub 1 service from pixiv Inc. This
sample model comes with a variety of facial expres-
sions such as “happy,” “sad,” “angry,” and so forth.
Moreover, Mixamo 2 by Adobe Inc. offers a wide
variety of avatar motions, which also is utilized for
expressing emotions.

2.5 User Interface

The user interface operates on a web browser. We
use the WebSpeechAPI of the browser for STT. The
avatar is displayed by controlling WebGL through
a library called three.js3. We also provide a VR
interface using WebXR, allowing it to be displayed
through a browser inside a VR headset.

3 Evaluation

We present the results of our original system ob-
tained during the final round of DSLC5. It is im-
portant to note that the avatar and TTS used in the
competition were provided by the organizers, and
thus differ from the demonstration presented here.
Furthermore, the evaluated system does not incor-
porate avatar control based on the emotion analyzer,
so the evaluation results should be considered as
reference values. For the LLM, we utilized Hyper-
CLOVA 82B (Kim et al., 2021), which was trained
on a Japanese corpus.

In the competition, the system engaged in a four-
minute casual conversation in Japanese with an
avatar about two topics, after which the dialogue
was evaluated through a post-conversation survey.
The survey was conducted based on four aspects:
“Natural: whether the dialogue was natural”, “Fol-
low: whether the system could respond appropri-
ately to the topic”, “Providing: whether the system
could provide new information related to the topic”,
and “Style: whether the way of speaking, demon-
strated through voice, gestures, and facial expres-
sions, was natural”. These evaluation criteria were
set by the competition organizers as metrics for
assessing “human-level conversational ability”. A
five-point Likert scale was used for the evaluation.

Table 1 presents a comparison of our system
with the second-ranked system, which is a dialogue
system leveraging a 1B-params language model
(Moriya et al., 2022). Our system significantly out-
performs the second-ranked system in three met-
rics: Natural, Follow, and Providing, indicating

1https://hub.vroid.com/
2https://www.mixamo.com/
3https://threejs.org/

Natural Follow Providing Style Total

2nd 2.60 2.52 2.87 3.06 2.76
Ours 4.00 4.00 3.89 3.54 3.86

Table 1: Human evaluation results of the finals of
DSLC5. “2nd” indicates the second place team.

Speaker Utterance

User Oh I see, you had a Djungarian hamster. I have
a golden hamster.

System Golden hamsters are also cute. I can’t resist
their big eyes. (Joy: 2)

User Yes, their eyes are really cute.

System They’re so adorable, it makes me want to have
one again. By the way, have you named it?
(Joy: 1 / Ant.: 1)

User Its name is Uchiko.

System Oh, Uchiko, huh!? That’s a cool name! How
do your hamsters usually spend their time?
(Joy: 1 / Sur.: 1)

User They usually live in their cage.

System I see, indeed, it would be full of dangers if
they went outside. I wonder if they don’t get
stressed just staying inside the house. (Fear: 3)

Table 2: A sample dialogue translated from Japanese
during the preliminary stage, with the output of the
Emotion Analyzer in the parentheses. “Ant.” and “Sur.”
corresponds to anticipation and surprise, respectively.
The number represents the strength of the emotion (0-3).

high performance in dialogue content. As seen in
the dialogue examples shown in Table 2, our sys-
tem successfully follows and expands on topics.
However, the Style score is notably lower than the
other metrics, indicating the need for further en-
hancements in terms of avatar motions. We expect
improvements with the Emotion Analyzer, as in-
dicated by the displayed output results in Table 2.
The emotion labels are accurately assigned, sug-
gesting that they can be applied effectively to the
avatar’s facial expressions and motions.

4 Conclusion

In conclusion, we developed an open-domain
avatar chatbot in a VR environment, leveraging a
large language model (LLM). While encountering
challenges in multimodal integration, such as ad-
dressing slow generation speed and controlling the
avatar, our system demonstrated promising results
in Dialogue System Live Competition 5. Addition-
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ally, we attempted to improve the unnaturalness in
the avatar’s style of speaking, which was discov-
ered after the competition, by using the emotion
analyzer. We anticipate that this work will initiate
meaningful discussions among the research com-
munity regarding the potential and challenges of in-
tegrating LLM into multimodal dialogue systems.
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Abstract

Understanding uncertainty plays a critical role
in achieving common ground (Clark et al.,
1983). This is especially important for mul-
timodal AI systems that collaborate with users
to solve a problem or guide the user through
a challenging concept. In this work, for the
first time, we present a dataset annotated in col-
laboration with developmental and cognitive
psychologists for the purpose of studying non-
verbal cues of uncertainty. We then present an
analysis of the data, studying different roles of
uncertainty and its relationship with task dif-
ficulty and performance. Lastly, we present a
multimodal machine learning model that can
predict uncertainty given a real-time video clip
of a participant, which we find improves upon
a baseline multimodal transformer model. This
work informs research on cognitive coordina-
tion between human-human and human-AI and
has broad implications for gesture understand-
ing and generation. The anonymized version
of our data and code will be publicly available
upon the completion of the required consent
forms and data sheets.

1 Introduction

Recognizing uncertainty in interlocutors plays a
crucial role in successful face-to-face communica-
tion, and it is critical to achieving common ground
(Clark et al., 1983). To accurately identify uncer-
tainty signals, human listeners learn to rely on fa-
cial expressions, hand gestures, prosody, or silence.
AI systems that aim to collaborate and coordinate
with users in a human-like manner also need to
understand these signs of uncertainty. To this end,
in this paper, we introduce a multimodal, annotated
dataset for uncertainty detection in young children.

As a multimodal communicative sign, identify-
ing uncertainty is an important and challenging
task for AI systems. Especially because it varies
across different ages and demographics; it is some-
times verbalized and sometimes not (Blanco and

Figure 1: A diagram of our multimodal machine learn-
ing model. After identifying uncertainty cues in the
multimodal transformer, the model passes the cues onto
a final multilayer perceptron classifier to output whether
the child is expressing uncertainty or not.

Sloutsky, 2021); it brings in different modalities,
and it is subtle. Although it is critical, uncertainty
signal recognition is understudied in younger chil-
dren. In this work, we study detecting uncertainty
in the setting of a counting game for children ages
4-5. We first identify potential cues of uncertainty
presented in different modalities (e.g., spontaneous
verbal responses, hand gestures, facial expressions,
hesitation) and specifically examine the relation-
ship between task difficulty, task performance, and
exhibited levels of uncertainty. We then use these
cues to inform an ensemble model, which first iden-
tifies these cues from multimodal data and then
uses them to predict uncertainty (Figure 1).

This work informs research on cognitive coordi-
nation between human-human and human-AI col-
laboration. With this paper, we contribute an anno-

433



tated multimodal dataset of uncertainty in children
(Section 3 provides details about the dataset, an-
notation protocol, and analyses of the dataset); we
analyze the performance of multimodal transformer
models in identifying uncertainty on this dataset
(Sections 4 and 5); and finally we present a case
study on how children express uncertainty based
on their age.

2 Related Work

We cover related works of uncertainty in two sec-
tions: datasets and protocols for studying uncer-
tainty in children, the Approximate Number Sys-
tem, and uncertainty in human-AI interactions.

2.1 Datasets and Protocols for Studying
Uncertainty in Children

Adults are generally more direct and communicate
their uncertainty via explicit verbal cues. Children,
however, lack this insight into their own uncer-
tainty, making uncertainty detection more difficult
from an outsider’s perspective. As such, detecting
uncertainty in children remains a complex problem.

What has been established, however, is that chil-
dren consistently communicate their uncertainty
through the use of various facial, auditory, and
gestural cues. For example, Harris et al. (2017)
found that children are very expressive when they
are uncertain. In the presence of an adult, these
expressions may be communicated via hand flips,
questions, and utterances, such as “I don’t know.”
However, when children are alone, these same sig-
nals can be representative of signals of uncertainty.
In the past, researchers have attempted to codify
behaviors associated with communicating uncer-
tainty by parsing through these various cues and
creating annotation protocols.

Previously, researchers Swerts and Krahmer
(2005) aimed to detect uncertainty in audiovisual
speech by coding for different audiovisual cues in
both adults and children. Their protocol consisted
of audio cues (e.g. speech fillers and speech delays)
and facial movements (e.g. eyebrow movement and
smiling). While the protocol included both audio
and visual cues, the cues that were noted were
limited. Another protocol developed by Mori and
Pell (2019) studied solely visual cues signaling un-
certainty in speech communication. These cues
included changes in gaze direction, facial expres-
sions, and embarrassed expressions. An additional
protocol developed by Ricci Bitti et al. (2014) stud-

ied uncertainty through facial expression entirely.
However, while these protocols are indeed use-

ful, they lack the specificity necessary for our goal
of pinpointing various multimodal cues associated
with uncertainty. There are other various proto-
cols, but they are also limited, typically adhering
to one modality. Consequently, we expanded upon
these existing protocols and included other multi-
modal behaviors grounded in developmental and
cognitive psychology, and presented multimodal
machine learning models that can predict these cues
and their association with uncertainty.

Children have an intuitive sense of numbers re-
lying on the Approximate Number System (ANS).
The ANS obeys Weber’s Law, where one’s ability
to differentiate between two quantities depends on
the ratios of those quantities (Dehaene, 2011; Odic
and Starr, 2018). The smaller the ratio, the more
difficult it is to discriminate between quantities and
the more uncertainty there is in the participants’
internal representations. Previous research showed
that children perform better on a numerical com-
parison task when given a scaffolded, Easy-First
numerical task starting with easier trials (e.g., 10
vs. 5) and progressing to harder ones (e.g., 10 vs.
9), compared to children seeing the same exact tri-
als in the reversed order (i.e., Hard-First), an effect
termed “confidence hysteresis” (Odic et al., 2014).
This implies that confidence is built by gradually
working up to harder tasks, resulting in better per-
formance, whereas starting out with more difficult
tasks reduces confidence, resulting in worse perfor-
mance.

Due to its effectiveness at generating confidence
or lack thereof in participants, such a numerical
comparison task would be the ideal method for
measuring behaviors associated with uncertainty.
As such, the present study aims to fulfill this objec-
tive by implementing this “confidence hysteresis”
paradigm into the task children are given.

2.2 Studying Uncertainty in Human-AI
Interaction

Multimodal models have been shown to improve
performance on certain tasks by grounding some
aspects of the human condition with features be-
yond text. Leveraging multiple modalities is partic-
ularly applicable in cases where text may miss key
insights, such as sarcasm detection (Castro et al.,
2019), depression prediction (Morales et al., 2018),
sentiment detection (Yang et al., 2021), emotion
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recognition (Morency et al., 2011), and persua-
siveness prediction (Santos et al., 2016). Tasks in-
volving such complex labels benefit from multiple
modalities due to the richness of the data streams.
In addition to understanding what is said, under-
standing how it is said (pitch, facial expression,
body language, gesture) is crucial (Beinborn et al.,
2018).

There have been attempts at predicting uncer-
tainty from the audio through prosodic features.
Dral et al. (2011) reported that prosodic features
were successful in detecting speaker uncertainty
in spoken dialogue with a 75% accuracy. Pon-
Barry and Shieber (2011) had similar findings with
prosodic features, and self-reported states of cer-
tainty and perceived states have strong mismatches.
In this paper, we address this by controlling task
difficulty to affect a participant’s level of observed
uncertainty. A seminal study on the understand-
ing and generation of multimodal uncertainty cues
exists by Stone and Oh (2008). Here the authors an-
alyze adult human-human conversations for uncer-
tainty cues and try to replicate them using avatars.
Our experimentation and modeling efforts, on the
other hand, are focused on the domain of uncer-
tainty detection in younger children.

3 Data

Participants A group of 68 children between the
ages of 4 and 5 years old (Mage = 5;0; SDage =
6.88 months; 28 females) was recruited through
Lookit, an online platform for developmental stud-
ies (Scott and Schulz, 2017). Thirty-six parents
identified their child as White, six as Asian, three
as Hispanic, Latino, or Spanish origins, and the
rest as multi-racial. All but three parents reported
having a college degree or higher level of educa-
tion. After completing the study, compensation
was sent in the form of a $5 gift card. Each child
participated in 30 trials which are, on average, 8
seconds long. In total, our data is composed of
16,320 seconds of video data.
Task Participants were given an Approximate Num-
ber System manipulation task adapted from Wang
et al. (2021) designed to impact children’s certainty
about numerical quantities. Children were pre-
sented with two arrays of dots paired with two
cartoon characters (Figure 2) and asked to guess
which character has more dots.

Both characters and their array of dots appeared
for 2500 ms before disappearing. This short display

Figure 2: Schematic of experimental procedure depict-
ing the Easy-First condition on the left and the Hard-
First condition on the right. As time progresses through-
out the task, the trials advance from easier ratios (2.0) to
hard ratios (1.11) in the Easy-First condition. Whereas
in the Hard-First condition, trials move in reverse order
from hard ratios (1.11) to easy ratios (2.0) as time pro-
gresses.

duration was chosen to ensure that children did not
have sufficient time to count. Children were then
asked to click on the side of the screen showing
the greater number of dots. Children were given
immediate audio feedback for each trial once they
chose their response.

Children completed 30 trials with the following
number pairs: 10:9 dots (1.11 ratio), 8:7 (1.25 ra-
tio), 14:12 (1.17 ratio), 10:8 (1.13 ratio), 9:6 (1.5
ratio), and 10:5 (2 ratio). In half of the trials, arrays
with more dots had a greater, congruent cumulative
area. In the other half of the trials, arrays with the
greater number of dots had a smaller, incongruent
cumulative area.

Children were randomly assigned to either the
Easy-First or Hard-First conditions. In the Easy-
First condition, trials advanced from the easier tri-
als (e.g., 10:5) to the harder trials (e.g., 10:9) in a
staircase order following the design of Wang et al.
(2021). Whereas in the Hard-First condition, trials
move in reverse order from hard ratios (e.g., 10:9)
to easy ratios (e.g., 10:5).
Annotation Procedure Annotators first watched
the video muted so as not to be influenced by the
vocal feedback from the task since whether or not
the child answered right or wrong may lead them to
over/under-interpret certain cues. During this first
watch, they marked all present physical cues as in-
dicated by the protocol. On their second watch, an-
notators unmuted the video, and marked all verbal
cues. If the cue was not present, the corresponding
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Figure 3: The distribution of uncertain trials with task
difficulty on a scale of 1 (easiest) to 30 (hardest). Un-
certainty shows a strong correlation with task difficulty
(r(58) = −.927, p < .01).

cell was left empty.

3.1 Annotation Protocol
In collaboration with a team of developmental psy-
chologists and cognitive psychologists, we have
collected and designed a protocol that aims to study
uncertainty, particularly expressed non-verbally.
Through pilot studies observing and annotating our
data, we iteratively defined our protocol and con-
structed a list of signals we observed as signs of
uncertainty. Our protocol spans multiple modali-
ties and includes facial, gestural, and auditory cues
to account for a broad spectrum of possible behav-
iors. The protocol can be found in Table 1 with
supplemental example images in Figure 4. The
Rutgers University Institutional Review Board ap-
proved the research, and all parents of this study’s
children provided verbal consent before their chil-
dren’s participation. However, only some of the
parents agreed to allow their children’s video and
voice recordings to be shared publicly.

3.2 Analysis
In this section, we provide an analysis of our an-
notated data, identify any significant cues that con-
tribute to detecting uncertainty, and explore when
different cues occur.
When were children annotated as uncertain?
The annotations are split 13.8/5.3/80.9 between
the labels uncertain/unclear/non-uncertain. Of all
the annotated trials, 79.3% were correct, of which
82.4% were rated as having no uncertainty. In other
words, most trials are within the children’s capabil-
ity and confidence. While a significant class imbal-
ance exists between uncertain and non-uncertain

trials, the distribution is realistic.
Are uncertainty and task difficulty related?
As shown in Figure 3, uncertainty was found to
be highly correlated with task difficulty, r(58) =
−.927, p < .01. Both ratio of dot size and size
control factor into the difficulty of a trial (with a
smaller ratio and the presence of size control both
indicating a harder trial).
Are uncertainty and task performance related?
Despite the high correlation between uncertainty
and task difficulty, there was no substantial cor-
relation between uncertainty and task correctness,
r(58) = .290, p > .4. This makes sense as the
accuracy and ease of a task are not necessarily in-
tertwined; a participant may make a mistake on an
easy trial or get lucky on a difficult trial.
How do demographics affect uncertainty?
We analyze participant demographics in terms of
age and gender. Regarding the frequency of ex-
pressing uncertainty, we found that the average
participant age of the uncertain trials is younger
than that of the non-uncertain trials, though they
are not significantly different. Similarly, female
participants have slightly more uncertain trials, and
male participants have slightly more non-uncertain
trials, but the results are insignificant.

However, we did find gender differences in the
types of cues used to express uncertainty. Female
participants exhibited more of the filled pause cue,
while male participants exhibited more of the smile
and shoulder movement cues. The full table of
comparisons can be found in Appendix Table 5.
Which cues occur the most?
The percentage in which each cue appears in all

uncertain trials can be found in Figure 5. We can
see that in general, hand on face and smile are the
most common cues, appearing in 17% and 12% of
all trials, respectively.

Notably, during uncertain trials, while hand on
face and smile remain common, other cues also
appear more frequently. In particular, eyebrow
scrunch, eyebrow raise and delay are now equally,
if not more common, appearing in 22% and 17%
of all uncertain trials. This is promising, as cues
frequently appearing in uncertain trials but not so
common throughout all trials can be valuable indi-
cators of uncertainty.
Which cues occur in difficult trials as opposed
to easy trials?
The percentage that each cue appears in hard and
easy trials can also be found in Figure 5. Hard

436



Cue Description

Delay The participant delayed their decision-making with a pronounced pause
Eyebrow raise The participant raised their eyebrows
Eyebrow scrunch The participant markedly scrunched their eyebrows or squinted their eyes
Filled pause Utterances such as “umm,” “hmm,” or “uh.”
Frustrated noise Sounds of verbal frustration, such as sighing, groaning, and growling
Funny face The participant grimaced or made an unconventional facial expression
Hand on face Any kind of movement that includes a participant putting a hand on their face
Head tilt The participant tilted their head to either side while making their decision
Look away The participant was distracted and not paying attention to the task
Look to adult The participant looked towards their parent when making their decision
Shoulder movement The participant made a pronounced shoulder movement, such as shrugging
Smile The participant smiled
Verbal cues Any spoken words

Table 1: Categories in our annotation protocol.

Figure 4: Examples of (from left to right) eyebrow raise, eyebrow scrunch, hand on face, funny face, and smile

Figure 5: Distribution of uncertainty cues across
all/uncertain, difficult/easy. We can see that delay, eye-
brow raise, and eyebrow scrunch are significantly more
frequent in uncertain trials.

trials are defined as half of the trials with a more
difficult ratio (1.11 to 1.17), and easy trials are half
with ratios of 1.25 to 2.

We find that if the trial is hard, the participant is
slightly more likely to exhibit more of our studied
cues overall. In particular, the participant is likelier
to exhibit the look at adult or funny face cues. If
the trial is easy, the participant might display hand
on face instead.

This shows support for the potential to differ-
entiate between stages of uncertainty. Namely, if
a child or student expresses uncertainty at a more
manageable task, this could be out of a lack of con-
fidence (I’m generally familiar with this and have
an idea on how to do it, but I need a little help.)
or another factor that may entail minor assistance.
Meanwhile, facing a more challenging or perhaps
even a completely new task, they may feel a more
difficult uncertainty (I don’t know where to start.)
requiring more involved guidance.

This possible distinction in stages of uncertainty
may open the door for a more precise intervention
in the context of education and tutoring systems.
For instance, if notified about a student exhibiting
the former uncertainty, the teacher might engage
with small hints and encouragement to maximize
the student’s learning. However, if a student shows
the latter uncertainty, the teacher can offer hands-on
guidance, such as checking foundational concepts.

4 Approach

With the goal of predicting uncertainty from mul-
timodal signals, we conducted experiments with
three approaches: learning uncertainty from pro-
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posed cues, a multimodal transformer-based model,
and an ensemble learning approach that first pre-
dicts cues from the multimodal features and then
predicts uncertainty from those cues.

4.1 Multimodal Features
We take facial action units, gaze direction, and fa-
cial pose from the OpenFace toolkit (Baltrusaitis
et al., 2018) for video features. Action units (AUs)
are coded for facial muscle movements, which
indicate various facial expressions (Tian et al.,
2001). For audio features, we extracted glottal
source and spectral envelope features using De-
gottex (2014)(v1.4.2). For text features, we then
passed GloVe embeddings of each trial’s annotated
transcription to the model (Pennington et al., 2014).
It should be noted that as a task that does not ask
the participant to speak, most trials contain no text.

4.2 MulT Model
Given the cost of annotation, an ideal uncertainty
prediction system would take multimodal data of
the participant as features and be able to make
real-time predictions on the participant’s level of
uncertainty. To test this goal, we first experiment
with an end-to-end model. Specifically, we use
the Multimodal Transformer proposed in Tsai et al.
(2019) on audio, video, and text data from videos
of the participants. This model is uncertainty cue-
agnostic, as it contains no information about our
annotated cue categories.

4.3 Contrastive Learning
Our dataset has high-dimensional features: 710 di-
mensionalities for each video frame, 71 for each
second of corresponding audio, and 30 for each
word in the corresponding text. Training a pre-
diction model end-to-end in a high-dimensional
feature space focuses on local differences in the
latent space instead of the global relationships be-
tween classes. We also tested a contrastive learning
procedure with a custom loss function to overcome
this challenge. This method encourages the model
to learn representations that are close for positive
pairs and far apart for negative pairs and better dis-
criminates between different classes. The details
of the loss function and our weighted sampling
strategy are given in Appendix B.1.

4.4 Annotation-based Ensemble learning
We further propose an ensemble learning approach
illustrated in Figure 6, that first predicts each of

the annotator cues found to be significantly corre-
lated to the annotator prediction of uncertainty and
then predicts uncertainty using the trained classifier.
We compare this proposed model to the previous
end-to-end multimodal transformer and the uni-
modal transformers. We choose only to predict
the cues that were used in the decision tree clas-
sifier (i.e., delay, eyebrow raise, eyebrow scrunch,
look at adult, and hand on face). Multimodal
transformer model is used as the classifier for
uncertainty.

Figure 6: This figure shows the architecture of the en-
semble learning model. First, cross-modal transformers
learn the attention across the features of each modality
with each of the other two modalities’ low-level features.
Then, using the fused features, self-attention transform-
ers predict the present uncertainty cues, which are then
passed into a multilayer perceptron to output the final
prediction of whether or not uncertainty is present.

5 Experimental Evaluation

In order to determine the viability of a multimodal
uncertainty prediction model, we detail the results
from each of our computational experiments and
models. The implementation details of the experi-
ments and models are given in the Appendix C.

Baselines We employed two baseline models
for comparison. The first is a simple multimodal
neural network that separately processes video, au-
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Model F1 MAE R2

N
o

C
ue

Basic .7011 .3603 -.2419
Adult .6397 .8553 -2.7119
MulT .8120 .2307 -.1391

CL + W .8216 .3076 -.5412

C
ue Ensemble .8366 .2222 -.1250

Table 2: This table shows the results of different models.
The "Basic" refers to the MLP baseline, and the “Adult"
refers to the adult uncertainty baseline. “MulT" refers to
the Multimodal Transformer, and “CL + W" is the MulT
model with contrastive learning and weighted sampling.
"Ensemble" refers to the cue-based ensemble model.
No Cue and Cue indicate whether the model uses the
identified cues as intermediate features.

dio, and text inputs and combines the features for
a three-class softmax classification. The second
is a detection model trained with adult data that
takes visual information (Jahoda et al., 2018). This
second baseline is a traditional machine-learning
approach using SVMs and LBP descriptors.

Metrics In our experiment, we utilized three key
metrics to evaluate the performance of our model.
The weighted F1 score was employed to account
for any class imbalance and provide a more com-
prehensive assessment of the model’s precision and
recall. Mean Absolute Error (MAE) was used to
measure the average magnitude of the errors in our
predictions, illustrating the model’s ability to min-
imize deviations from the actual values. Lastly,
the R-square statistic was employed to quantify the
proportion of variance in the dependent variable
explained by the model, offering insight into the
overall goodness of fit and the model’s explanatory
power.

5.1 Results

We report a weighted F1 score of .8216 and a mean
absolute error of .3076 on the cue-agnostic end-to-
end model with reweighted class labels, as seen in
Table 2. Full results for each modality can also be
found in the same table. The cue-aware ensemble
model shows improvements in both weighted F1
and MAE over the multimodal transformer model.
Contrastive learning and weighted sampling im-
prove the performance but are subpar compared to
the cue-based ensemble method. The intermediate
prediction of cues like delay that are a vital indica-
tor but may be challenging to learn in an end-to-end

model may play a role in this performance.
Modality Ablations After doing an ablation study
on the modalities for the cue-agnostic models, we
find that the text and audio modality report the best
scores overall, as shown in 3. This is unexpected
due to participant speech being scarce. However,
when participants do talk, they usually express their
feelings about the task. For instance, participants
may say “This is easy!" or “I don’t know," tell the
adult if the trial is hard or begin counting. As a
result, the text modality could be less noisy than
the video and audio modalities. We note that the
particular task does not request verbal responses
from the participants. Thus, we expect that with a
task that entices a verbal response, such as question
answering, there may be more contribution from
the text and audio modalities.

Model F1 MAE R2

CL + W .8216 .3076 -.5412

Video only .7991 .2820 -.4072
Text only .8056 .2564 -.2731

Audio only .8056 .2564 -.2731

Table 3: F1, MAE, and R2 results for the best perform-
ing cue-agnostic model (weighted) with the ablation
studies for all the modalities. The model performs the
best with all the components, but the most influential
modality is text/audio.

6 Conventions of Expressing Uncertainty:
A Case Study in Different Age Groups

From our annotated data, we find that for older
children (> 2150 days old), less parental guidance
is present, faster decision-making is observed, less
diverse facial expressions are present, and more ver-
bal cues are present while expressing uncertainty,
which increases the performance of the models for
5-year-olds Table 4. In addition, certain behavior
patterns that children of different age groups dis-
play are context-dependent, convention-oriented,
and personality-specific, making it difficult to iden-
tify only through visual and textual modalities.
Some of these behaviors that we investigate here
are nail-biting, pointing, and social facilitation (see
Figure 7).

In the developmental psychology literature, nail-
biting is either found to be an acquired habit or re-
lated to states of nervousness (Gilleard et al., 1988;
Silber and Haynes, 1992; Ghanizadeh, 2008; Mc-
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4 year old 5 year old
Model F1 MAE R2 F1 MAE R2

Basic .69 .32 -.24 .73 .33 -.21
Adult .57 1.06 -4.40 .62 1.0 -8.13
MulT .78 .26 -.39 .81 .26 -.27

CL + W .79 .22 -.15 .81 .23 -.14

Table 4: This table shows the results of the models
between different age groups. There are slight inference
differences between the 4 and 5-year-old groups. These
performance changes are dependent on the conventions
of uncertainty and age.

Clanahan, 1995; Wells et al., 1998). This behavior
is hard to classify as stress-induced or uncertainty-
induced. Hence, a context-dependent analysis of
the person using skeletal features can help decide.

Figure 7: This figure shows two complex behavior pat-
terns by children: nail-biting and uncertain declarative
pointing. The top sequence belongs to the oldest male,
and the bottom sequence belongs to the youngest fe-
male.

Pointing (see Figure 7) is another context-
dependent occurrence. When the child is uncertain,
the pointing to options also becomes ambiguous,
and the parent needs to ask a follow-up grounding
clarification question, such as "Which one?". This
behavior pattern involves spatial placement of op-
tions and understanding the boundaries between
them. Younger children prefer ambiguous pointing
gestures to conventional and visible cues of uncer-
tainty. This type of declarative pointing is observed
to be a way of engaging with the parent, pointing
to a theory of mind (ToM) understanding by the
children (Cochet et al., 2017). Skeletal and ToM
modeling can help make prediction performance
better.

Another behavior pattern is social facilitation.
Younger children prefer to be together with their

parents while solving tasks. Older children fol-
low verbal conventions and reduce the vividness
of their facial expressions, while younger children
exaggerate their facial expressions and rely more
on social facilitation factors. Similar behavior pat-
terns happen in adults in a competitive atmosphere
where social facilitation has different effects on an
individual’s facial expressions (Buck et al., 1992;
Katembu et al., 2022). ToM and multi-party dia-
logue modeling can increase the performance of
uncertainty understanding models.

Uncertainty is context-dependent – some chil-
dren are naturally more fidgety or shy. So predict-
ing uncertainty on an isolated trial basis may lead
to less accurate results. As a result, one interesting
question is how to incorporate contextual features
about the participant’s personality and recent cog-
nitive states to make more informed predictions.

7 Conclusion

In this paper, we explored the task of predict-
ing uncertainty in young children from an anno-
tated dataset that we introduced with a multimodal
transformer-based model. We discover that de-
mographic and trial difficulty can affect the fre-
quency of certain cues. Moreover, trial difficulty
strongly correlates with uncertainty, but trial perfor-
mance interestingly does not. There is still room for
improvement in task performance by transformer
models, which means that more data or more com-
plicated task setups are needed to study uncertainty
properly. Our dataset–which we make available
for research purposes–and protocol provide future
researchers with additional tools to predict uncer-
tainty using multimodal cues to facilitate human-
human and human-AI dialogue.

8 Ethics

Due to the sensitive nature of the video data of chil-
dren and their privacy, we are only making some
portion of the data publicly available with the con-
sent of the parents of the children. All the images
used in this paper are from the videos that are from
children and parents who have given consent to
share their video data publicly.
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A Percentages of each cue

Here we present in Table 5, all the distribution of
the uncertainty cues we found in the dataset. We
also present more statistics between female and
male participants in Figure 8.

Figure 8: Female and male participants show small
differences in frequency of displaying certain cues.

B Contrastive Learning Details

B.1 Problem Statement

In this study, we aim to predict the uncertainty
of a child based on multimodal inputs, including
video, transcripts, and audio. Given the dataset of
instances, each containing video (V), transcripts
(T), and audio (A) data, our goal is to develop a
model that can accurately predict whether a child is
uncertain, unclear, or not uncertain. We represent
this problem as a function F that maps the input
features (V, T, A) to the binary output variable
y ∈ {0, 0.5, 1}, where 0 denotes not uncertain, 0.5
denotes unclear, and 1 denotes uncertain:

To achieve this, we design a multimodal trans-
former model that leverages the complementary
information in the video, transcripts, and audio
data to make predictions. The model is trained
on a dataset of labeled examples (Vi, Ti, Ai, yi),
where i ∈ {1, ..., N} and N is the total number of
instances. Our objective is to minimize the cross-
entropy loss. By minimizing this loss, our model
will learn to predict a child’s uncertainty level ac-
curately based on the provided multimodal inputs.

The specific contrastive learning loss function,
L(X1, X2, L1, L2), that we are focusing on here is
defined as the following:

L(X,L) =
1

N1 ∗N2

∑

i

∑

j

Wij ∗ (m− Sij)
2
+

(1)
This function captures the relationship between
pairs of data points X1 and X2, with associated
labels L1 and L2. The cosine similarity, Sij , is
used to measure the similarity between the data
points, and the weighing factor, Wij , is used to dif-
ferentiate between positive and negative pairs. The
weighting factor is determined using the Kronecker
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Cue All Pct. Uncertain Pct. Hard Pct. Easy Pct. Female Pct. Male Pct.

delay 0.03 0.17 0.03 0.02 2.7 2.93
eyebrow raise 0.05 0.17 0.06 0.04 4.94 4.48
eyebrow scrunch 0.06 0.22 0.07 0.06 6.49 6.15
filled pause 0.03 0.06 0.03 0.03 5.17 1.26
funny face 0.02 0.07 0.03 0.01 1.84 1.49
hand on face 0.17 0.19 0.16 0.18 16.44 17.53
look at adult 0.04 0.1 0.05 0.03 2.93 4.02
look away 0.03 0.05 0.03 0.02 2.36 3.16
frustrated noise 0.01 0.02 0.01 0.01 0.57 0.8
shoulder 0.01 0.02 0.01 0.01 0.29 1.03
smile 0.12 0.17 0.12 0.12 11.15 13.05
verbal cues 0.01 0.02 0.01 0.01 1.09 0.92

Table 5: Distribution of uncertainty cues across all/uncertain, difficult/easy, and female/male trials. We can see that
delay, eyebrow raise, and eyebrow scrunch are significantly more frequent in uncertain trials. Meanwhile, if the
trial is hard, participants are likelier to look at an adult or make a funny face. If the trial is easy, the participant
may display hand on face instead. Female and male participants also show mild differences in the frequency of
displaying certain cues.

delta function, δ(L1i, L2j). The eα∗δ(L1i,L2j) coef-
ficient ensures that the positive pairs have a greater
influence on the learning process where m is a
threshold to separate positive and negative pairs
and α, is a scaling factor. Lastly, (x)+ ensures that
only the non-negative values of x are considered.

To further improve our model’s performance,
we employed a weighted sampling method using
the class frequencies’ inverse square root. Given
a dataset with classes 0 being certain, 0.5 being
unclear, and 1 being uncertain, we calculate the
weights for each class sample as follows:

wi =
1√
Ni

, wherei ∈ {0, 0.5, 1}. (2)

In our case, this weighting scheme assigns higher
weights to underrepresented classes, the class of 0.5
(unclear) and 1 (uncertain), which helps balance
class sampling probabilities. The inverse square
root function is particularly useful as it provides a
smooth topology less sensitive to small changes in
class frequencies than other weighing functions.

C Implementation Details

C.1 Experimental setup

The argmax of the label probabilities was taken
as the output layer. All networks were trained for
40 epochs with a batch size of 24. Both raw and
weighted cross entropy loss were used to train two
versions of the model. Class weights were set based

on the distribution of train set samples to mitigate
class imbalance issues.

We employ a 75-10-15 training-dev-test split.
For each result, we report the average across three
different seeds. We also run the model on every
single modality to provide unimodal baselines.

Additionally, we have age information for each
participant, so we divided the dataset into two age
groups: 4-year-olds and 5-year-olds. This division
will allow us to investigate potential differences
between the two age groups as shown in the 4-year-
old and 5-year-old tabs in Table 2.

Transformer Model Details. Our multimodal
transformer model is based on a modified version
of the Transformer architecture. It consists of five
layers, each equipped with five attention heads
to capture various contextual relationships within
the input data. We used the Stochastic Gradient
Descent (SGD) optimizer with an initial learning
rate of 0.001 to train our model. To enhance con-
vergence and overall performance, we employed
the ReduceLROnPlateau learning rate scheduler,
which adjusts the learning rate when the valida-
tion loss ceases to improve. We set the reduction
factor to 0.1 and patience of 5 epochs for monitor-
ing improvements. Our model was trained on an
NVIDIA RTX 4090 GPU, using a batch size of 1.
We trained the model for 100 epochs. For mod-
els with contrastive learning, we trained the model
with additional 10 epochs before real training.
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Abstract
Schema-guided dialogue state trackers can gen-
eralise to new domains without further training,
yet they are sensitive to the writing style of the
schemata. Augmenting the training set with hu-
man or synthetic schema paraphrases improves
the model robustness to these variations but can
be either costly or difficult to control. We pro-
pose to circumvent these issues by grounding
the state tracking model in knowledge-seeking
turns collected from the dialogue corpus as well
as the schema. Including these turns in prompts
during finetuning and inference leads to marked
improvements in model robustness, as demon-
strated by large average joint goal accuracy and
schema sensitivity improvements on SGD and
SGD-X1.

1 Introduction

Task-oriented dialogue (TOD) agents provide natu-
ral language interfaces that users can interact with
to access a wide variety of services, from airline
search (Seneff and Polifroni, 2000) to complex cus-
tomer service applications (Chen et al., 2021). To
enable this, agents track key information commu-
nicated by the user as the conversation progresses.
This is known as dialogue state tracking (DST).
Commonly, the dialogue state is represented as a
sequence of task-specific slot-value pairs2.

A common DST assumption is that the set of
slots and values a user may communicate, the do-
main ontology, is known at design time. Hence,
extensive data collection and annotation is needed
to support new domains, which hinders the scalabil-
ity of this approach. Rastogi et al. (2020) address
this issue by creating the schema-guided dialogue
dataset (SGD). In SGD, the information available
to a TOD agent is organised as schemas3 describ-
ing services with which users can interact. Each

1Our code will be released upon publication.
2For example, for a restaurant booking a sequence could

be day=friday, time=7pm, guests=1, restaurant=nandos.
3See schema examples here: https://bit.ly/3RJ6u4l.

service has user intents representing the tasks users
can complete by interacting with the agent (e.g.
find restaurants). Several slots are associated with
each intent and the schema provides a natural lan-
guage description for each intent and slot. The
insight motivating description-driven DST is that
these descriptions alone can be used in tracking
the dialogue state in a form close to natural lan-
guage. This has emerged as a powerful approach
for few-shot and zero-shot DST (Jacqmin et al.,
2022) and benefits from recent advances in lan-
guage modelling. For example, Zhao et al. (2022)
finetune T5 (Raffel et al., 2020) to generate the
dialogue state conditioned on the dialogue history
and a descriptive prompt containing all intent and
slot descriptions in a service schema. The use of
natural language in the descriptive prompt enables
the underlying language model to generalise to new
services, whose schemas are not seen in training.

While the reliance on natural language is a
strength, Lee et al. (2022a) show that state-of-the-
art (SOTA) schema-guided DST models are not
robust to the style of descriptive prompts: in SGD,
the training schema contains a single description
per slot or intent, and models trained with prompts
composed from this schema alone are prone to
overfitting. Lee et al. (2022a) show this limita-
tion can be mitigated by increasing prompt diver-
sity. They use a large number of human annotators
alongside expert curation to create diverse schema
paraphrases that are used for model robustness im-
provement. This is a costly process that is not easily
scalable.

As an alternative to additional human annotation
of the schema, we show that the SGD training di-
alogues themselves exhibit sufficient diversity of
expression such that they can be used to overcome
the lack of diversity in the SGD schema descrip-
tions. We ground DST prompts in the dialogue
context by concatenating the schema descriptions
with dialogue turns extracted from the SGD cor-
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Seq2Seq
(T5)

[state]
1=tomorrow
[intent] i1)

D3ST

Target Dialogue States

D3ST Encoder Input

0=name of the city 1=date
for the weather i1) get the
weather of a certain location
on a date  slots:

  city: name of the city
  date: date for the weather 
 

intents: 
GetWeather: Get the
weather of a certain
location on a date 

Weather_1 schema

[usr] what's the weather like
tomorrow?

D3ST Prompt Format

Dialogue Context

Figure 1: D3ST input and target format. On the left, we show a schema excerpt, where slot and intent names, in
bold face, are followed by their natural language description. The encoder input, represented in the centre, is a
string, the concatenation of two elements: the prompt which describes what information should be output and the
dialogue context from which the information should be extracted. On the right we show the target dialogue state.

pus based on similarity to the dialogue state. We
find that this approach is more effective than using
synthesised prompts and even outperforms or is
comparable to the highly-curated human-written
prompts used by Lee et al. (2022a), when evaluated
with medium and large language models. We eval-
uate our methods using the SOTA D3ST prompting
scheme (Zhao et al., 2022) on the SGD and SGD-X
(Lee et al., 2022a) datasets.

2 Related work

Neural classification is effective for DST when
the domain ontology is fixed and known at design
time (Mrksic et al., 2017). Adapting such mod-
els to track new slots and domains requires anno-
tated conversational data and thus data scarcity is
a long-standing issue in DST research (Jacqmin
et al., 2022). Scarcity has been addressed by copy-
enhanced generation (Wu et al., 2019), reading
comprehension (Gao et al., 2019) and adapting
pretrained language models to generate the state
given the dialogue context alone (Peng et al., 2020;
Hosseini-Asl et al., 2020). These were improved
upon by transfer learning from question-answering
tasks (Lin et al., 2021a), which in turn was out-
performed by schema-guided models (Lee et al.,
2021; Zhao et al., 2022; Lin et al., 2021b). Re-
cently, Gupta et al. (2022) apply in-context tuning
(Min et al., 2022) to DST, creating training prompts
which contain a dialogue and its target state se-
quence. Their model thus learns from DST task
demonstrations.

Lee et al. (2022a) investigate the robustness of
SOTA schema-guided dialogue state trackers to
schema changes. This is a new line of research,
as previous work concerns other robustness issues
that generally affect DST, such as variations in the

conversational data distribution, noise, and adver-
sarial perturbations (Jacqmin et al., 2022). Through
extensive, crowdsourced4, schema paraphrase col-
lection, Lee et al. (2022a) report that DST perfor-
mance degrades substantially when models trained
on one set of prompts are evaluated on manually
paraphrased prompts. By contrast, Cao and Zhang
(2021) report little degradation in DST with back-
translated prompts, suggesting that backtranslation
is a weak proxy for actual human variability. Lee
et al. (2022a) perform data augmentation (DA) for
robust DST, finding that prompts obtained via auto-
matic paraphrasing lag in quality relative to manual
paraphrases. Ours is the first work to address the
gap between synthetic methods, such as backtrans-
lation, and manual paraphrasing. We show that the
gains from manual paraphrasing can be achieved
by mining the existing annotated dialogues used
for training the DST model in the first place.

3 Robust DST with grounded prompts

We review D3ST, a SOTA description-driven DST
model (Section 3.1). We then describe our ground-
ing method that extracts turns from the corpus (Sec-
tion 3.2) and uses them to design prompts for robust
DST with D3ST (Sections 3.3 & 3.4).

3.1 Description-driven dialogue state tracking
Figure 1 shows the inputs and outputs of D3ST
(Zhao et al., 2022). The model is implemented with
T5, an encoder-decoder language model (Raffel
et al., 2020). The encoder input, represented in
the centre, comprises a prompt describing what
information should be tracked by the DST model,
and the dialogue context, a conversation between

4The SGD schema were rewritten by over 400 annotators
and curated by dialogue experts, over the course of one month.
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a user and an agent from which slot-value pairs
should be extracted. The prompt is a concatenation
of slot and intent descriptions, extracted from the
service schema (on the left). Each description is
prefixed by a randomly assigned index prior to
concatenation. Zhao et al. (2022) motivate their use
of random indices to replace slot and intent names
because names convey little semantic information
and may be ambiguous5. In this paper, we will
refer to this prompt format as D3ST.

The model is trained to output index-value pairs
for all slots mentioned in the conversation (i.e. the
active slots) as well as an index representing the
active intent. These are represented on the right
in Figure 1. The slot-value pairs mentioned in the
conversation can be recovered by replacing the pre-
dicted indices with their corresponding slot names.
The user active intent is found by replacing the
predicted index with the name of the intent.

3.2 Mining turns for prompt design

1. REQUEST(restaurant_name)
SYS: Where do you want to dine?
2. INFORM(restaurant_name=Nandos)
USR: I want Nando’s.
3. INFORM_INTENT(find event)
USR: What shows are on?
4. OFFER_INTENT(buy ticket)
SYS: Want tickets?

Table 1: Sample semantic annotations

We now discuss how to extract turns from the
corpus to design better prompts. Our approach
involves an automatic step that uses the semantic
annotations in the corpus followed by a verification
step to ensure that the turns selected are diverse.

Each turn in SGD is semantically annotated with
one or more dialogue actions which describe what
is being communicated (Table 1). We focus on
knowledge-seeking turns (KSTs). These are anno-
tated with a single REQUEST dialogue act and as-
sociated with a single slot, without a value mention
(Table 1, line 1). Selecting turns annotated with a
single slot allows us to unambiguously associate
them with slots in the D3ST prompt. We do not
mine informational turns (labelled with INFORM)
since these mention a specific, known value, often
without reference to the underlying slot (Table 1,
line 2). Such turns could be combined with schema
information to form exemplar-based prompts as

5For example, the location slot name may be used to refer
to both a city name and an address across different services.

done by (Figure 1 in Gupta et al. (2022)), a more
complex approach which we discuss in Section 5.5.

To select turns for a given slot, s, we filter the
corpus to get all the knowledge-seeking turns relat-
ing to it. We manually select 5 of these, repeating
this process for each slot in every service in the
training data. See examples in Table 2. In a similar
fashion, we select 5 turns from those labelled with
a single INFORM_INTENT or OFFER_INTENT
act (Table 1) for every intent in the training schema.

Index Selected Knowledge-seeking Turn
1 Which event are you looking to book
2 Do you have any particular show in mind
3 And what is the event
4 What event do you wish to see
5 What is the event you are looking for

Table 2: Selected turns of the event name slot

We opt to select the turns manually because our
goal is prompt diversity. Our SGD analysis re-
vealed that the knowledge-seeking turns tend to
be biased towards specific vocabulary and syntac-
tic patterns. For example, among the 173 turns in
which the user requests the price of a rental car,
71.1% contain the word cost, 42.8% contain the
word total and, 27.7% contain total cost. In con-
trast, price appears in just 11.0% of the turns.

All turns were mined by one student in one day,
despite SGD being the largest schema-guided TOD
corpus. In practice, schemas are induced by devel-
opers from unlabelled conversation databases (Yu
et al., 2022). The turns could be collected as part of
this process with negligible overhead. We handle
slots with few KSTs as described in Appendix A.

3.3 Grounding prompts
To ground a schema description in its conversa-
tional use, we concatenate it with randomly se-
lected knowledge-seeking turns from the mined
collection (Figure 2). In the example shown, the
sampled knowledge-seeking turns for the city and
date slots are In which location should I check?
and Forecast for when?, respectively. These are
concatenated with the original SGD schema de-
scriptions name of the city and date for the weather
to ground the prompt. We concatenate the turns and
descriptions in random order, to prevent the model
learning to attend preferentially to one source of
information over another. We refer to D3ST trained
with prompts grounded in knowledge-seeking turns
as D3ST-Turn in what follows.
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Figure 2: Visual representation of D3ST-Turn prompting. Underlined knowledge seeking turns are those chosen at
random for inclusion in the sample D3ST-Turn prompt shown.

Slot names may provide additional information
about the meaning of a slot, so we propose to
ground the prompt both in knowledge-seeking turns
and slot names. We refer to D3ST trained with
prompts grounded in knowledge-seeking turns and
slot names as D3ST-TurnSlot.

3.4 Grounded prompt ensembling
Multiple knowledge-seeking turns are available for
decoding, enabling us to create multiple prompt
variants. A given model generates the dialogue
state when conditioned on each of these prompt
variants, in turn. The state hypothesis is the most
commonly predicted string when our single model
is prompted with the prompt variants. We call this
technique grounded prompt ensembling (GPE).

4 Experiments

4.1 Datasets and metrics
SGD (Rastogi et al., 2020) The training set contains
21, 106 dialogues across 16 domains. The test set
contains 4, 201 conversations, 77% of which have
a turn span where the user talks to the agent to
access a service unseen in training. 6 schemas are
seen in training whereas 15 are unseen. Hence,
this benchmark primarily tests the ability of DST
models to accommodate values, slots, prompts and
domains it has not been trained on.

SGD-X Lee et al. (2022a) created SGD-X be-
cause they found the linguistic patterns of the SGD
unseen services schemata to be too similar to those
of the seen schemata6. They use crowdsourcing
and dialogue experts to create five schema variants7

which are increasingly stylistically and lexically di-
vergent from the SGD schema. A schema variant
describes the same services as the SGD schema

6For example, descriptions of slots with "true" or "false"
values always start with Boolean flag indicating.

7See examples here: https://bit.ly/3Ev0KrV.

but with increased linguistic variation. The vari-
ants are ordered by the Jaccard distance between
the descriptions of the original SGD schemas and
the schema variant descriptions. The v1 variant is
the closest while v5 is the most dissimilar to SGD.
Ideally, a robust model should output the correct
state regardless of which schema variant is used for
prompting.

Metrics Joint goal accuracy (JGA)8 is the per-
centage of turns where all the slot-value pairs from
a given service are correctly predicted. On SGD,
it is computed over seen and unseen services. The
presence of the unseen services measures the abil-
ity of the DST model to make correct predictions
for unseen slots and values and to interpret descrip-
tions unseen at training time (Rastogi et al., 2020).

For SGD-X, we report the JGA broken down
by seen and unseen services and their combination.
The JGA coefficient of variation across the five
schema variants is termed sensitivity (SS). It mea-
sures how well the model accommodates linguistic
variation. Evaluation on the seen portion involves
prompting with paraphrases of schemata seen in
training. Performance decreases if the model over-
fits to the training descriptions. In evaluation on
the unseen portion, the model is prompted with
five distinct human-written prompts of increasing
dissimilarity to the original SGD. This evaluates if
generalisation is robust to linguistic variation.

4.2 DST models

Our baselines are three D3ST models9 trained with
large augmented datasets. For every training ex-
ample that uses the D3ST prompt format (Figure
1) linearised from the SGD schema, k additional
training examples are created either using synthetic
prompts or the k = 5 SGD-X schemata. We create

8We use the offical evaluator: https://bit.ly/3B7jD1c
9We use T5-base (220M) for all models except in Sec. 5.6
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augmented datasets using three methods, explained
below. See Appendix B for implementation details.

1. Backtranslation We follow Lee et al. (2022a)
to create k = 3 schema variants by backtranslating
the SGD schema via Chinese, Japanese and Korean
with Google Translate. The augmented dataset is 4
times larger than SGD ( 703, 120 examples).

2. Easy Data Augmentation (EDA) (Wei and
Zou, 2019) We create k = 5 schema variants by ap-
plying word-level perturbation to the SGD schema
(EDA). Synonym replacement is applied with prob-
ability 0.25 whereas random insertion, deletion
and substitution are applied with probability 0.05.
There are 1, 054, 680 training examples.

3. SGD-X We create 1, 054, 680 training ex-
amples using the k = 5 human-written SGD-X
schemata. Unlike the other baselines, SGD-X-
trained models see the human-written paraphrases
of the seen test services during finetuning. In all
other experiments, none of the SGD-X test prompts
are seen during training, and so we refer to this ex-
periment as an oracle, following Lee et al. (2022a).

Contemporaneous to our work, Coca et al.
(2022) propose a tree-ranking approach for im-
proving paraphrasing. While they show signifi-
cant gains compared to the state-of-the-art back-
translation baseline we compare to in our work,
we contribute to the body of knowledge on robust
state tracking by showing novel augmentation and
prompting techniques that achieve significant fur-
ther improvements.

Grounded D3ST Instead of augmentation, we
propose to ground D3ST in knowledge-seeking
turns by finetuning T5 with the Turn (D3ST-Turn)
and TurnSlot (D3ST-TurnSlot) prompts (Section
3.3) on a dataset containing 175, 780 examples
(SGD size). At decoding, the same turns ground-
ing the training prompts are used for seen services.
For unseen services, we select five turns per slot
as described in Section 3.2. For each test example,
we construct a prompt with the same format as in
training using knowledge seeking turns selected at
random, per slot, from the mined collection. This
tests model’s ability to interpret additional task-
relevant information.

5 Results and discussion

5.1 Robustness via data augmentation

Augmenting the finetuning dataset with the SGD-X
prompts leads to a 13.2% improvement in D3ST
SGD-X JGA (#1 vs #4, Table 3). In contrast, aug-

# Model SGD SGD-X Seen Unseen SS ↓
1 D3ST 69.8 56.5 73.6 50.8 70.1
2 D3ST + Backtrans. DA 72.1 62.2 84.0 54.9 53.1
3 D3ST + EDA DA 71.4 62.3 83.3 55.3 53.2
4 D3ST + SGD-X DA (oracle) 73.8 69.7 92.5 62.1 27.9
5 D3ST-Turn (ours) 75.9 69.5 88.5 63.2 36.6
6 D3ST-TurnSlot (ours) 74.7 72.0 90.7 65.6 23.7

Table 3: Grounded D3ST models outperform strong
baselines in both JGA and SS. Seen and unseen num-
bers decompose the SGD-X JGA (Section 4.1), oracle
indicates a model trained on SGD-X. "+" marks data
augmentation (DA) during finetuning, and is followed
by augmentation method name. Column maximum is in
bold. In all tables, numbers are averages of three runs.

Schema v1 v2 v3 v4 v5
Backtranslation 97.5 96.5 95.9 - -

EDA 99.1 98.5 96.6 93.2 86.4
SGD-X 89.7 88.0 88.4 86.8 87.5

Table 4: Semantic similarity of SGD and schema vari-
ants, measured by entailment (Narayan et al., 2022)

mentation with synthetic prompts obtained through
backtranslation or word-level augmentation im-
proves performance by just 5.6%. On SGD, human-
written prompts outperform the best performing
synthetic ones (#2) by a margin of 1.7%.

Gains obtained with synthetic prompts reflect
some degree of lexical and syntactic diversity in
the generated paraphrases. For example, a back-
translation of The amount of money to transfer is
Amount to be remitted and The account type of the
user is backtranslated as User’s account type. The
entailment scores (Table 4) show that backtransla-
tion largely preserves the semantic content of the
prompts. Meanwhile, if more edit operations are
applied via EDA, the synthetic prompts are less
faithful, as demonstrated by the sharp entailment
decrease for the v4 & v5 variants. Robustness did
not improve when we experimented with a larger
backtranslation-augmented dataset (Appendix C).

The SGD-X schemata "do not fully semantically
overlap with the input as traditional paraphrasing
requires" (Lee et al., 2022a). This is consistent
with SGD-X schema variants attaining lower en-
tailment compared to backtranslated ones (Table
4). The annotators used the wider context of the
service and common-sense knowledge to create di-
verse, high quality, schemas. Meanwhile, D3ST
learns to identify slots using the uniform linguistic
patterns of the SGD schema and it is not robust to
the wide variety of styles annotators used in SGD-
X. D3ST trained with augmented data via EDA
or backtranslation improves compared to D3ST
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trained on SGD alone, but the large performance
gap to human-written prompts indicates that strict
paraphrasing introduces less diverse, task-relevant,
cues in the prompt compared to humans.

5.2 Prompt grounding with turns

Compared to D3ST, D3ST-Turn achieves absolute
gains of 13% and 6.1% on SGD-X and SGD, re-
spectively (#1 vs #5, Table 3). D3ST + SGD-X
DA outperforms D3ST-Turn on the seen services
because it has been trained with these prompt para-
phrases, whereas our model does not see these
prompts during training. Our model generalises
more robustly as demonstrated by the 1.1% (#4 vs
#5) JGA improvement on unseen SGD-X services.

Our results show that grounding the model in
knowledge-seeking turns, communicated before a
slot is mentioned, addresses weaknesses of data
augmentation (DA) with synthetic prompts. Such
turns reflect how humans use the language in con-
versation when they communicate slot values, and
may help the model more readily identify the
relevant context for value extraction. This ap-
proach generalises well to unseen domains and is
robust: we outperform all baselines on SGD and
closely match the performance of augmentation
with human-written paraphrases on SGD-X.

Descriptions and knowledge-seeking turns are
complimentary: the latter can be thought of as an
example that could help the model interpret descrip-
tions unseen at training time. Concretely, consider
the messaging domain, unseen in training. To ex-
tract the name of a location sharing recipient, a
model evaluated on SGD-X (v5) is prompted with
the description Name from address book. Because
T5 is pre-trained in a self-supervised way, without
domain-specific finetuning, it may fail to identify
that the aforementioned description refers to the
name of a person: address book never appears in
the SGD training corpus. By attending over Who
is the sharing recipient and the description jointly,
the model could interpret the description as refer-
ring to a person name. During training, the model
has learned to identify names, for example, when
predicting the value of the slot stylist name. Indeed,
the D3ST-Turn JGA in this domain is 41.8% while
the oracle model achieves just 28.5%. Our positive
results may thus arise due to knowledge-seeking
turns facilitating knowledge sharing between slots
seen in training and unseen ones.

5.3 Prompt grounding with turns and slots

D3ST-TurnSlot achives a 2.5% gain on SGD-X
compared to D3ST-Turn, outperforming the human-
written prompts (# 4 vs #5, Table 3). We posit that
this is due to the high quality annotations SGD-
X provides. This hypothesis is motivated by our
empirical observation that slot names in SGD-X
can contain more information compared to SGD
ones. For example, the slot private visibility in
SGD is annotated as private visibility yes or no
in SGD-X (v5), which cues the model on which
values should be generated for this slot. Also, in
SGD-X, the slot names and descriptions may be
complimentary. For example, the slot clock time of
alarm is described as Time for which the alarm is
set (SGD-X), whereas in SGD the equivalent slot
name, alarm time, is described as Time of the alarm.
On its own, the SGD description could refer to both
an alarm to be created or an existing alarm, whereas
the SGD-X description unambiguously identifies
the slot as referring to an existing alarm.

D3ST-TurnSlot outperforms D3ST + SGD-X DA
by 0.9% on SGD (#4 vs #6, Table 3) but lags be-
hind D3ST-Turn by 1.1%. This confirms our earlier
observation that, in SGD, unlike in SGD-X, slot
names may not provide information about the slot
that is not already contained in the description. We
also find that there are slot name ambiguities across
the SGD train and test sets. For example, the loca-
tion slot in the training set refers to cities, whereas
in the test set it refers to addresses. This finding
correlates with the study of Zhao et al. (2022), the
D3ST authors, who find that lack of information
in slot names and ambiguity lead to degraded JGA
(on both SGD and SGD-X) of slot-name driven
models compared to D3ST10. Our positive results
on SGD-X show that combining the two sources of
information can improve model robustness if they
are complimentary and unambiguous.

5.4 Grounded prompt ensembling

We apply GPE by running three inference calls
with distinct but semantically equivalent grounded
prompts. We take the most common generation
as the prediction. Table 5 shows significantly im-
proved robustness compared to single-prompt de-
coding. Interestingly, D3ST-TurnSlot is improved

10A slot-driven model uses slot names instead of descrip-
tions. For our example in Figure 1 the equivalent prompt
is 0=name, 1=city, i1) get weather. We refer the reader to
Sections 4.3, 4.4 and 4.6 in Zhao et al. (2022) for detailed com-
parisons of the effectiveness of these competing approaches.
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Model SGD SGD-X Seen Unseen SS ↓
D3ST-Turn 77.2 1.4 71.7 2.2 90.8 2.3 65.4 2.2 28.1 8.5

D3ST-TurnSlot 75.0 0.3 72.8 0.8 91.4 0.7 66.6 1.0 19.2 4.5

Table 5: GPE improves SGD/SGD-X performance.
Faded numbers are absolute improvements relative to
the single pass models in Table 3 in rows # 5 & # 6.

Model SGD SGD-X Seen Unseen SS ↓
T5DST 70.0 50.4 58.5 47.7 87.0

MT-SGDST 80.1 60.8 72.5 56.9 69.5
SDT-Seq 76.3 - - - -
SDT-Ind 78.2 - - - -

D3ST-Turn (ours) 75.8 69.5 88.5 63.2 36.6
D3ST-TurnSlot (ours) 74.7 72.0 90.7 65.6 23.7

Table 6: SOTA DST models on SGD and SGD-X. Bot-
tom rows repeated from Table 3 for easy comparisons.

less compared to D3ST-Turn on both SGD and
SGD-X owing to its significantly smaller prompt
sensitivity (23.7 compared to 36.6, Table 3, # 5 vs
#6). This shows that slot names increase the con-
fidence of the model in its predictions, which may
explain why we found D3ST-TurnSlot to slightly
outperform D3ST-Turn (Section 5.3).

5.5 Comparison with other models
We compare D3ST-Turn/TurnSlot with SOTA DST
models (Table 6). T5DST (Lee et al., 2022a) gen-
erates a slot value when prompted with a dialogue
concatenated with a single description. The state
is predicted iteratively by prompting the model
with each description. MT-SGDST (Kapelonis
et al., 2022) uses semantic annotations, state his-
tory and handcrafted features with a multi-head
BERT model for iterative prediction. SDT-Seq
(Gupta et al., 2022) grounds the state tracker in a
prompt containing a dialogue and its target state
sequence and, like D3ST, predicts the entire state
in a single pass. SDT-Ind is an iterative version of
SDT-seq, using annotated turns as prompts.

Grounding prompts in knowledge-seeking turns
makes D3ST competitive with SOTA approaches,
significantly outperforming T5DST. MT-SGDST
is better on the SGD but degrades significantly
on SGD-X. Because it uses state histories and se-
mantic annotations instead of system turns, this
model suffers from large performance variability
(Appendix B.2): the difference between max and
min SGD-X JGA across three runs is 11.8% for
this model but just 1.1% for D3ST-Turn. While not
fully closing the gap on the SGD benchmark, we
demonstrate comparable performance and signifi-
cantly improved robustness.

Model SGD SGD-X Seen Unseen SS ↓
D3ST 76.0 69.2 86.8 63.3 38.5

D3ST + SGD-X DA 77.4 75.6 93.2 69.7 19.8
D3ST-TurnSlot (ours) 77.4 76.0 92.6 70.5 20.5

Table 7: Prompt grounding improves T5-large D3ST.

D3ST-Turn achieves 75.8% on SGD, which is
comparable with SDT-Seq (76.3%). Our model is
faster to train and decode owing to reduced prompt
lengths and predicting a shorter state sequence11.
SDT-Ind is better because it is prompted to return
the value of each slot iteratively, with an example of
how that typical slot occurs in conversation. GPE is
cheaper and reduces the performance gap between
SDT-Ind and D3ST-Turn to just 1.0%.

In terms of human effort, our approach is more
scalable than, or comparable to, recent work SDT
uses entire annotated dialogues or annotated turns
as prompts (Figure 1, Gupta et al. (2022)). These
are defined by developers for unseen services,
which is comparable to writing turns for each slot.
Zero-shot transfer learning (Campagna et al., 2020)
requires knowledge-seeking turns for generating
synthetic dialogues12 used to bootstrap DST mod-
els for new services. However, constraining entire
dialogue generation is non-trivial and handcrafted
grammars are required for each domain. This is
very difficult to apply to the setting we consider,
due to the large number of domains and complex
multi-domain dialogue flows. We show that robust
generalisation to new services can be achieved with
few knowledge-seeking turns per slot which can be
selected from the training corpus during finetuning
and written by the developers for new services.

5.6 Scaling behaviour

Larger models have enhanced language understand-
ing and common sense knowledge (Raffel et al.,
2020; Zhou et al., 2021), reflected in the 12.7%
improvement of the baseline T5-large D3ST perfor-
mance on SGD-X compared to its T5-base coun-
terpart (#1, Tables 3 and 7). Exposing the model
to diverse prompts is still important, as demon-
strated by the improved JGA of D3ST + SGD-X
DA. We find that D3ST-TurnSlot matches the SGD
performance and achieves a slight improvement on
SGD-X (0.6%), demonstrating that our approach
scales to larger language models.

11SDT predicts all slots, including inactive ones.
12The direct questions defined by Campagna et al. (2020)

are KSTs. See examples here: https://bit.ly/3yvgGqi.
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Figure 3: Data preprocessing pipeline for KST augmentation. KST training examples share the conversation with
the schema-guided training example, and concatenated KSTs, underlined, replace the schema-guided prompt.

# Decoding Prompt SGD SGD-X Seen Unseen SS ↓
1 Turn [GPE] 74.9 [76.7] 71.7 [73.9] 91.9 [92.1] 65.0 [67.7] 30.7 [22.6]
2 TurnSlot [GPE] 73.8 [75.3] 71.0 [72.9] 91.0 [91.7] 64.3 [66.6] 31.2 [23.1]
3 D3ST 74.4 66.7 88.8 59.4 43.4

Table 8: JGA of D3ST with KST augmentation decoded
with different prompt formats. GPE further improves
these models (improvements inside brackets).

5.7 Data augmentation or prompt grounding?

In Section 5.2, we discussed that knowledge-
seeking turns may facilitate knowledge sharing be-
tween seen and unseen slots. We now investigate
whether jointly encoding the turn and description
by including them in the same prompt is the only
way to impart this property or whether this can
be achieved by augmenting the training data with
prompts containing only knowledge-seeking turns.

Figure 3 shows our experimental setup for aug-
mentation with knowledge-seeking turns. We sort
the mined turn lists for each slot from Section
3.2 according to their Jaccard distance to the cor-
responding SGD schema description. We create
k = 5 increasingly diverse prompts by replacing
all the slot descriptions in a schema-guided training
example with the kth knowledge-seeking turn. The
resulting finetuning set is the same size as SGD-X.

Comparing the performance of augmented and
grounded models (#5 & #6, Table 3 vs #1 & #2,
Table 8) shows that grounding D3ST is slightly
more effective on SGD.

On SGD-X, decoding the KST-augmented D3ST
with TurnSlot prompt format causes a small (1%)
regression with respect to D3ST-TurnSlot, possibly
due to mismatch between the train and test prompt
formats. "Turn" decoding slightly improves over
D3ST-Turn. Hence, both grounding and data aug-
mentation with knowledge-seeking turns are effec-
tive for robust DST. Training with augmented data,
converges slower and is resource intensive. More-

# Model SGD SGD-X Seen Unseen SS ↓
1 D3ST-TurnSlot 77.4 76.0 92.6 70.5 20.5
2 D3ST + KST DA/D3ST 76.3 72.8 92.5 66.3 26.0
3 D3ST + KST DA/Turn 76.1 74.6 93.4 68.4 26.0
4 D3ST + KST DA/TurnSlot 75.8 73.6 92.2 67.4 28.2

Table 9: Grounding prompts (#1) is more effective com-
pared to KST-augmentation (#2 - #4) for robust DST
with T5-large (770M parameters).

over, we find that grounding is more effective for
larger language models (Table 9).

5.8 Why is grounding more effective?
Decoding the KST-augmented model with the
SGD/SGD-X schemata alone (i.e., without ground-
ing) leads to a decrease in the unseen performance
(#1 & #2 vs #3, Table 8). Grounding the prompt
in KSTs at decoding time is crucial for improved
robustness. As discussed in Section 5.2, these turns
facilitate knowledge sharing between seen and un-
seen slots. Without them, the model cannot access
knowledge encoded in its weights, and robustly
predict the dialogue state when the prompts are too
dissimilar to the training schemata (Table 10).

SGD SGD-X (avg) v1 v2 v3 v4 v5
0.43 5.03 1.07 0.67 3.35 11.3 8.76

Table 10: JGA difference between KST-augmented mod-
els decoded with Turn and D3ST prompt formats (#1 &
#3, Table 8). SGD-X JGA broken down by variant. v5
schema is the most dissimilar to the SGD test schema.

6 Conclusion

Grounding D3ST and data augmentation with
knowledge-seeking turns are effective for robust
schema-guided DST. Both improve D3ST robust-
ness by a large margin compared to strong base-
lines and yield similar benefits as training on large,
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diverse collection of human-written prompts. Our
proposed approach is competitive with or outper-
forms other SOTA DST models on SGD and SGD-
X. We have also showed how prompt engineering
can be applied to boost model robustness through
grounded prompt ensembling, a novel technique
that uses a single model for ensembling.

7 Limitations

One limitation of our approach is our decision to
select the turns from the training data manually
rather than automatically. Selecting k-diverse turns
automatically is possible but requires efficient im-
plementations given the size of the corpus and the
quadratic complexity of the naive algorithm in the
number of candidate turns. Implementing such
algorithms requires far more expertise and time
commitment compared to ensuring the selected
turns are diverse manually. Such an approach is
described by Lee et al. (2022b). However, in a
follow-up study, we have confirmed the general-
ity of our approach by replicating our experiments
with large-language model generated data or sam-
pling randomly from large dialogue corpora during
the first epoch of training. This allays concerns
regarding the vulnerability of our method to human
bias.

While not an issue for SGD or other large scale
corpora, the diversity of the training corpus may
influence the performance of our approach as ex-
tracting lower diversity turns is expected to limit
robustness improvements. However, knowledge-
seeking turns existing in small corpora can be used
to query large, possibly unlabeled, conversational
databases to ensure prompt diversity. We left a
detailed study of the impact of prompt diversity to
DST robustness to future work.

Finally, for practically implementing our ap-
proach for unseen services, we require the develop-
ers to provide few examples of knowledge-seeking
turns. Our currently in progress work explores gen-
eration of such turns automatically with very large
language models.
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A Turn mining details

For 31 out of the 214 slots there are no knowledge-
seeking turns or there are less than 5 distinct knowl-

edge seeking turns13 in the dialogue corpus. These
includes result slots which are communicate by the
agent upon user query, such as the name or time of
an existing alarm in the Alarms_1 service. These
slots do not appear in state annotations. Moreover,
SGD dialogue flows are generated by semantic-
level interaction between two machines modelled
using push-down automata (Rastogi et al., 2020).
As such, not all dialogue flows are covered. For
example, in the Alarm_1 service the user always
states the name of a new alarm and the time they
want to set it for so the system never asks for what
time the new alarm should be set.

We circumvent these issues with two simple
strategies, which are applied depending on whether
a slot has knowledge-seeking turns in other ser-
vices or not. The majority of the slots fall in the
former case.

Turn copy The only knowledge seeking turn
for the fare slot in Buses_1 service is Thanks
for that, how much did it cost?. However, price
is a generic concept which appears in other ser-
vices (e.g. Events_1) so instead of reducing
prompt diversity by always using this turn, we copy
knowledge-seeking turns from other services. In
this instance, How much did it cost?, Ticket fare
for each passenger?, Price per ticket? and What
price? are copied. This strategy is applied to all
slots that appear in other services.

Span selection For just 8 slots, a relevant span
appearing before or after the slot value is selected
from turns annotated with actions INFORM(s=v)
or CONFIRM(s=v) where s is a slot for which
no knowledge-seeking turns exist and v is its
value. For example, there are no turns where
the system or user ask for the seating class of
an airline ticket. We select the span class flight
ticket instead of a full turn from the system turn
Please confirm an Economy class flight ticket to
NY, tomorrow.. The semantic annotation of this
turn is CONFIRM(destination=NY),
CONFIRM(date=tomorrow),
CONFIRM(seating_class=Economy),
CONFIRM(passengers=1).

B Experimental details

B.1 D3ST implementation
We process the data as described by Zhao et al.
(2022) with the following differences, which were

13Only 25 of these slots are unique as some slots repeat
across services.
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indicated by the paper authors upon private com-
munication: (1) the indices are separated by the =
symbol in both the inputs and the targets, (2) for
categorical slots which take the dontcare special
value, our output contains slot_index: dontcare sub-
string and we do not include the special value in
the prefix and (3) we lowercase inputs and targets.

The examples are truncated to the last 1, 024
tokens on the input side for the baseline and dis-
carded altogether for Turn/TurnSlot prompt for-
mats14. We optimise with the Adafactor optimizer
and effective batch size 32, starting from the initial
weights google/t5-v1_1-base published by
huggingface (Wolf et al., 2019). We interpo-
late the learning rate linearly between 0 and 10−4

over the first 1000 steps and keep it constant there-
after. We select the model by evaluating the devel-
opment set joint goal accuracy (JGA) every 5000
gradient updates, stopping the training if said met-
ric fails to improve after 3 consecutive evaluations.

All results in Section 5 are averages of three
runs initialised with different random seeds. For all
experiments, we used the same hyperparameters
and stopping criteria as just described, with the
exception of training the D3ST + SGD-X DA and
D3ST + KST DA experiments for T5-large (rows
2 in Table 7 and last three lines in 9) where we
allow all runs 1 epoch of augmented data (each
SGD conversation is seen 6 times) due to limited
computational budget.

B.2 MT-SGD implementation

The numbers presented are averages of three runs.
The first SGD run (JGA of 83.2%) is based upon
a metric file received from the authors. We could
only reproduce 82.7% of the quoted number, but
we include the higher number in our average. We
trained the model using the publicly available
code15 twice more obtaining to obtain 77% and
80.2%. On SGD-X the JGA range is between
54.6% and 66.4% across three runs. We selected
the best checkpoint as indicated in the reposi-
tory’s instructions.

C Backtranslation experiment

We experiment with larger backtranslation datasets
to see if finetuning D3ST on a dataset the same size
as the SGD-X dataset (Section 4.2) can improve
results. We created two more variants by backtrans-

14This is just around 0.05% of the data.
15See it here: bit.ly/3j8sPwj

Size SGD SGD-X Seen Unseen SS
4x 72.1 62.2 84.0 54.9 53.1
6x 71.5 61.0 82.5 53.8 54.4

Table 11: SGD and SGD-X JGA with backtranslation
datasets of different size. We repeat line 2 from Table 3
in the top row, for easy comparison

Metric Method v1 v2 v3 v4 v5

BLEU Backtranslation 4x 36.4 26.01 18.9 - -
Backtranslation 6x 51.3 37.2 29.5 23.4 18.2

self-BLEU Backtranslation 4x - 49.3 41.7 - -
Backtranslation 6x - 55.3 49.7 44.6 39.6

Table 12: Lexical diversity metrics of backtranslated
prompts. self-BLEU measures diversity of n sentences

lating the SGD schema via French and Russian, as
done by Huang et al. (2021).

Augmenting with these additional examples neg-
atively impacts model robustness (Table 11). This
may arise because increasing the number of train-
ing examples significantly (Table 12) does not in-
crease the prompt diversity by a large margin, and
so the training distribution of the prompts is closer
to the training data. Creating a diverse collection of
paraphrases via backtranslation is thus challenging,
as it requires access to translation systems to high-
difficulty languages. This is necessary, since, as
shown in Table 12 (BLEU, column 2) translating
to high-resourced languages such as French yields
paraphrases that are lexically more similar to the in-
put and are not as effective in improving the model
robustness. Meanwhile, translation to difficult lan-
guages leads to semantic errors which may harm
DST. For example, Station where the bus is leav-
ing from is backtranslated to Bus departure/arrival
station and Station where the bus is going to is
backtranslated as bus station (via Japanese).

By grounding the model in turns collected from
the corpus, not only do we create diverse inputs,
but we guarantee that these correctly represent fine
grained semantics and by-pass the issues encoun-
tered when constructing prompts via paraphrasing.

D SGD results

In the main body we report the SGD JGA accu-
racy as an upper bound for the D3ST model ro-
bust accuracy. To make our tables readable, we
do not include SGD performance breakdown by
seen/unseen services in Section 5. We include it in
Table D to facilitate future comparisons
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Model SGD SGD-Seen SGD-Unseen
D3ST 69.8 92.8 62.2

D3ST + SGD-X DA 73.8 92.7 67.5
D3ST-Turn 75.8 92.9 70.1

D3ST-TurnSlot 74.7 92.8 68.7
D3ST + KST DA/Turn 74.9 92.6 69.0

D3ST + KST DA/TurnSlot 73.8 92.5 67.6
D3ST + KST DA/D3ST 74.4 92.8 68.3

Table 13: Breakdown on SGD JGA into seen and unseen
services JGA for models reported Tables 3 and 8.
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Abstract

Vision-language models (VLMs) have shown
to be effective at image retrieval based on sim-
ple text queries, but text-image retrieval based
on conversational input remains a challenge.
Consequently, if we want to use VLMs for
reference resolution in visually-grounded di-
alogue, the discourse processing capabilities
of these models need to be augmented. To ad-
dress this issue, we propose fine-tuning a causal
large language model (LLM) to generate defi-
nite descriptions that summarize coreferential
information found in the linguistic context of
references. We then use a pretrained VLM to
identify referents based on the generated de-
scriptions, zero-shot. We evaluate our approach
on a manually annotated dataset of visually-
grounded dialogues and achieve results that, on
average, exceed the performance of the base-
lines we compare against. Furthermore, we
find that using referent descriptions based on
larger context windows has the potential to
yield higher returns.

1 Introduction

Visually-grounded dialogues are conversations in
which participants make references to the visual
world. Referring in conversation is understood to
be a collaborative process, with shared responsi-
bility for ensuring the successful identification of
the referent (Clark and Wilkes-Gibbs, 1986). It
is not uncommon for a definite reference to be es-
tablished over multiple turns, with each separate
contribution unlikely to be a minimally distinguish-
able description of the referent. Taken out of their
use context, these referring expressions may be dif-
ficult, if not impossible, to resolve. Consider the
example dialogue in Figure 1. The underspecified
description “the shiny one” leads to a clarification
question, “Do you mean that red one?”. To resolve
the expression “that red one” to its referent, we
need information from earlier in the conversation
to understand that “one” is a proform of “apple”.

Figure 1: Example dialogue in which two participants
discuss fruits. Expressions that denote one or more
images are underlined.

Without this linguistic context, the red strawberry
and the red apple are equally likely referents.

We can break the problem of reference resolu-
tion in visually-grounded dialogue down into three
subproblems: (1) mention detection, or finding the
expressions that can be grounded in the visual con-
text (“that red one”); (2) aggregation of referent-
specific information (linking “apple”, “the shiny
one”, and “that red one”); and (3) referent iden-
tification, or the grounding of language (finding
the referent that is best described by the three ex-
pressions from among a set of candidate referents).
This final step requires bridging the gap between vi-
sion and language. For this purpose, we can turn to
pretrained vision-language models (VLMs), which
have shown to be effective at zero-shot text-image
retrieval when given a description of an image (e.g.,
Radford et al., 2021; Jia et al., 2021; Li et al., 2023).
However, current VLMs lack the discourse pro-
cessing capabilities necessary for reference reso-
lution in visually-grounded dialogue. Although
some VLMs may correctly identify the red apple
as the referent given the entire dialogue of Figure
1, dialogues are often vastly more complex than
this hypothetical exchange. Take, for instance, the
dialogue in Appendix A: with multiple mentions of
different referents within the same utterance, such
a brute-force method would immediately fail. It
is clear that if we want VLMs to be effective for
this purpose, their discourse processing capabilities
need to be augmented.
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To this end, we propose fine-tuning a causal large
language model (LLM) for the task of referent de-
scription generation. Referent description genera-
tion can be regarded as a special case of referring
expression generation with the goal of always gen-
erating the most complete expression possible. For
a given mention, the model is trained to generate a
definite description that summarizes all information
that has been explicitly disclosed about the referent
during a conversation. For example, for the men-
tion “that red one” in Figure 1 we would want the
model to generate the description “the shiny red
apple”. We will refer to the fine-tuned model as
the conversational referent description generator
(CRDG). The description generated by the CRDG
is then used by a pretrained VLM to identify the
referent, zero-shot. Our approach can be seen as an
exploration of the limits of depending on linguistic
context alone for generating referent descriptions,
as the discourse processing and eventual grounding
of the descriptions are entirely disjoint.

For the experiments presented in this paper we
use data from the collaborative image ranking task
A Game Of Sorts (Willemsen et al., 2022). Refer-
ents are represented by separate, but visually sim-
ilar images from a shared entity category. Due to
their largely unrestricted nature and with a focus
on the collaborative referential process, the col-
lected dialogues form a challenging test bed for
visually-grounded language understanding in con-
versation. We manually annotate the dialogues by
marking mention spans and aligning the spans with
the images they denote, and provide both manu-
ally constructed and automatically derived “ground
truth” referent descriptions based on our manual
annotations for all marked mentions.

Our main contributions are as follows:

• We present a generative approach to reference
resolution in visually-grounded dialogue that
frames the discourse processing side of the
task as a causal language modeling problem;

• We show that it is possible to fine-tune a causal
LLM to generate referent descriptions from
dialogue to be used by a pretrained VLM for
referent identification, zero-shot;

• We release the discussed materials, including
our annotations for A Game Of Sorts (Willem-
sen et al., 2022)1.

1https://github.com/willemsenbram/

2 Background

Visually-grounded language understanding is fun-
damental for conversational agents that engage in
dialogue involving references to the visual world.
Researchers have introduced a variety of tasks that
provide data for development and frameworks for
evaluation of visually-grounded dialogue models.
These tasks often take the form of goal-oriented,
dyadic interactions but differ in terms of, for ex-
ample, the visual stimuli used, e.g. abstract figures
or realistic photos; the roles assigned to partici-
pants, e.g. whether symmetric or asymmetric; con-
straints on message content, e.g. a fixed vocabulary;
and the nature of the task, e.g. navigation, iden-
tification, ranking, and multi-turn visual question
answering (e.g. Das et al., 2017; De Vries et al.,
2017; Shore et al., 2018; Ilinykh et al., 2019; Haber
et al., 2019; Udagawa and Aizawa, 2019; Willem-
sen et al., 2022). It has been noted that the task
configuration can significantly impact the extent to
which certain dialogue phenomena, such as coref-
erences and clarification requests, are represented
in the collected data, if at all (Agarwal et al., 2020;
Haber et al., 2019; Ilinykh et al., 2019; Schlangen,
2019; Willemsen et al., 2022). Tasks that heavily
constrain the interactions do not reflect the com-
plex nature of dialogue to the same degree as tasks
that have been designed for these phenomena to
naturally emerge as part of the discourse, such as
A Game Of Sorts (Willemsen et al., 2022), which
we use in this paper.

The terms referring expression comprehension
(e.g. Yu et al., 2016), referring expression ground-
ing (e.g. Zhang et al., 2018), referring expression
recognition (e.g. Cirik et al., 2018), and reference
resolution (e.g. Kennington et al., 2015) have been
used interchangeably to describe the problem of
mapping the language that denotes a referent to a
representation of that referent in the visual modal-
ity. Prior work noted the importance of referring
expressions to conversation, but often modeled the
problem independent of the dialogue (e.g. Cirik
et al., 2018; Schlangen et al., 2016; Yu et al., 2016;
Zhang et al., 2018). The granularity at which
grounding occurs may differ between works, as
the language may be mapped to bounding boxes
of individual objects (Cirik et al., 2018; Schlangen
et al., 2016; Yu et al., 2016; Zhang et al., 2018),
objects or larger image regions represented by seg-

reference-resolution-via-text-generation,
doi:10.5281/zenodo.8176114
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mentation masks (Liu et al., 2017), or entire images
altogether (Haber et al., 2019; Takmaz et al., 2020).

To address the problem computationally, both
modalities must in some way be encoded. En-
gineered visual feature representations and sim-
ple language models such as those based on n-
grams (e.g. Kennington et al., 2015; Kennington
and Schlangen, 2017; Shore and Skantze, 2018)
have been mostly replaced with more powerful
learned representations that embed the images and
text in high-dimensional vector spaces (Haber et al.,
2019; Takmaz et al., 2020). This has made it pos-
sible to resolve references by computing represen-
tational similarity between an encoding of the text
that contains a mention and the embeddings of the
candidate referents, where the candidate that has
the highest matching score is assumed to be the
referent (Haber et al., 2019; Takmaz et al., 2020).

Recent work on multimodal representation learn-
ing has shown that jointly embedding text and
images can work at scale. Trained using a con-
trastive objective, maximizing representational sim-
ilarity between true pairings of images and text
while simultaneously minimizing similarity of false
pairs, vision-language models (VLMs) such as
CLIP (Radford et al., 2021), ALIGN (Jia et al.,
2021), BLIP (Li et al., 2022), and BLIP-2 (Li et al.,
2023), have shown to be effective zero-shot clas-
sifiers, outperforming the previous state-of-the-art
on various benchmarks without the need for fur-
ther fine-tuning on specific tasks. However, despite
their noteworthy image-text matching performance
based on simple text queries, these VLMs lack the
discourse processing capabilities required for ref-
erence resolution in visually-grounded dialogue.
Even a simplified example, such as shown in Fig-
ure 1, illustrates a fundamental challenge, namely
that of coreference resolution. The interpretation
of anaphoric pronouns, such as “it”, is dependent
on their antecedents. Without resolving its coref-
erences first, identifying the referent based on the
pronoun alone leads to a random guess.

To improve downstream performance on dis-
course processing tasks involving coreference,
prior work has approached the problem as one of
transforming the original input based on linguistic
context. This was done either via substitution, such
as in Bhattacharjee et al. (2020) where pronouns
were substituted for more descriptive mentions of
the same referent, or via generation, such as in
Quan et al. (2019) where entire utterances were

reconstructed in a pragmatically complete manner
with coreferences and ellipses resolved. To the
best of our knowledge, this approach has not yet
been applied to reference resolution in visually-
grounded dialogue.

Most contemporary natural language process-
ing (NLP) works use Transformer-based language
models (Vaswani et al., 2017). For text generation
tasks, it is common to use (unidirectional) autore-
gressive, or causal, language models such as GPT
(Radford et al., 2018). While processing sequences,
causal language models mask the future, allowing
the model to only attend to the current and previous
tokens while predicting the next token. A persistent
trend has been to scale up language models, both in
terms of their parameter count and the size of their
training datasets. These increasingly larger models,
such as GPT-3 (Brown et al., 2020), OPT (Zhang
et al., 2022), PaLM (Chowdhery et al., 2022), and
LLaMa (Touvron et al., 2023), have been dubbed
large language models (LLMs). The current lead-
ing paradigm to modeling downstream NLP tasks
is based on transfer learning, where a pretrained
LLM is fine-tuned for a specific task on a smaller,
domain-specific dataset.

3 Method

We treat visually-grounded reference resolution as
a text-image retrieval task, where referents are rep-
resented by images. We leave finer-grained ground-
ing of words and phrases to image regions or indi-
vidual entities or parts thereof for future work.

3.1 Proposed Framework

We frame the discourse processing side of the task
as a causal language modeling problem. Figure 2
shows a visualization of the proposed framework.
Task Definition We denote the dialogue as D =
(u1, u2, ..., un), where each ui represents an utter-
ance. Each utterance consists of an ordered se-
quence of tokens. An utterance may contain one or
more mentions, denoted as M . A mention is an or-
dered subsequence of tokens from an utterance. A
mention has an exophoric referent, denoted as R. A
mention is embedded in what we call its linguistic
context, denoted as L. As an ordered subsequence
of D, the linguistic context of a given mention con-
sists of the utterance in which it is contained and
all preceding utterances. The number of preceding
utterances, hereafter referred to as the dialogue his-
tory, may be capped if a finite size context window
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Figure 2: The proposed visually-grounded reference resolution framework. With the CRDG we generate a referent
description for a marked mention, to be used by a (frozen) pretrained VLM for referent identification.

is defined. The aim of visually-grounded reference
resolution is to resolve a reference to its referent,
i.e. to identify R for a given M , from a set of can-
didate referents, denoted as C, such that R ⊆ C;
|R| = 1 for single-image referents, |R| > 1 for
multi-image referents, and R = C if M refers to
all members in C.
Referent Description Generation We propose to
generate a definite description, denoted as Y , for
a given mention M that summarizes all that has
been disclosed in L about the referent R. For this
purpose, we fine-tune a causal LLM that learns to
generate Y conditioned on L. Y is a sequence of
tokens expected to be largely constructed from to-
kens that appear, or are some derivative of tokens
that appear, in the coreference chain of R, which is
contained in L. We refer to the fine-tuned model as
the conversational referent description generator
(CRDG). For an example of the context depen-
dency of referent description content, see Figure 4
in Appendix B.
LLM Input We mark M in ui by inserting posi-
tional markers as special tokens to indicate the be-
ginning and end of the mention span. We prepend
each utterance in L with a speaker token to indicate
the source of the contribution. When D is task-
oriented, we update L by prepending task instruc-
tions, i.e. a special token followed by a sequence
of tokens describing the task performed by the dia-
logue participants. For an example of the input to
the LLM, see Figure 5 in Appendix B.
Text-Image Retrieval We use a pretrained VLM
to identify R from C based on Y , zero-shot. We
use the text encoder of the VLM to encode Y into
an n-dimensional feature vector, denoted as v. We
use the image encoder of the VLM to encode each
candidate referent of C into an n-dimensional fea-
ture vector, which gives a |C| × n matrix, denoted
as A. We then compute their matrix-vector product.
For single-image referents, i.e. when |R| = 1, we
take the referent to be R = argmax(Av).

In order to produce accurate referent descrip-
tions, the CRDG must implicitly learn to perform
coreference resolution as we do not provide explicit
supervision for this subtask. In each sample, only
the current mention for which we want the model to
generate a description is marked; none of its coref-
erences are in any way indicated. A principal ad-
vantage of our model is that it can resolve multiple
mentions, even when they have different referents,
appearing in the same utterance, including nested
mentions. Note that for the purpose of this study,
we assume mention detection to be solved. As it
stands, using this framework in production requires
a separate model to propose candidate mentions at
the span level.

3.2 Baseline Models

As a lower bound, we report random chance per-
formance. In addition, we compare performance of
our approach to baselines based on simple heuris-
tics and a coreference resolution model.

3.2.1 Heuristics
Mention We evaluate the image retrieval perfor-
mance when the VLMs are presented with just the
marked mentions.
Substitution We improve upon the mention-only
baseline by substituting proforms, e.g. pronouns
such as “it”, and mentions without descriptive con-
tent, e.g. phrases such as “the one you mentioned”,
with the most recent mention that does not belong
to either category. This is expected to be a rela-
tively strong baseline when mentions are specific
and anaphora have mostly local antecedents.

3.2.2 Coreference Resolution
We opt for an off-the-shelf2 span-based corefer-
ence resolution model (coref) originally presented
in Lee et al. (2018), but that has since been updated

2https://github.com/allenai/
allennlp-models/tree/main/allennlp_
models/coref
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to use SpanBERT (Joshi et al., 2020) instead of
the original GloVe embeddings (Pennington et al.,
2014). For each mention, we use the model to re-
solve its coreference links and aggregate all corefer-
ential information in its cluster based on the given
context window.

We experiment with two different representa-
tions of the referent descriptions from this model,
those being (1) a concatenation of all of the men-
tion’s coreferences and (2) an ordered set-of-words
representation that contains only the unique lexi-
cal items in the cluster. To offset that this model
was not specifically trained to handle coreference
in conversation, we provide it with the contents of
the span of the mention when it does not manage
to detect the mention itself and, consequently, not
connect it to any of its coreferences. For partial
matches, in addition to adding all tokens from the
cluster associated with the match, we also add the
missing tokens from the span to the description.

4 Experiments

4.1 Data

We use the dialogues from the collaborative image
ranking task A Game Of Sorts (AGOS, Willemsen
et al., 2022) for our experiments. In AGOS, two
players are asked to rank a set of images based on
a given sorting criterion. They see the same set of
images, but the position of the images on the screen
is randomized for each player. Through a largely
unrestricted conversation, and without being able
to see the perspective of the other player, the play-
ers need to agree on how to rank the images given
the sorting criterion. Sorting criteria are embedded
in scenarios that are intended to create a discussion,
leading to mixed-initiative interactions with both
parties contributing to the discourse. Each interac-
tion takes place over four rounds with the same set
of nine images, effectively guaranteeing repeated
references. The image sets used for the game cover
five different image categories. Each set contains
nine images with each image representing an entity
from one of these categories as its main subject.
Willemsen et al. (2022) collected three interactions
per image set for a total of 15 dialogues.
Ground Truth Our formulation of the visually-
grounded reference resolution problem requires
span-based annotations of mentions aligned with
the image(s) they denote. These annotations are the
basis of what we will refer to as our “ground truth”
references used for both training and evaluation.

We follow Willemsen et al. (2022) regarding the
marking of mentions in AGOS, in that we only an-
notate those that are either singletons or are part of
an identity relation with other mentions that have an
exophoric referent that is part of the visual context,
i.e. regardless of form, any referring expression
that is meant to denote one or more of the images.
During the game, players were asked to provide
self-annotations: for each message they sent they
were asked to indicate which image(s), if any, they
were referring to. We use these self-annotations,
post-edited where necessary, to manually mark the
spans of mentions that can be grounded in the vi-
sual context.

We create three different representations of the
“ground truth” referent descriptions. Two are auto-
matically extracted from the marked mentions and
are similar in structure to the labels of the coref
baseline, i.e. (1) an incremental concatenation of
the reference chain and (2) an incremental ordered
set of words consisting of the unique lexical items
in the cluster. The third are manually constructed
labels that summarize reference chains as definite
descriptions. For each representation, the context
window dictates which references are considered
for the label.

4.2 Model Specifications

For pointers to implementations, we refer the reader
to our repository1.

4.2.1 LLMs
We fine-tune two LLMs, GPT-2 (Radford et al.,
2019) and GPT-3 (Brown et al., 2020), for con-
versational referent description generation. For
hyperparameters, see our Supplementary Material.
GPT-2 We fine-tune the 1.5 billion parameter GPT-
2 model.
GPT-3 We fine-tune the 175 billion parameter
davinci base model using the OpenAI API.

4.2.2 VLMs
We evaluate the zero-shot text-image retrieval per-
formance of several pretrained VLMs for our task,
those being CLIP (Radford et al., 2021), ALIGN
(Jia et al., 2021), BLIP (Li et al., 2022), and BLIP-2
(Li et al., 2023).
CLIP We evaluate two variants of CLIP, CLIP ViT-
B/32 and CLIP ViT-L/14.
ALIGN We use the COYO-ALIGN implementa-
tion trained from scratch on COYO-700M.
BLIP We use the BLIP base model.
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BLIP-2 We use the BLIP-2 model that was fine-
tuned on the Karpathy and Fei-Fei (2015) training
set split of MS COCO (Lin et al., 2014).

4.3 Evaluation

We perform (nested) five-fold cross-validation by
partitioning the AGOS dataset along the five image
sets. To avoid leakage, for each run we use the
three dialogues from one image set as the held out
test set and train on the twelve dialogues from the
four other image sets. To evaluate how dialogue
history affects results, we report performance of
the different methods for two context windows, 3
and 7. In addition, we examine whether increas-
ing the size of the context window further would,
in principle, lead to greater returns, by assessing
ground-truth performance for windows of 13 and
the full dialogue context. Finally, we conduct an
error analysis of the generated descriptions.

Note that because we do not incorporate game
state information with respect to the visual context
during training, we make a simplifying assumption
with regard to the images and reduce the candidate
set, at test time, as the game progresses. A suc-
cessfully ranked image is no longer considered part
of the visual context for that round. Although this
does mean that the models will not be able to iden-
tify the referent for references to ranked images, as
they will not be part of the candidate set, such refer-
ences are an extremely rare occurrence, as players
must discuss the unranked images to progress with
the task. For the sake of completeness, we will also
report results for the unchanged candidate set.

4.3.1 Metrics
We measure task success for visually-grounded ref-
erence resolution in terms of text-image retrieval
performance. In addition, we estimate the quality
of the generated referent descriptions by compar-
ing them to the manually constructed ground truth
labels using text similarity metrics.
Text-Image Retrieval We estimate the image re-
trieval performance based on accuracy [0, 1], mean
reciprocal rank (MRR) [0, 1], and normalized dis-
counted cumulative gain (NDCG) [0, 1]. We limit
our evaluation to single-image referents. Accuracy
is top-1 accuracy.

For our random lower bound, we can calculate
the expected values for accuracy and MRR. For
top-1 accuracy we take 1 over the size of the set
of candidate images per item, averaging over all
items. For MRR we take 1 over the size of the

set of candidate images, divided by two per item,
averaging over all items. Calculating an expected
value for NDCG of a random model is intractable
due to its dependence on relevancy scores.
Text Generation We evaluate the output from the
CRDGs by comparing the generated descriptions
to the manually constructed ground truth labels
using metrics to quantify similarity. We use the
Jaccard index [0, 1] to assess vocabulary overlap.
We use BLEU [0, 1] (Papineni et al., 2002) to as-
sess similarity based on n-gram overlap (unigrams
to four-grams). We use the longest common sub-
sequence variant of ROUGE [0, 1] (Lin, 2004), i.e.
ROUGE-L, as a further indication of the preser-
vation of word order. In addition, we opt for an
embedding-based metric as a proxy for semantic
equivalence between the predicted and reference
sequences. For this purpose, we compute cosine
similarity [0, 1] between text embeddings.

4.3.2 Human
We conduct two different human subject experi-
ments to assess human performance for this task.
We provide additional details about the experimen-
tal setup in the Supplementary Material.
Independent We conduct an experiment aimed at
comparing VLM and human performance on the
task where every trial is independent. Participants
are given a referent description and are asked to se-
lect from a set of candidate images the image they
believe is best described by the label. The images
and labels are presented to the participants indepen-
dent of the dialogue. Note that we evaluate with the
reduced candidate set. The referent descriptions are
the manually constructed ground truth labels based
on the full dialogue context. To collect data for
all labels, ensuring independence of observations,
we recruited 354 participants via crowdsourcing.
The crowdworkers were financially compensated
for their contributions.
Holistic We conduct an experiment in which men-
tions are shown to participants within the context
of the dialogue. For each mention, the participants
are presented with the dialogue leading up to and
including the message which contains the reference.
The start and end of the span of the mention that
the participant is asked to resolve are visually in-
dicated. For each marked mention, the participant
is asked to select which image or images are refer-
enced. As they progress with the task, participants
will have access to increasingly more of the dia-
logue history. For each mention the participants
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Accuracy MRR NDCG
3 7 3 7 3 7

Random .22 .22 .43 .43 - -
Mention .59 .59 .73 .73 .79 .79
Substitution .68 .68 .80 .80 .85 .85
coref, chain .65 .66 .78 .79 .83 .84
coref, set .66 .66 .78 .79 .84 .84
GT, chain .73 .74 .83 .85 .87 .88
GT, set .73 .75 .84 .85 .87 .89
GT, manual .72 .74 .83 .84 .87 .88
GPT-2 .64 .60 .77 .74 .83 .80
GPT-3 .69 .71 .81 .82 .86 .86

Table 1: Cross-validated image retrieval performance
averaged over five folds for single-image referents. Note.
Scores shown are of VLM that averaged best perfor-
mance (BLIP-2). Scores are rounded to the nearest
hundredth. GT = ground truth.

are presented with all images, but with a visual in-
dication of their status, i.e. for each image whether
the players had managed to successfully rank it
at that point in the interaction. We recruited 23
participants via crowdsourcing. For each of the 15
AGOS dialogues we collected data from two differ-
ent participants. Each participant was allowed to
provide data for at most one dialogue per image set.
The crowdworkers were financially compensated
for their contributions.

5 Results

5.1 Text-Image Retrieval

Table 1 shows, for context windows 3 and 7, the
zero-shot text-image retrieval performance results
for the VLM that averaged best performance over
the five folds, which was BLIP-2. For the text-
image retrieval accuracy achieved by the other
VLMs, performance on the not reduced candidate
set, and accuracy per fold for BLIP-2, see Ap-
pendix C.

As can be seen from the results presented in
Table 1, we achieve best performance with a fine-
tuned GPT-3 as the CRDG and BLIP-2 for zero-
shot text-image retrieval. In addition to outperform-
ing the baselines, we find that GPT-3 is a more per-
formant discourse processor for this task than GPT-
2. This result is consistent between the VLMs.

Results generally show a slight increase in per-
formance when increasing the context window
from 3 to 7. Performance on the ground truth
reference descriptions for context windows 13 and
the full dialogue shows this trend persists, with
BLIP-2 achieving approximately 75% and 83% ac-
curacy, respectively. A plot of the performance for

GPT-2 GPT-3
3 7 3 7

BLEU .55 .47 .75 .70
ROUGE-L .71 .65 .86 .83
Jaccard .44 .35 .70 .63
Cosine .88 .85 .96 .95

Table 2: Text generation metrics evaluation results
averaged over five folds for single-image referents. Note.
Scores are rounded to the nearest hundredth.

the four context windows is shown in Figure 6 in
Appendix C. This result suggests that the size of
the context window may have a significant impact
on performance, with an 11% increase in accu-
racy from 3 to full. Furthermore, the VLMs do
not seem overly sensitive to the composition of
the referent descriptions, as performance is largely
comparable between the automatically generated
and the manually constructed ground truth labels.

We find that BLIP-2 is on par with human text-
image retrieval performance in terms of top-1 ac-
curacy for the manually constructed ground truth
referent descriptions based on the full dialogue
history for single-image referents, as our human
participants averaged roughly 80% accuracy in the
independent setup. However, when we compare
these results with the single-image referent text-
image retrieval performance in the holistic setup,
we see that the upper bound for this task when ref-
erences are resolved within the combined linguistic
and extralinguistic dialogue context is likely con-
siderably higher as our human participants aver-
aged approximately 91% accuracy (average of best
performance per dialogue is roughly 93%).

5.2 Text Generation

Table 2 shows the text generation metric results
averaged over the five folds, providing an indica-
tion of the extent to which the fine-tuned LLMs
managed to generate referent descriptions that ap-
proximate the manually constructed ground truth
labels. We observe that an increase in context win-
dow size results in a decrease in scores, which is
consistent across metrics. Interestingly, we did not
find such a decrease with respect to text-image re-
trieval performance. We do again find GPT-3 to
be more performant than GPT-2, here in terms of
approximating the ground truth.

5.3 Error Analysis

Examining the output from the fine-tuned GPT-3
model, we observe a number of recurring errors.
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The most notable errors are those where the
model fails to link a mention to (all of) its corefer-
ences that are present in the dialogue segment, or
links mentions that denote different referents. For
example, for one mention the ground truth label
is “the sheep dog”, but the generated label was

“the sheep dog with a leash”; the model incorrectly
attributed the prepositional phrase to the mention
as it was actually a descriptor for a different ref-
erent. Related, since the CRDGs function at the
message level, a mention can have both anaphoric
and cataphoric coreferences when there are multi-
ple mentions of the same referent in an utterance
An example of such an utterance is “Good question.
I think the angry one also looks a little wild. So that
could be an option as well. I mean the one with
white nose and forehead”, where “the angry one”,

“that”, and “the one with white nose and forehead”
are all mentions of the same referent with the same
ground truth label “the angry dog with a white nose
and forehead”. The model generates this correctly
for the latter two, but not the former one for which
only “the angry dog” was generated, meaning it
correctly substituted the proform but did not link
the mention with its cataphoric coreferences.

Finally, some generated referent descriptions dif-
fer from the ground truth in terms of lexical choice
or syntax, but not in terms of information content.
This negatively affects scores of text generation
metrics based on overlapping content in particular,
but these are otherwise not meaningful errors as
there are multiple ways to construct semantically
similar descriptions, e.g., “the big dog which looks
scary” versus “the big scary-looking dog”.

6 Discussion

We have presented an approach to visually-
grounded reference resolution that frames the dis-
course processing side of the task as a causal lan-
guage modeling problem. By fine-tuning an LLM
to generate referent descriptions for marked men-
tions in dialogue segments from the collaborative
image ranking task A Game Of Sorts (Willemsen
et al., 2022), we demonstrate the possibility of treat-
ing referent identification as a zero-shot text-image
retrieval problem by using pretrained VLMs for
the grounding of the generated labels. As we have
not in any way indicated coreferential relations in
the fine-tuning training data, our results imply that
certain pretrained LLMs, here GPT-3, may learn to
resolve coreferences implicitly without the need for

explicit supervision for this fundamental subtask.

In this work, we have treated the processing
of the discourse as entirely disjoint of the visual
modality. As such, it has inherent limitations. The
mentions we find in the dialogues have not been
produced void of the extralinguistic context. The
dialogue participants could rely on co-observed vi-
sual stimuli to help resolve otherwise ambiguous
language use. From linguistic context alone, some
ambiguities, such as prepositional phrase attach-
ment, may be impossible to resolve. It is, therefore,
noteworthy that the downstream zero-shot text-
image retrieval performance using the generated
descriptions from our unimodal approach far ex-
ceeds chance level accuracy, with the potential for
results to improve further given access to the full
dialogue history, as we found that the ground truth
labels based on larger context windows achieve
greater text-image retrieval performance. However,
the results from our holistic human evaluation sup-
port the notion that a multimodal approach should
ultimately prove even more effective.

We found that a decrease in text generation met-
ric scores did not necessarily indicate a similar
decrease in text-image retrieval performance, sug-
gesting that the generated descriptions captured
sufficiently discriminative information about the
referents and achieved similar grounding accuracy
despite not approximating the ground truth labels
to the same extent. It is also important to note that
mentions may not have a single, canonical ground
truth referent description due to lexical and syntac-
tic variations between referring attempts.

Despite the relatively small size of the dataset
collected by Willemsen et al. (2022), we were
still able to fine-tune GPT-3 to perform the task
with greater accuracy than the baselines, which
speaks to the sample efficiency of (certain) pre-
trained LLMs. In comparison, we find that the
much smaller GPT-2 is prone to intrusions from
the fine-tuning training data and more often fails
to resolve the coreferences correctly. Although the
complexity of the discourse warrants the use of
more powerful models, it is, nevertheless, likely
that any LLM used for the task would benefit from
a larger fine-tuning dataset. Related, benchmarking
performance on other visually-grounded dialogue
tasks would provide insights into the generalizabil-
ity of the method.

In addition to pursuing a multimodal approach,
finer-grained grounding, and evaluating our method
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on other datasets, possible avenues for future work
include expanding the annotations to include coref-
erential relations other than identity relations, ad-
dressing multi-image referents, and unifying the
method with a mention proposal system.
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Appendices

A Dialogue Excerpt

Figure 3: Excerpt of an AGOS dialogue with references to single-image referents underlined; the color indicates
the referent. Note. The two images that have been ranked successfully at this point in the interaction have a faded
appearance.

B Model Input

Figure 4: Excerpt of an AGOS dialogue with messages paired with manually constructed ground truth referent
descriptions. Mentions are in purple and made bold for illustrative purposes. Ground truth labels for the referent
denoted by the mention in green.

Figure 5: Sample input to LLM, deconstructed for demonstration purposes (the sample is otherwise a flat sequence
of tokens). Left (text in purple): explanation of input; right (text in black): input. Note. The ground truth is only
available to the model during training, not during inference.

C Additional VLM Results

CLIP-B CLIP-L ALIGN BLIP
3 7 3 7 3 7 3 7

Random .11 .11 .11 .11 .11 .11 .11 .11
Mention .36 .36 .44 .44 .44 .44 .40 .40
Substitution .42 .42 .51 .51 .52 .52 .50 .50
coref, chain .42 .42 .49 .49 .47 .46 .47 .46
coref, set .42 .41 .48 .48 .49 .48 .47 .47
GT, chain .45 .47 .54 .56 .53 .53 .52 .54
GT, set .46 .48 .54 .56 .54 .54 .53 .55
GT, manual .47 .48 .53 .55 .58 .59 .55 .57
GPT-2 .41 .38 .46 .43 .49 .44 .47 .43
GPT-3 .44 .45 .52 .52 .54 .55 .52 .52

Table 3: Cross-validated image retrieval accuracy averaged over five folds for single-image referents (candidate set
not reduced). Note. Scores are rounded to the nearest hundredth. GT = ground truth; CLIP-B = CLIP ViT-B/32;
CLIP-L = CLIP ViT-L/14.
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CLIP-B CLIP-L ALIGN BLIP
3 7 3 7 3 7 3 7

Random .22 .22 .22 .22 .22 .22 .22 .22
Mention .49 .49 .55 .55 .56 .56 .54 .54
Substitution .56 .56 .62 .62 .64 .64 .64 .64
coref, chain .54 .54 .61 .61 .60 .60 .61 .61
coref, set .54 .53 .60 .60 .61 .61 .61 .61
GT, chain .58 .59 .66 .67 .66 .67 .66 .68
GT, set .58 .60 .66 .68 .67 .67 .66 .69
GT, manual .59 .60 .64 .66 .69 .70 .69 .70
GPT-2 .53 .49 .58 .54 .61 .58 .60 .58
GPT-3 .57 .58 .63 .63 .66 .66 .67 .67

Table 4: Cross-validated image retrieval accuracy averaged over five folds for single-image referents (candidate set
reduced). Note. Scores are rounded to the nearest hundredth. GT = ground truth; CLIP-B = CLIP ViT-B/32; CLIP-L
= CLIP ViT-L/14.

Cars Dogs Paintings Pastries Phones
3 7 3 7 3 7 3 7 3 7

Random .22 .22 .22 .22 .22 .22 .22 .22 .22 .22
Mention .52 .52 .62 .62 .60 .60 .61 .61 .58 .58
Substitution .63 .63 .70 .70 .70 .70 .68 .68 .67 .67
coref, chain .59 .60 .69 .69 .66 .67 .67 .68 .63 .63
coref, set .60 .57 .68 .68 .69 .68 .69 .70 .62 .62
GT, chain .66 .66 .76 .78 .72 .74 .75 .78 .71 .69
GT, set .66 .65 .74 .77 .73 .78 .76 .80 .73 .73
GT, manual .64 .63 .75 .78 .77 .80 .70 .72 .74 .74
GPT-2 .62 .62 .67 .62 .67 .62 .63 .61 .57 .50
GPT-3 .63 .63 .75 .78 .70 .70 .68 .72 .70 .69

Table 5: Cross-validated image retrieval accuracy per fold for single-image referents (candidate set reduced). Note.
Scores shown are of VLM that averaged best performance (BLIP-2). Scores are rounded to the nearest hundredth.
GT = ground truth.

Accuracy MRR NDCG
3 7 3 7 3 7

Random .11 .11 .22 .22 - -
Mention .47 .47 .63 .63 .72 .72
Substitution .55 .55 .71 .71 .78 .78
coref, chain .53 .51 .69 .68 .76 .76
coref, set .53 .51 .69 .68 .77 .76
GT, chain .60 .61 .75 .76 .81 .82
GT, set .60 .62 .75 .77 .81 .83
GT, manual .63 .64 .76 .78 .82 .83
GPT-2 .54 .48 .69 .65 .77 .73
GPT-3 .60 .60 .74 .74 .80 .81

Table 6: Cross-validated image retrieval performance
averaged over five folds for single-image referents (can-
didate set not reduced). Note. Scores shown are of VLM
that averaged best performance (BLIP-2). Scores are
rounded to the nearest hundredth. GT = ground truth.

3 7 13 full
Size

20

40
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80

100
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Figure 6: Text-image retrieval accuracy as a function
of the size of the context window. Results are shown
for BLIP-2 on the manually constructed ground truth
referent descriptions based on their respective windows.
We show results for both the reduced candidate set and
the not reduced candidate set.

469



Proceedings of the 24th Meeting of the Special Interest Group on Discourse and Dialogue, pages 470–481
September 11–15, 2023. ©2023 Association for Computational Linguistics

Slot Induction via Pre-trained Language Model Probing and
Multi-level Contrastive Learning

Hoang H. Nguyen1, Chenwei Zhang2, Ye Liu3, Philip S. Yu1

1 Department of Computer Science, University of Illinois at Chicago, Chicago, IL, USA
2 Amazon, Seattle, WA, USA

3 Salesforce Research, Palo Alto, CA, USA
{hnguy7,psyu}@uic.edu, cwzhang@amazon.com, yeliu@salesforce.com

Abstract
Recent advanced methods in Natural Lan-
guage Understanding for Task-oriented Dia-
logue (TOD) Systems (e.g., intent detection
and slot filling) require a large amount of anno-
tated data to achieve competitive performance.
In reality, token-level annotations (slot labels)
are time-consuming and difficult to acquire. In
this work, we study the Slot Induction (SI) task
whose objective is to induce slot boundaries
without explicit knowledge of token-level slot
annotations. We propose leveraging Unsuper-
vised Pre-trained Language Model (PLM) Prob-
ing and Contrastive Learning mechanism to ex-
ploit (1) unsupervised semantic knowledge ex-
tracted from PLM, and (2) additional sentence-
level intent label signals available from TOD.
Our approach is shown to be effective in SI task
and capable of bridging the gaps with token-
level supervised models on two NLU bench-
mark datasets. When generalized to emerging
intents, our SI objectives also provide enhanced
slot label representations, leading to improved
performance on the Slot Filling tasks. 1

1 Introduction

Natural Language Understanding (NLU) has be-
come a crucial component of the Task-oriented
Dialogue (TOD) Systems. The goal of NLU is
to extract and capture semantics from users’ ut-
terances 2. There are two major tasks in NLU
framework, including intent detection (ID) and slot
filling (SF) (Tur and De Mori, 2011). While the
former focuses on identifying overall users’ intents,
the latter extracts semantic concepts from natural
language sentences. In NLU tasks, intents denote
sentence-level annotations while slot types repre-
sent token-level labels.

Despite recent advances, state-of-the-art NLU
methods (Haihong et al., 2019; Goo et al., 2018)

1Our code and datasets are publicly available at
https://github.com/nhhoang96/MultiCL_Slot_Induction

2In our work, we use the term utterance and sentence
interchangeably.

require a large amount of annotated data to achieve
competitive performance. However, the fact that
annotations, especially token-level labels, are ex-
pensive and time-consuming to acquire severely
inhibits the generalization capability of traditional
NLU models in an open-world setting (Louvan and
Magnini, 2020; Xia et al., 2020). Recent works at-
tempt at tackling the problems in low-resource set-
tings on both intent level (Xia et al., 2018; Nguyen
et al., 2020; Siddique et al., 2021) and slot level
(Yu et al., 2021; Glass et al., 2021). However, most
approaches remain restricted to closed-world set-
tings where there exist pre-defined sets of seen and
emerging sets of classes. Some approaches even
require additional knowledge from related token-
level tasks that might not be readily available.

Additionally, with increasing exposure to the
ever-growing number of intents and slots, TOD
systems are expected to acquire task-oriented adap-
tation capability by leveraging both inherent se-
mantic language understanding and task-specific
knowledge to identify the crucial emerging con-
cepts in the users’ utterances. This ability can be
referred to as Slot Induction in TOD Systems.

Recently, Pre-trained Contextualized Language
Models (PLM) such as BERT (Devlin et al., 2019)
have shown promising capability of capturing se-
mantic and syntactic structure without explicit lin-
guistic pre-training objectives (Jawahar et al., 2019;
Rogers et al., 2020; Wu et al., 2020b). Despite im-
perfections, the captured semantics from PLM via
unsupervised probing mechanisms could be lever-
aged to induce important semantic phrases covering
token-level slot labels.

Additionally, as an effective unsupervised repre-
sentation learning mechanism (Wei and Zou, 2019;
Gao et al., 2021), Contrastive Learning (CL) is
capable of refining the imperfect PLM semantic
phrases in a self-supervised manner to mitigate
biases existent in the PLM. In specific, given a
sample phrase in the same area corresponding to
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spatial_relation slot type, as a presumed structural
knowledge, PLM tends to split the preposition and
determiner from the noun phrase during segmenta-
tion, resulting in in the and same area. Despite its
structural correctness, the identified segments fail
to align with ground truth slots due to the lack of
knowledge from the overall utterance semantics.

On the other hand, CL can also be leveraged
on a sentence level when intent labels are avail-
able. In fact, there exist strong connections be-
tween slot and intent labels (Zhang et al., 2019;
Wu et al., 2020a). For instance, utterances with
book_restaurant intent tend to contain location
slots than those from rate_book intent. Therefore,
as intent labels are less expensive to acquire, they
could provide additional signals for CL to induce
slot labels more effectively when available.

In this work, we propose leveraging PLM prob-
ing together with CL objectives for Slot Induc-
tion (SI) task. Despite imperfections, PLM-derived
segmentations could produce substantial guidance
for SI when slot labels are not readily available.
We introduce CL to further refine PLM segmen-
tations via (1) segment-level supervision from un-
supervised PLM itself, and (2) sentence-level su-
pervision from intent labels to exploit the semantic
connections between slots and intents. Our refined
BERT from SI objectives can produce effective
slot representations, leading to improved perfor-
mance in slot-related tasks when generalized to-
wards emerging intents.

Our contributions can be summarized as follows:
• We propose leveraging semantic segments de-
rived from Unsupervised PLM Probing (UPL) to
induce phrases covering token-level slot labels. We
name the task as Slot Induction.
•We propose enhancing the quality of PLM seg-
ments with Contrastive Learning refinement to bet-
ter exploit (1) unsupervised segment-level signals
from PLM, (2) sentence-level signals from intent
labels to improve SI performance.
•We showcase the effectiveness of our proposed
SI framework and its ability to produce refined
PLM representations for token-level slots when
generalized to emerging intents.

2 Related Work

Pre-trained Language Model Probing Pre-
trained Language Models (PLMs) have been shown
to possess inherent syntactic and semantic informa-
tion. Different probing techniques are developed

make me a reservation in carolinasouth

O O O O O B-state I-state

Tokens

Slot Label
(Fine-grained)

Phrasal
Segmentation P1 P1 P1 P1 P1 P2 P2

NA NA NA NA B TB-T Scheme

Intent Label
(Coarse-grained) book_restaurant

Figure 1: Illustration of connections between Phrasal
Segmentation (PS), Beginning-Inside-Outside (BIO)
Tagging Slot Label and Break-Tie (B-T) Labeling

Schema based on Golden Slot Labels (Red: denotes
Golden Slot Labels for the utterance, P1,P2 denote
identified phrases, NA, B,T denote Not-Relevant,

Break, Tie Labels in B-T Labeling Scheme)

to investigate the knowledge acquired by PLMs, ei-
ther from output representations (Wu et al., 2020b),
intermediate representations (Sun et al., 2019), or
attention mapping (Clark et al., 2019; Yu et al.,
2022). Unlike previous probing techniques that
focus on deriving syntactic tree structure, we lever-
age semantically coherent segments recognized by
PLMs to induce phrases containing token-level slot
labels in NLU tasks for TOD Systems.

Contrastive Learning Contrastive Learning
(CL) has been widely leveraged as an effective
representation learning mechanism (Oord et al.,
2018). The goal of CL is to learn the discrimina-
tive features of instances via different augmentation
methods. In Natural Language Processing (NLP),
CL has been adopted in various contexts ranging
from text classification (Wei and Zou, 2019), em-
bedding representation learning (Gao et al., 2021)
to question answering (Xiong et al., 2020; Liu et al.,
2021). CL has also been integrated with PLM as a
more effective fine-tuning strategy for downstream
tasks (Su et al., 2021). In our work, we propose an
integration of CL with PLM probing techniques to
further refine imperfect PLM-derived segments via
(1) unsupervised signals from PLM itself, and (2)
less expensive sentence-level intent label supervi-
sion for improved SI performance.

3 Problem Formulation
Slot Induction We introduce the task of Slot In-
duction (SI) whose objective is to identify phrases
containing token-level slot labels. Unlike tradi-
tional SF and previously proposed AISI framework
(Zeng et al., 2021), in our SI task, both slot bound-
aries and slot types are unknown during training.
The task is also related to Phrasal Segmentation/
Tagging (PS) methods (Shang et al., 2018a; Gu
et al., 2021). However, there are three key distinc-
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make me a reservation
in south carolina

 Unsupervised
PLM Probing 

+

- make me a

make me a reservation
in south carolina

book a spot for 7 people
in denmark

is it warm in botna?

  Unsupervised
PLM Probing 

+

-

make reservation in  south carolina

book a spot

is it warm in botna

Random
Segmentation

[CLS] BERT
Embedding

 in south

for 7 people in denmark

[CLS]

me a

make reservation in  south caroliname a

reservation carolina

-
+

+
-

Sentence-level Supervision

Segment-level Supervision

Figure 2: Illustration of the Proposed Model Overview. The model is made up of two-level Contrastive Learning
depicted by two modules: (1) Segment-level Supervision (SegCL) via Unsupervised PLM Probing (UPL), (2)
Sentence-level Supervision (SentCL) via intent labels. Green, Orange, Red denote Anchor, Positive, Negative

samples respectively. Black circle denotes the representation of the cropped segment from Augmentation.

tions: (1) utterances and intent labels (if available)
are the only sources of information for the task,
(2) slot phrases (i.e. close by (spatial_relation),
most expensive (cost_relative)), are not restricted
to noun phrases, (3) slot phrases (i.e. strauss is
playing today (movie_name)) might be more so-
phisticated and harder to identify than typical noun
phrases (i.e. chicago (city)). These differences ex-
plain why PS methods do not consistently perform
well in our proposed SI task (Section 6).

Specifically, given an utterance with the length
of T tokens x = [x1, x2..., xT ], SI task aims to
make decisions at T − 1 positions whether to (1)
tie the current token with the previous one to extend
the current phrase 3, or (2) break away from the
previous token/ phrase to form a new phrase.

Evaluation Metric We adopt the Break-Tie (B-
T) schema (Shang et al., 2018b) to evaluate SI task.
The metric allows for direct comparison between
supervised Sequential Labeling and unsupervised
PS methods. In SI setting, Tie represents the con-
nection between tokens of the same slot type while
Break denotes the separation between (1) tokens
from different slot types, and (2) tokens from a
slot type and non-slot tokens. As the objective of
SI is on slot tokens, consecutive non-slot tokens
should not contribute to the overall performance.
Therefore, additional NA labels are introduced to
guarantee that evaluations are only conducted on
slot tokens and their adjacent tokens.

Figure 1 depicts the connections of SF and PS
labels with B-T schema. For PS, Break denotes
the separation of two consecutive phrases. If no
phrase is identified by PS methods, every token

3In our work, we use the term segment and phrase inter-
changeably.
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Figure 3: Illustration of UPL Segmentation Tree for
sentence “make me a reservation in south carolina”
with sample Impact Matrix at depth d = 3 (Lighter

color denotes lower impact score). d = 0 corresponds
to the sentence-level representation (no segmentation).

is considered as Tie to one another. In the Figure
1 example, as “south carolina” is the only identi-
fied phrase, the given sentence is simply split into
two phrases where Break denotes their junction.
Precision, Recall and F-1 Metrics are reported for
individual labels, namely B-P,B-R,B-F1 for Break
and T-P,T-R,T-F1 for Tie.

Given an utterance, an optimal SI model makes
correct decisions to either break and tie at every
token index. Therefore, H-Mean, denoting the har-
monic mean between F-1 Scores of Tie and Break
label predictions, is considered the golden criteria
for SI model comparison.

4 Proposed Framework

In this section, we introduce our proposed Multi-
level Contrastive Learning framework for SI task
with 2 major components: Segment-level Con-
trastive Learning (SegCL) and Sentence-level
Contrastive Learning (SentCL) as depicted in
Figure 2. We first introduce the backbone Unsu-
pervised PLM Probing (UPL) for both components.
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4.1 Unsupervised PLM Probing (UPL)
We adopt Token-level Perturbed Masking mech-
anism (Wu et al., 2020b) to construct semantic
segments by leveraging PLM in an unsupervised
manner. Due to its operations on the output lay-
ers of PLM, UPL is flexible with the choices of
PLM and avoids local sub-optimal structure from
pre-selected PLM layers (Clark et al., 2019). In
our study, we use BERT (Devlin et al., 2019) as
an exemplar PLM. Specifically, given a sentence
x = [x1, · · · , xT ], the Impact Matrix F ∈ RT×T

is constructed by calculating the Impact Score be-
tween every possible pair of tokens (including with
itself) in the given sentence based on BERT’s em-
bedding and a specified distance metric (Wu et al.,
2020b). Leveraging F , UPL derives the structural
tree by recursively finding the optimal cut position
k with the following objective:

argmax
k

(F i..k
i..k + Fk+1..j

k+1..j

−Fk+1..j
i..k −F i..k

k+1..j)
(1)

where i, j ∈ [0, T − 1] denotes the start and end
indexes of the segment considered for splitting.

At every tree depth, sets of combined tokens are
considered semantic segments since they preserve
certain meanings within utterances. Segments at
a deeper level include (1) all segments obtained
from previous levels and (2) new segments obtained
at the current level. For instance, at depth d =
3 of the given example in Figure 3, the obtained
segments are “make”, “me”, “a reservation in”,

“south carolina”. As PLM parameters are updated
during training, the derived UPL trees from the
same utterance can vastly change. For simplicity,
we set the tree depth d as a tunable hyperparameter.

Formally, at a specified depth d with m semantic
segments acquired from UPL, the final representa-
tion of the input sentence x is defined as follows:

hU = [−→s0 , ...−−−→sm−1],
−→si =

∑d
j=c

−→
hj

d− c+ 1
(2)

where hU ∈ Rm×dh , dh is hidden dimensions of
BERT representations, c,d are the start and end
indexes of the corresponding segment si and

−→
hj

represents the BERT embedding of j-th token.
4.2 Multi-level Contrastive Learning
As UPL only considers token interactions for seg-
ment formation, its semantic segments are far from
perfect. Additional refinements are needed to en-
hance the quality of the extracted segments via (1)
semantic signals captured in segment-level PLM
representations, (2) sentence-level intent labels.

Our overall learning objective is summarized as
L = δLs+γLd, where Ls,Ld denote SegCL Loss
and SentCL Loss, and γ, δ are their corresponding
loss coefficient hyperparameters for aggregation.
For each CL level, positive and negative samples
are drawn separately based on (1) the same batch
of sampled anchor samples, (2) different selection
criteria detailed below.

Segment-level Contrastive Learning (SegCL)
UPL produces semantic segments by purely consid-
ering the exhaustive word-pair interactions within
given sentences. However, it does not take into
consideration the overall semantic representation
produced by the PLM BERT via special [CLS]
tokens. Therefore, we propose leveraging [CLS]
representations to guide UPL towards more dis-
criminative segment representations via SegCL ob-
jectives. Specifically, SegCL aims to minimize the
distance between [CLS] representation and UPL
segment representations while maximizing the dis-
tance between representations of [CLS] and ran-
dom segments of the corresponding utterance.

Given a sample utterance, segment representa-
tion obtained from UPL is considered a positive
sample while negative samples are represented as
segments produced by randomly chosen indexes
within the given utterance. The number of seg-
ments for both positive and negative samples are
kept similar (m) so that SegCL focuses on learning
the optimal locations of segmentation indexes. We
adopt InfoNCE contrastive loss (Oord et al., 2018):

Ls = −log
expcos(

−→
hC ,hU)/τs

expcos(
−→
hC ,hU)/τs +expcos(

−→
hC ,hr)/τs

(3)
where

−→
hC ∈ R1×dh denotes [CLS] representation

from BERT, and hU,hr ∈ Rm×dh denote the rep-
resentations from UPL and random segmentation.
m is the number of extracted segments from UPL
as defined in Equation 2. τs is the soft segment-
level temperature hyperparameter.

Sentence-level Contrastive Learning (SentCL)
Besides relying on UPL, we propose leveraging
sentence-level intent labels to further improve the
quality of segment representations derived from
UPL. Specifically, we randomly draw positive and
negative samples based on the intent labels of the
given anchor samples. As utterances with simi-
lar intents tend to share common slot phrases, our
SentCL aims to learn discriminative segments for
better alignment between utterances from the same
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intents. We adopt InfoNCE loss for SentCL:

Ld = −log expcos(ha,h+)/τd

expcos(ha,h+)/τd +expcos(ha,h−)/τd

(4)
where ha ∈ Rm×dh ,h+ ∈ Ra×dh ,h− ∈ Rb×dh

denote the representations of anchor, positive and
negative samples respectively and m, a, b denote
the number of extracted segments from UPL for
the respective samples. τd is the soft sentence-level
temperature hyperparameter.

To further encourage the model to identify dis-
criminative segments from the same sentence-level
intent label, we adopt random segment cropping as
an augmentation strategy. As UPL could generate
a vastly different number of segmentation based
on the the cut_score (Equation 1) from the updated
BERT parameters at each step, we conduct random
segmentation cropping by a percent ratio (β) so that
it could be adapted to individual input utterances
and segmentation trees. The remaining segments
after cropping are utilized to compute Ld.

5 Experiments
5.1 Datasets & Evaluation Tasks
We evaluate our proposed work on the two publicly
available NLU benchmark datasets ATIS (Tur et al.,
2010) and SNIPS (Coucke et al., 2018) with the
previously proposed data splits (Zhang et al., 2019).

To evaluate the generalization of the refined rep-
resentations from our proposed work, we conduct
additional splits of each dataset into 2 parts (P1
and P2). For each benchmark dataset, we con-
struct P1 for SI evaluation by reserving samples
from randomly chosen 60% of available intents.
The remaining samples (P2) are used as test sets
for evaluating SF task when generalized towards
emerging intents. The objective of this splitting
strategy is two-fold: (1) Since there is no over-
lapping intent between P1 and P2, there exists no
information leakage of intents leveraged in SI train-
ing (P1) while evaluating SF (P2). (2) We can vali-
date the generalization capability of representations
learned from our SI framework in other slot-related
tasks. Statistics for both parts of each dataset are
reported in Table 1.

Evaluation Task 1: Slot Induction (P1) We
conduct evaluation of Unsupervised SI task on P1
of both SNIPS and ATIS datasets. B-T evaluation
metrics are adopted as introduced in Section 3. Im-
plementation details of our SI model, including
hyperparameters, are discussed in Appendix B.

Table 1: Details of SNIPS and ATIS datasets.
SNIPS_P1 SNIPS_P2 ATIS_P1 ATIS_P2

# Intents 5 2 14 7
# Slots 31 16 68 63

# Train Samples 9356 – 3811 –
# Validation Samples 500 – 414 –

# Test Samples 501 4127 750 895
Avg Train Sent Length 8.65 – 11.67 –
Avg Valid Sent Length 8.72 – 11.82 –
Avg Test Sent Length 8.71 9.87 10.68 8.92

Evaluation Task 2: Generalization towards
Emerging Intents (P2) To evaluate the general-
ization of SI refinement, we conduct SF training
on P1 datasets with different BERT initializations
(Original vs Refined BERT) and evaluation on
emerging intents and slots in P2. Slot Precision
(S-P), Recall (S-R), F1 (S-F1) are reported on P2.
Implementation is detailed in Appendix C.

5.2 Slot Induction Baseline
We conduct a comprehensive study that evaluates
our SI approach with both Upper Bound and Com-
parable Methods. For fair comparisons, we lever-
age the same “bert-base-uncased" PLM (Devlin
et al., 2019) across all applicable baselines. The Up-
per Bound includes methods that leverage directly
token-level labels such as Golden Slot Labels,
Named Entity Recognition (NER) Labels, Part-
of-Speech (POS) Tagging or Noun Phrase (NP)
Labels during training and/or pre-training process,
including Joint BERT FT, SpaCy (Honnibal et al.,
2020), FlairNLP (Akbik et al., 2018).

In addition, we compare with other unsuper-
vised PS methods that do not require any token-
level labels as Comparable Baselines, includ-
ing: Dependency Parsing (DP-RB/DP-LB), Au-
toPhrase (Shang et al., 2018a), UCPhrase (Gu
et al., 2021), USSI (Yu et al., 2022). For fair com-
parisons with Comparable baselines, we also report
results from our model’s variants with similar prior
knowledge assumption, namely Ours (w/o CL),
Ours (w/o SentCL) . Due to space constraints, de-
tails of Upper Bound and Comparable baselines
are provided in Appendix A.1, A.2 respectively.

6 Result & Discussion
6.1 Slot Induction
From our experimental results in Table 2 and 3, for
SI task, our proposed framework outperforms the
Comparable Methods in H-Mean evaluation met-
ric for B-T schema on both datasets. We achieve
significant gains in SNIPS dataset (+6.28 points
in H-Mean as compared to the next Comparable
Methods). Despite lack of access to any types of
token-level labels, our method is also closely on
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Table 2: Experimental performance result on SNIPS dataset over 3 runs (H-Mean is considered the golden criteria
for SI (Section 3)). ¶ denotes models that do not require random initializations.

Model Prior Knowledge Break Tie H-Mean
B-P B-R B-F1 T-P T-R T-F1

Upper Bound Joint BERT FT Slot + Intent 96.91 ± 0.17 96.62 ± 0.69 96.76 ± 0.26 73.55 ± 0.38 73.39 ± 1.03 73.47 ± 0.38 83.52 ± 0.16
FlairNLP ¶ POS & NER 80.04 62.81 70.38 48.25 63.31 54.77 61.60

SpaCy ¶ POS 75.73 50.29 60.45 41.71 62.97 50.18 54.84
Comparable DP-LB ¶ – 59.68 34.27 43.54 21.69 38.53 27.76 33.90

DP-RB ¶ – 66.53 52.56 58.73 33.97 52.24 41.17 48.40
AutoPhrase External KB 65.51 ± 0.23 57.16 ± 2.59 61.05 ± 1.15 33.39 ± 0.74 36.62 ± 1.67 34.93 ± 1.50 44.43 ± 1.64
UCPhrase PLM 42.25 ± 4.90 20.26 ± 2.71 27.39 ± 1.95 36.06 ± 2.42 73.53 ± 3.33 48.39 ± 2.91 34.98 ± 2.35

USSI ¶ PLM 83.21 62.12 71.14 33.96 49.93 40.42 51.55
Ours (w/o CL) ¶ PLM 75.36 66.70 70.76 38.51 45.81 41.84 52.59

Ours (w/o SentCL) PLM 76.09 ± 0.73 66.43 ± 0.29 70.94 ± 0.49 39.15 ± 0.60 47.9 ± 0.91 43.09 ± 0.73 53.61 ± 0.71
Ours (full) PLM + Intent 76.87 ± 0.25 67.77 ± 0.26 72.00 ± 0.24 40.39 ± 0.16 48.49 ± 0.19 44.07 ± 0.04 54.68 ± 0.08

Table 3: Experimental performance result on ATIS dataset over 3 runs (H-Mean is considered the golden criteria
for SI (Section 3)). ¶ denotes models that do not require random initializations.

Model Prior Knowledge Break Tie H-Mean
B-P B-R B-F1 T-P T-R T-F1

Upper Bound Joint BERT FT Slot + Intent 98.49 ± 0.24 99.33 ± 0.08 98.91 ± 0.09 59.07 ± 0.36 58.27 ± 0.89 58.67 ± 0.63 73.65 ± 0.54
FlairNLP ¶ POS & NER 95.44 77.90 85.78 41.34 61.91 49.58 62.84

SpaCy ¶ POS 94.45 69.64 80.17 35.33 61.17 44.79 57.47
Comparable DP-LB ¶ – 80.80 36.38 50.17 12.32 38.51 18.67 27.21

DP-RB ¶ – 84.24 66.84 74.54 14.81 30.52 19.94 31.46
AutoPhrase External KB 75.96 ± 0.04 40.06 ± 0.28 52.46 ± 0.18 19.75 ± 0.21 49.33 ± 0.38 28.20 ± 0.28 36.68 ± 0.21
UCPhrase PLM 47.25 ± 0.04 17.27 ± 0.72 25.29 ± 0.78 17.36 ± 0.16 58.21 ± 0.68 26.75 ± 0.11 26.00 ± 0.47

USSI ¶ PLM 95.06 56.36 70.77 14.78 45.22 22.28 33.89
Ours (w/o CL) ¶ PLM 86.40 61.53 71.87 18.23 35.27 24.04 36.03

Ours (w/o SentCL) PLM 87.29 ± 0.15 64.21 ± 0.27 73.99 ± 0.13 20.09 ± 0.08 35.86 ± 0.35 25.75 ± 0.08 38.20 ± 0.08
Ours (full) PLM + Intent 87.80 ± 0.27 63.27 ± 0.67 73.54 ± 0.36 20.53 ± 0.14 37.89 ± 0.99 26.63 ± 0.26 39.10 ± 0.24

Table 4: Ablation study of effectiveness of SegCL and
SentCL on SNIPS and ATIS in terms of H-Mean

SNIPS ATIS
Ours (w/o CL) 52.59 36.03

+ SegCL 53.61 ± 0.71 38.20 ± 0.08
+ SentCL (w/o aug) 53.44 ± 0.22 37.59 ± 0.81
+ SentCL (w aug) 54.23 ± 0.10 38.12 ± 0.36

Ours (full) 54.68 ± 0.08 39.10 ± 0.24

par with some of the Upper Bound methods that
have been pre-trained with token-level labels (0.16
point difference from SpaCy in H-Mean). Despite
promising achievements, most unsupervised PS
methods only achieve competitive Break perfor-
mance as compared to supervised methods but fall
behind more significantly in terms of Tie perfor-
mance. This implies unsupervised methods are
able to differentiate non-slot tokens from slot to-
kens but tend to fragment slot tokens of the same
type into multiple slot phrases due to the missing
knowledge of token-level slot label spans.

UCPhrase is an exceptional baseline as it
achieves significant better Tie but worse Break per-
formance as compared to other Comparable base-
lines. This roots from the lack of keyphrases pre-
dicted from the model, leading to higher tendency
to “tie” tokens. We speculate that its core phrase
miner’s dependency on frequency is not effective
for extracting slots in NLU tasks. Phrases with
high frequency in utterances are typically non-slot
tokens (i.e. add, reserve), leading to limited mean-
ingful core phrases for phrase-tagging training.

On ATIS dataset, the gap between Comparable
Methods and Upper Bound is more significant as
utterances tend to be longer and contain a wider
variety of slot types than SNIPS dataset. This leads
to a significant reduction in T-P across all of the
Comparable Methods, resulting in a larger gap in H-
Mean for ATIS dataset (approximately 18.37 points
in comparison with 0.16 points in SNIPS dataset).
Additionally, in comparison with SNIPS dataset,
ATIS dataset contains more domain-independent
slot types such as city_name (New York), coun-
try_name (United States). Therefore, methods
leveraging either relevant token-level labels (i.e.
POS, NER tags) or additional large-scaled external
Knowledge Base (i.e. Wikipedia) achieve consider-
able performance gains. For instance, FlairNLP is
only 10.81 points below the Fully Supervised Joint
BERT FT on ATIS dataset (as compared to 21.92
points below on SNIPS) in terms of H-Mean.

Compared with USSI, Ours (w/o CL) consis-
tently achieves better H-Mean performance on both
ATIS and SNIPS datasets (1.04% and 2.14% re-
spectively). We hypothesize USSI might suffer
from the local sub-optimality of pre-selected layers
within deep PLM architecture. As the attention dis-
tribution across different layers varies (Clark et al.,
2019), the pre-selected layers can significantly im-
pact the unsupervised semantic probing of PLM.

Table 4 demonstrates that both SegCL and
SentCL (w aug) objectives provide valuable in-
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put
artist

paulinho da costa on my

very nearly nashville playlist

CLS 0.7927 0.4939 0.2402 -0.4373 -0.4865 -0.4749

Distant Supervision Contrastive Learning

(a) Segment-level Supervised Positive-Anchor Pair
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nashville playlist

CLS 0.7927 0.3887 -0.4618 -0.457 -0.412 -0.481

Distant Supervision Contrastive Learning

(b) Segment-level Supervised Negative-Anchor Pair
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black metal playlist

0.9379 0.8957 0.8099 0.2022 -0.1575

0.8433 0.8405 0.7799 0.2363 -0.0857

0.6634 0.6926 0.6782 0.2952 0.0235

0.2044 0.2354 0.3293 0.2755 0.1309

-0.1549 -0.1161 0.0181 0.4432 0.4215

Distant Supervision Contrastive Learning

(c) Sentence-level Supervised Positive-Anchor Pair

  

play an
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s on spotify
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atmospheric

black metal playlist

0.8753 0.6859 0.2488 -0.3002 -0.278 -0.2505

0.7757 0.6358 0.23 -0.2766 -0.2463 -0.2166

0.6098 0.4888 0.186 -0.2156 -0.2033 -0.2041

0.1352 0.0949 0.0451 -0.0966 -0.1049 -0.0699

-0.184 -0.1538 0.0952 0.1131 0.1556 0.175

Distant Supervision Contrastive Learning

(d) Sentence-level Supervised Negative-Anchor Pair

Figure 4: Similarity Matrices between positive/negative and anchor samples from SegCL and SentCL. For SegCL
((a), (b)), positive-anchor pair is more aligned as the sum of similarity scores between positive segments and [CLS]
representation (i.e. sum of row-wise cell values) is higher than the negative counterpart. Boundaries of all slot types
(presented by red, pink, orange boxes) are correctly recognized in the positive sample in contrast to the negative

counterpart. For SentCL ((c), (d)), positive-anchor pair assigns a higher similarity score to the aligned slot phrase
(red box) while negative-anchor pair reduces similarity scores between potential relevant slot phrase (orange box).

formation for SI task, leading to improved perfor-
mance on both datasets beyond Ours (w/o CL).

Segment-level Supervision (SegCL) As ob-
served in Figure 4a, 4b, semantic representation
of the given utterance via [CLS] token is closer to
the UPL-derived segments as compared to random
segment counterparts due to the higher sum of simi-
larity score (0.1281 > -0.6304). UPL segments also
correctly identify nearly all of the slot ground truth
labels (i.e. artist (music_item), paulinho da costa
(artist), my (playlist_owner), very nearly nashville
(playlist)) in the given utterance while random seg-
mentations truncate the slot phrases incorrectly.

Sentence-level Supervision (SentCL) On the
sentence level, besides the commonly aligned
phrases (i.e. add tune to vs add rupee to), the
model recognizes corresponding playlists in an-
chor and positive samples (i.e. black metal playlist
vs ultra metal playlist) and assign competitive sim-
ilarity score between them. On the other hand,
potential relevant noun phrases (i.e. ultra metal
playlist (playlist) and andy silvester sound track
(sound track)) between anchor and negative sam-
ples are assigned low similarity score. This show-
cases the model’s capability in (1) correctly recog-
nizing and bringing the important slot phrases in
positive-anchor pair closer together, (2) reducing

[Golden]: play me a top-ten song by | phil ochs | on | groove shark
add | spirit touches ground | to my | leche con chocolate list

[Ours(with CL)]: play me | a top-ten | song | by | phil ochs | on groove shark
add | spirit touches ground | to my | leche con chococolate list

[DP-LB]: play me a top-ten song by phil ochs on | groove shark
  add spirit touches ground to my leche con | chocolate list

[DP-RB]: play me a top-ten | song by phil ochs on groove shark
  add spirit touches ground | to my leche con chocolate list

[Autophrase]: |play | me a top-ten | song | by | phil ochs|  on | groove shark
add | spirit | touches ground to my leche con | chocolate list

[UCPhrase]: play me a top-ten | song by phil ochs on | groove shark
 add spirit touches | ground to my leche con | chococolate list

[USSI]: play | me | a | top-ten | song | by phil ochs on groove shark
 add spirit | touches | ground | to my | leche con chococolate list

[Ours(w/o CL]: play me | a top-ten | song | by phil | ochs on groove shark
  add spirit touches ground to | my leche con chococolate list

Figure 5: Sample Segmentation Results from
Comparable Methods in comparison with Golden Slot
Labels on SNIPS dataset where “|” denotes the Break
as introduced in Figure 1. Red, Blue denote distinct slot
label segments. The colors are repeated in Comparable

Methods to showcase the consistency of models’
predictions with ground truth labels under the condition
no more than 2 tokens in the segments are mispredicted.

the importance of potential relevant slot phrases
across samples with different intents. The Simi-
larity Matrix presented in Figure 4c also indicates
the strong segment alignment between positive and
anchor samples as the diagonal cells receive higher
similarity score than most of the other cells within
the same column or row.

Qualitative Case Study Additional Case Stud-
ies presented in Figure 5 demonstrate the effec-
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(c) Pre-trained BERT (Test Slots)
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(d) Refined BERT (Test Slots)

Figure 6: Slot Value Representation Visualization of the raw original pre-trained BERT and raw Refined BERT via
SI on sample slot types from training set SNIPS_P1 ((a), (b)) and testing set SNIPS_P2 ((c), (d)). Blue and Red

denotes slot values from randomly sampled ground truth slot types.
Table 5: Evaluation of SF task over 3 runs on Emerging

Intents in SNIPS_P2 and ATIS_P2 datasets.
SNIPS_P2

S-P S-R S-F1
Original BERT 14.11 ± 0.47 17.78 ± 0.82 15.73 ± 0.62
Refined BERT 15.08 ± 0.48 19.61 ± 0.23 17.05 ± 0.38

ATIS_P2
Original BERT 66.67 ± 0.82 63.35 ± 1.35 64.96 ± 0.74
Refined BERT 70.12 ± 0.85 63.64 ± 0.48 66.72 ± 0.66

tiveness of our proposed framework in capturing
slot phrases. Despite the imperfect segmentations,
Ours captures phrases closer to the ground truth
slot labels than other Comparable baselines. In
fact, our identified phrases “spirit touches ground”
and “leche con chocolate list” are exact matches
for the golden slot labels. Our proposed multi-level
CL refining mechanism is also shown to correct
mistakes of the original model. (from “by phil”
in Ours (w/o CL) to “phil och” in Ours (with CL).

6.2 Generalization towards Emerging Intents
Visual Representation We first visualize the rep-
resentations of two randomly sampled slot types
produced by the raw original BERT and our Re-
fined BERT (via SI objectives). As observed in
Figure 6, our Refined BERT clusters the represen-
tations of samples with the same slot types for both
training and testing sets more effectively than the
original BERT in the embedding space, leading
to far clearer separation boundaries between the
sampled slot types. For Train Slots, embeddings

of slot values from each slot type are nearly disen-
tangled, implying our Refined BERT is capable of
recognizing slot types without explicit slot training
objectives and token-level label access. In addition,
when applied to new intents and slots in P2 dataset,
our SI framework produces refined BERT with bet-
ter semantic representations for tokens from the
same slot types as observed in Figure 6c,6d.

Quantitative Evaluation As observed in Table 5,
when generalized to emerging intents and slots, our
Refined BERT outperforms the traditional BERT
while fine-tuning on both datasets in all slot eval-
uation metrics. This showcases the generalization
capability of our model across different sentence-
level intent labels. In addition, the consistent im-
provement in SF evaluation implies that SI train-
ing objectives via UPL and CL refinement provide
more guidance to the PLM for the downstream
token-level task without explicit training objectives
and label requirements.

7 Conclusion
In our work, we propose the study of token-level
Slot Induction (SI) via an Unsupervised Pre-trained
Language Modeling (PLM) Probing in conjunc-
tion with Contrastive Learning (CL) objectives. By
leveraging both unsupervised signals from PLM
and sentence-level signals from intent labels via
CL objectives, our proposed framework not only
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achieves competitive performance in comparison
with other unsupervised phrasal segmentation base-
lines but also bridges the gap in performance
with Upper Bound methods that require additional
token-level labels on two NLU benchmark datasets.
We also demonstrate that our proposed SI train-
ing is capable of refining the original PLM, re-
sulting in more effective slot representations and
benefiting downstream SF tasks when generalized
towards emerging intents. Further studies of bet-
ter exploitation of full-depth segmentation trees,
enhanced segment augmentation mechanisms and
better semantic alignment extraction between slots
and intents are promising directions for our future
work. We also seek to extend the current SI stud-
ies beyond English and towards multilingual NLU
systems. (Nguyen and Rohrbaugh, 2019; Qin et al.,
2022; Nguyen et al., 2023)

Limitations

Our proposed framework assumes a fixed hyper-
parameter depth d for UPL segmentation tree. In
other words, only segments extracted at the depth
d are considered for CL objectives. d is tuned with
each dataset’s validation set. However, as our main
objective is to investigate the effects of UPL and
CL objectives, we leave the full tree exploitation as
future extensions for our work.

Secondly, the goal of our SI is to identify the slot
phrase boundaries. The label type predictions for
recognized slot phrases are beyond the scope of our
investigation. Therefore, direct end-to-end evalua-
tion of SI in mitigating slot label scarcity issues can-
not be directly evaluated. Our rationale for dividing
the task into 2 separate steps (i.e. slot boundary
induction and slot label prediction) is as follows:
As the complete SI is a complex task, breaking it
down not only allows for direct and focused eval-
uation of the proposed framework’s contribution
at individual steps but also minimizes error propa-
gation from intermediate steps to a single end-task
metric. This rationale is further supported by our
empirical study in Section 6. The proposed USSI
whose objective unifies both aforementioned steps
underperforms Ours(w/o CL) and Ours(full) when
evaluated at the slot boundary induction step.
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Table 6: Hyperparameters for SNIPS and ATIS datasets
(SI task)

d β τs τd δ γ

SNIPS 3 0.2 0.1 0.05 0.3 0.7
ATIS 4 0.2 0.05 0.1 1.0 0.2

A Slot Induction Baselines

For fair comparisons across all baselines, we lever-
age BERT (Devlin et al., 2019) as the backbone
PLM architecture (if applicable).

A.1 Upper Bound Baselines

• Joint BERT FT: Fully Supervised Joint Se-
quence Labeling and Sentence Classification model
is trained on top of fine-tuning BERT embeddings
with available golden training slot and intent labels.
• SpaCy (Honnibal et al., 2020): Industrial-
strength NLP tagging methodology that leverages
pre-trained NP chunking model.
• FlairNLP (Akbik et al., 2018): Neural Language
Modeling in junction with pre-trained Sequential
Labeling (NER and POS).

A.2 Comparable Baselines

• Dependency Parsing (Right/Left-branching
(RB/LB): Parameter-free methods for sentence seg-
mentation. Result from the best depth is reported.
• AutoPhrase (Shang et al., 2018a): Statistical
phrase tagging method utilizing high quality mas-
sive corpus as additional Knowledge Base (KB).
• UCPhrase (Gu et al., 2021): Phrase tagging
method leveraging co-occurrence word frequency
and PLM attention maps.
• USSI (Yu et al., 2022): Unsupervised Slot
Schema Induction method leveraging attention dis-
tribution of PLM and additional constraints from
Probabilistic Context-free Grammar (PCFG) (Kim
et al., 2020). For completeness, additional experi-
ments in leveraging the proposed in-domain train-
ing objectives with SpanBERT PLM (Joshi et al.,
2020) are provided in Appendix D.
• Ours (w/o CL): Fixed UPL is directly used for
inference without additional CL refinement. Same
depth d is used as our proposed model Ours (full)
and its variant Ours (w/o SentCL).
• Ours (w/o SentCL): Our model variant that
is trained only with SegCL objectives (Ls). The
model does not leverage sentence-level intent label
information (SentCL) during training.
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Table 7: Ablation study of SpanBERT PLMs with
in-domain training objectives on SNIPS and ATIS
datasets in terms of H-Mean over 3 runs. ¶ denotes
models that do not require random initializations.

SNIPS ATIS
SpanBERT ¶ 43.15 35.05

USSI (Yu et al., 2022) 48.61 ± 0.69 36.63 ± 1.93
Ours (SpanBERT w CL) 53.25 ± 0.29 40.07 ± 2.34

B Slot Induction Implementation (P1)

We train our proposed SI model with batch size of
16, learning rate 1e-5 for 10 epochs. The remain-
ing hyperparameters for individual datasets are re-
ported in Table 6 respectively for SI task. We tune
our hyperparameters based on each dataset’s P1 val-
idation set via grid search for β, τs, τd, δ, γ, except
for d. For depth d, we conduct inference of PLM
probing (i.e. Ours (w/o CL)) on P1 validation sets
and select d with the highest H-Mean performance.
The same depth d is used consistently across dif-
ferent variants of our proposed framework in the
empirical study. Our reported results are reported
based on 3 runs with different seeds.

C Slot Filling Implementation (P2)

As the objective of SF is to compare different BERT
models (i.e. Original BERT vs Refined BERT via
SI objectives), we keep the Sequence Labelling ar-
chitecture simple and similar between the two mod-
els. Specifically, we stack the traditional CRF layer
(Lafferty et al., 2001) on top of the corresponding
BERT models. The overall model is fine-tuned
on SF task with available training slot labels in P1
training data. The model is fine-tuned with batch
size of 16, learning rate of 0.01 for CRF and Linear
layer, BERT learning rate of 1e-5 for 10 epochs.
The testing results (Table 5) are reported on P2
of each dataset as an average over 3 runs. Both
training and inference for Appendix B and C are
conducted on NVIDIA Titan RTX GPU.

D SpanBERT-based Model

Yu et al. (2022) proposed additional self-supervised
in-domain training on Task-oriented Dialogue
datasets. For fair comparisons with (Yu et al.,
2022), we conduct additional studies training
the same backbone SpanBERT PLM architec-
ture (Joshi et al., 2020) with their proposed self-
supervised in-domain training objectives on our
training SNIPS_P1 and ATIS_P1 datasets and re-
port test results in Table 7. To evaluate the effec-
tiveness of our multi-level CL objectives, in Table

7, Ours (SpanBERT w CL) follows the induction
mechanisms proposed by Yu et al. (2022) instead
of UPL mentioned in Section 4.1. The only differ-
ence between Ours (SpanBERT w CL) and USSI
is our proposed multi-level CL objectives

As demonstrated in Table 7, Ours (SpanBERT
w CL) achieves consistent improvements over
USSI on both SNIPS and ATIS datasets (4.64%
and 3.44% respectively) under the same training ar-
chitecture and in-domain training objectives. This
observation implies the effectiveness of our multi-
level CL objectives (SegCL and SentCL).
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Abstract

Speech recognition systems are a key interme-
diary in voice-driven human-computer inter-
action. Although speech recognition works
well for pristine monologic audio, real-life use
cases in open-ended interactive settings still
present many challenges. We argue that timing
is mission-critical for dialogue systems, and
evaluate 5 major commercial ASR systems for
their conversational and multilingual support.
We find that word error rates for natural conver-
sational data in 6 languages remain abysmal,
and that overlap remains a key challenge (study
1). This impacts especially the recognition of
conversational words (study 2), and in turn has
dire consequences for downstream intent recog-
nition (study 3). Our findings help to evaluate
the current state of conversational ASR, con-
tribute towards multidimensional error analysis
and evaluation, and identify phenomena that
need most attention on the way to build robust
interactive speech technologies.

1 Introduction

Speech recognition (ASR) is a key technology
in voice-driven human-computer interaction. Al-
though by some measures speech-to-text systems
approach human transcription performance for pris-
tine audio (Stolcke and Droppo, 2017), real-life
use cases of ASR in open-ended interactive set-
tings still present many challenges and opportuni-
ties (Addlesee et al., 2020). The most widely used
metric for comparison is word error rate, whose
main attraction —simplicity— is also its most im-
portant pitfall. Here we build on prior work calling
for error analysis beyond WER (Mansfield et al.,
2021; Zayats et al., 2019) and extend it by look-
ing at multiple languages and considering aspects
of timing, confidence, conversational words, and
dialog acts.

As voice-based interactive technologies increas-
ingly become part of everyday life, weaknesses in
speech-to-text systems are rapidly becoming a key

bottleneck (Clark et al., 2019). While speech sci-
entists have long pointed out challenges in diariza-
tion and recognition (Shriberg, 2001; Scharenborg,
2007), the current ubiquity of speech technology
means new markets of users expecting to be able to
rely on speech-to-text systems for conversational
AI, and a new crop of commercial offerings claim-
ing to offer exactly this. Here we put some of these
systems to the test in a bid to contribute to richer
forms of performance evaluation.

Related Work

The struggles of achieving truly conversational
speech technologies are well documented. Spon-
taneous, free-flowing conversations are effortless
and efficient for humans but remain challenging for
machines (Shriberg, 2005; Baumann et al., 2017).
Speech-to-text systems face an interconnected set
of challenges including at least voice activity detec-
tion, speaker diarization, word recognition, spelling
and punctuation, code-switching, intent recogni-
tion, and more (Suzuki et al., 2016; Sell et al., 2018;
Addlesee et al., 2020; Park et al., 2022). Each of
these represents a choice point with downstream
consequences that may be hard to predict. Per-
haps this is why word error rate, despite its noted
defects (Aksënova et al., 2021; Szymański et al.,
2020), has gained the upper hand in ASR evalua-
tion: it makes no assumptions and simply delivers
a single number to be optimized.

Speech scientists have long worked to supple-
ment word error rate with more informative mea-
sures, including error analyses of overlap (Çetin
and Shriberg, 2006), disfluencies (Goldwater et al.,
2010), and conversational words (Zayats et al.,
2019; Mansfield et al., 2021). This work has shown
the importance of in-depth error analysis, and also
brings home the multi-faceted challenges of truly
interactive speech-to-text systems. As speech-to-
text systems gain larger user bases, multilingual
performance and evaluation becomes more impor-
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Figure 1: A Excerpts of 20 seconds of conversations in six languages, showing the short gaps and overlaps typical
of human interaction. B Distribution of floor transfer offset times for the human-annotated test data across the same
six languages, showing that the distributions are broadly normal and tend to peak around 0, with about as many
turns occurring in slight overlap (negative values) as coming in after a slight gap (positive values).

tant (Levow et al., 2021; Blasi et al., 2022; Chan
et al., 2022; Tadimeti et al., 2022).

The past decades of work on speech-to-text have
led to remarkable improvements in many areas,
and shared tasks have played an important role in
catalyzing research efforts in diarization and recog-
nition (Ryant et al., 2021; Barker et al., 2018). Still,
we see opportunities for new contributions. Most
work involves either non-interactive data or widely
used meeting corpora, both of them quite distinct
from the fluid conversational style people increas-
ingly expect from interactive speech technology.
When more conversational data is tested, it tends to
be limited to English (Mansfield et al., 2021), rais-
ing the question how large the performance gap is
in a more diverse array of languages (Besacier et al.,
2014). While most benchmarks still rely on word
error rates, true progress requires more in-depth
forms of error analysis (Szymański et al., 2020)
and especially a focus on the role of timing and
overlap in speech recognition and intent ascription.
Finally, the wide range of speech-to-text systems
on offer in a time of need for robust conversational
interfaces makes it important to know what current
systems can and cannot do.

2 Aims and scope

A central question relevant at every moment of
human interaction is why that now? (Schegloff
and Sacks, 1973), referring to the importance of
position and composition in how people ascribe
intent to communicative actions. For speech-to-text
systems, in order to even approach this question, a

key prerequisite is to detect who says what when.
This means that diarization, content recognition
and precise timing are all highly consequential and
best considered in tandem.

Here we address this challenge by presenting a
multipronged approach that lays some of the empir-
ical groundwork for improving evaluation methods
and measures. Using principles of black-box test-
ing (Beizer, 1995), we evaluate major commercial
ASR engines for their claimed conversational and
multilingual capabilities. We do so by presenting
case studies at three levels of analysis. Study 1
considers word error rates and treatment of over-
laps. Study 2 looks into what goes missing and
why. Study 3 looks into the repercussions for intent
ascription and dialog state tracking. We show that
across these areas, timing is both a mission-critical
challenge and an ingredient for ways forward.

Data and methods
Data preparation. We evaluate using a set of
human-transcribed conversational data in multi-
ple languages (Figure 1 and Appendix A1). We
take several steps to ensure the dataset makes for a
useful evaluation standard: (1) we pick languages
that all or most of the tested systems claim to sup-
port (English, Spanish, Dutch, French, Korean, and
Mandarin); (2) we source conversational speech
data from existing corpora with high quality human-
transcribed annotations that were published as peer-
reviewed resources; (3) we ensure audio files have
comparable audio encoding and channel separa-
tion, (4) we curate human transcriptions and timing
information of each dataset for completeness and
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Figure 2: A Word error rates (WER) for five speech-to-text systems in six languages. B One minute of English
conversation as annotated by human transcribers (top) and by five speech-to-text systems, showing that while most
do some diarization, all underestimate the number of transitions and none represent overlapping turns (Whisper
offers no diarization). C Speaker transitions and distribution of floor transfer offset times (all languages), showing
that even ASR systems that support diarization do not represent overlapping annotations in their output.

accuracy, making sure that turn beginnings and
ends are marked with at least decisecond precision
(0.1ms); (5) we random-select one hour of dyadic
conversations per language. More information on
data sources and curation is available in this open
data repository: https://osf.io/hruva.

ASR system selection. Following principles
of black-box testing (Beizer, 1995), we test five
widely used ASR systems, keeping data and test-
ing methods constant to compare them to human
transcription baselines. Functional testing does
not require access to model code or training data,
instead treating models as black boxes tested to
specification (Ribeiro et al., 2020). Enabling in-
dependent verification and evaluation, it is a key
method in the toolbox of NLP evaluation methods.

We selected systems that claim to represent
and handle conversational speech, and that of-
fer multilingual support: (1) Amazon Transcribe
0.6.1, whose use cases include “transcription of
voice-based customer service calls" and “gener-
ation of subtitles on audio/video content"; (2)
Google Cloud Speech-to-Text API, using the
latest_long model meant for “any kind of
long form content such as media or spontaneous
speech and conversations" (for French, Mandarin,
and Spanish the long model is not available and
we use the default model instead); (3) NVIDIA
NeMo Quartznet15x15 for English and Conformer-
CTC for French and Spanish, branded as a “Con-
versational AI Toolkit” that allows humans to
“interact naturally"; (4) Rev AI Asynchronous
Speech-to-Text API 2.17.1, which claims “accu-
rate speaker separation" and support for “different

speakers and conversations"; and (5) Whisper, a
multilingual open-source neural net approaching
“human-level robustness and accuracy on English
speech recognition". We collected the finest-grain
data available for each of these systems, using
whisper-timestamped (Louradour, 2023) to
extract word-level timing from Whisper, and
pyannote.metrics (Bredin, 2017) for speaker
diarization with NeMo.

Study 1: WER and overlap in 6 languages

Word error rates vary. We find that word error
rates for truly conversational speech vary widely
but nowhere approach the oft-cited human base-
line of 5% transcription error (Figure 2A, dotted
line), a cross-linguistic replication of prior work on
English (Mansfield et al., 2021). Most speech-to-
text systems have the lowest error rate for English,
and even though all systems claimed multilingual
support, all fare noticeably worse for typologically
more different languages.

Overlap is lost. Human conversation typically
features a rapid back-and-forth between partici-
pants, with a normal distribution of turn transition
times centered around 0-200ms, and around half
of all turns occurring in slight overlap (Figure 1;
Figure 2B-C, top). Tested ASR systems record
substantially fewer speaker transitions and no over-
lapping annotations. Distributions of speaker transi-
tion times show the consequences: current speech-
to-text systems miss out on about half of the turns
that occur in overlap. Descriptive statistics further
corroborate this: by systematically not representing
overlap, speech-to-text systems miss out on up to
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D Standalone Interjections Function Words Discourse Markers
Dutch uhm, hum, hu, uh ja, mm ’n, ie, d’r, da, ’s en uh, dat uh
English mhm, uhhuh, hm, oh, wow did, she’s, that’s, going to, he yeah I, because
French hm hm, hein, ouais ouais, putain c’était, qu’on, l’, d’, m’ euh tu, et euh
Korean ahyu, eung, ye, eo, jeogi hae, gajigo, jeo, geuge, jal geureonigga, geuraegajigo
Mandarin ng ng, ai, a, dui dui, er la, wo wo, re, jiang, ya shi er, gai, shi shuo
Spanish eh, ah, he, claro, vale o, eso, ahi, sea o sea, sabes, verdad es

Figure 3: A Sample minute of Korean conversation comparing human-transcribed and ASR annotations, the latter
coloured by mean confidence rating. Shorter utterances and regions with more overlap are associated with lower
confidence. B Mean confidence for ASR-transcribed utterances (n=17.563) by duration, showing that across all
languages, low confidence scores are associated with shorter utterances. C Most characteristic elements in human-
transcribed (yellow) and ASR transcribed (blue) conversational speech across all languages plotted by Scaled F-score,
with the top most distinctive items for human transcripts on the right. D Top elements that are underrepresented or
missing in ASR versus human-produced transcripts fall into three categories: short conversational interjections,
high frequency function words (including contractions), and discourse makers.

15% of all speech (or around 1 in 8 words), which
results in an inaccurate picture of conversational
content, structure, and flow (Table 2 in Appendix).

Study 2: What goes missing and why

Crosslinguistic replication. Prior work on English
has shown that it is especially short utterances and
conversational words that go missing (Goldwater
et al., 2010; Zayats et al., 2019; Mansfield et al.,
2021). Here we replicate this for all six languages
in our sample (Figure 3A).

Confidence metrics supplied by three of the
speech-to-text systems provide a novel view of this:
regions with more overlap and shorter utterances
often coincide, and both are associated with dips
in word-level and utterance-averaged confidence
scores (Figure 3A-B). Across panels A, B and C,
lighter coloured regions are associated with higher
risk of being missed or misrecognized.

Overlap-vulnerability and reduction. In Figure
3C, we compare human transcripts to ASR out-
put using Scaled F-score (Kessler, 2017), showing

which items are underrepresented (top left) versus
overrepresented (bottom right) in ASR output. We
then take the top 15 most underrepresented items
and inductively classify them as standalone inter-
jections, function words, and discourse markers
(Figure 3D), following prior work (Zayats et al.,
2019; Lopez et al., 2022). We find that these cat-
egories provide good empirical coverage of what
goes missing across all six languages in our sample.

Standalone interjections often occur in overlap-
vulnerable contexts and are rare in ASR training
data, often more formal and monologic (Liesenfeld
and Dingemanse, 2022). The category of function
words mostly contains highly frequent bits of mor-
phosyntax that may occur in overlap-vulnerable
positions (as the Mandarin final particles la and
ya) or that are likely to be phonetically reduced (as
in Dutch and French contractions of pronominal
forms). Finally, discourse markers are utterance-
initial fragments that help direct the flow of a con-
versation. These too occur in overlap-vulnerable
regions and are rare in ASR training data.
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Figure 4: How different speech recognition engines warp dialog act classification in the same dataset of conver-
sational English. For 8 frequent dialog acts, coloured lines show dialog acts based on ASR output deviate from
those based on human transcripts of the same data (baseline). Dot size scales to number of times a tag is assigned.
Only the most frequently assigned dialog acts (with at least 25 tokens in at least one dataset) are shown here. Mean
absolute percentage deviations by ASR system: nemo 27.8%, amazon 31.4%, whisper 33.8%, rev 47.4%.

Study 3: Consequences for dialog flow

So far we have seen that the tested systems struggle
with timing and overlap (study 1) and especially
underrepresent conversational elements of speech
(study 2). But how serious are the consequences for
actual dialogue systems? One way of gauging this
is to consider intent classification, a downstream
task that is key to dialog state tracking and to virtu-
ally any practical application of voice UI (Ye et al.,
2022; Gella et al., 2022; Jacqmin et al., 2022).

As a minimal example, we use the Switchboard
dialog act tagset (Stolcke et al., 2000) as imple-
mented in the dialogtag Python library (Malik,
2021) and apply it to (i) human transcripts and (ii)
ASR transcripts of the same English subset of our
data. By keeping the dialog tagger and the underly-
ing data constant and manipulating only the tran-
scription method (human versus various ASRs) we
make visible how reductions and variations intro-
duced by speech recognition systems impact dialog
act classification. We intentionally use the simplest
possible dialog act tagger as a proof of concept.
While several more sophisticated methods exist,
every method is constrained by the data it can work
with, and our goal here is to merely to make visible

how ASR systems can impact intent ascription and
dialog state tracking.

We find that all ASRs warp dialog act classifica-
tion outcomes in conversational English data (Fig-
ure 4). On average across the top 8 most frequently
detected dialog act types, dialog act tags based on
ASR output deviated between 27.8% (nemo) to
47.4% (rev) from tags based on human transcripts
of the same data (this is absolute percentage devi-
ation, i.e. including both overrepresentation and
underrepresentation of dialog act tags).

Interactionally consequential dialog acts. Sev-
eral highly interactionally relevant dialog act types
are affected by speech-to-text systems. For instance
(as expected based on Study 2), Backchannels and
Agree/Accept tags are underrepresented across the
board. This can be problematic for applications
where it is important to keep track of user under-
standing and agreement during complex operations.
Also, both the Wh-Question and Yes-No-Question
dialog act tags tend to be overrepresented relative
to the baseline. Since questions differ from other
actions in the next moves they invite and expect,
getting this wrong is directly consequential for any
application in which user input is classified to de-
termine relevant next actions.
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Figure 5: Excerpt of 8 seconds of English conversation showing how differences in how speech-to-text systems
carry out segmentation, diarization, and transcription have direct consequences for dialog act classification.

What dialog act deformation looks like. Fig-
ure 5 shows an excerpt of English conversation in
its human-annotated version (top) and four ASRs,
with dialog act annotations. We selected this ex-
cerpt because it illustrates many of the larger scale
patterns of underrepresentation and overrepresenta-
tion evident in Figure 4. Recall that dialog act tags
are not supplied by the systems themselves, but ap-
plied to their output by dialogtag. Note that we
speak of intent ‘ascription’ rather than ‘recognition’
to stress the fact that intents are often ambiguous
and always provisional (Enfield and Sidnell, 2017).

Starting with relatively short conversational ele-
ments, we find that yeah is sometimes identified as
a ‘Backchannel’ (rev, whisper), sometimes merged
with adjacent turns by the other speaker (nemo),
and sometimes elided entirely (amazon) — the lat-
ter two cases exemplifying the reasons ASR output
generally underrepresents this category. Similarly,
pardon? is variously identified as a ‘Repair’ signal
(whisper), sometimes missed as a separate action
because it is merged into adjacent turns by the other
speaker (amazon, rev), and sometimes tagged as
‘Other’ (nemo), possibly because of punctuation.

Moving on to more complex elements, we see
that a lumping approach to segmentation can re-
sult in interactionally important dialog acts going
undetected: Amazon merges two disparate turns,
producing Okay and um tell me whatever was (...),
which is tagged as Other. Meanwhile, a splitting
approach, as Whisper appears to use, can lead to a
fragment like in your house being tagged as Yes-
No-Question in whisper output, showing one likely

cause of over-representation of such question tags.
Disfluently produced questions can also pose

problems: the utterance and um wha- tell me what-
ever was (...), which features a self-repaired frag-
ment, is sanitized and identified as a Statement in
its rev and whisper versions. In the nemo output,
the same turn (though merged, as we saw above,
with a preceding "yeah" by the other speaker) is
correctly tagged as a Wh-Question.

Even in this simple proof-of-concept, we see that
ASR output can affect the ascription and classifica-
tion of intents in various ways. This means that any
real-world implementation relying on the systems
tested here is hampered in its abilities to classify
interactionally consequential social actions, mak-
ing fluid interaction that much harder to achieve.
Given the magnitude by which all tested ASRs de-
viate from human annotations in terms of timing,
segmentation, diarization, overlap, and content, we
expect similar kinds of distortion to appear in any
systems for intent ascription and classification.

3 Discussion

The ubiquity of voice interfaces coupled with re-
ports of human parity in speech recognition might
make robust voice-driven interaction seem within
easy reach. Indeed, all major vendors now advertise
speech-to-text pipelines that claim both multilin-
gual ability and conversational utility. Here we put
five such systems to the test and find that the results
are bleak: word error rates are nowhere near the
oft-claimed human parity; performance drops dra-
matically for languages other than English; precise
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timing and diarization is hard to come by; over-
lap is systematically ignored; conversational words
go missing; and as a result, intent ascription and
dialog state tracking are severely hampered.

Commercial speech-to-text systems are fre-
quently exposed to conversational settings, whether
it is in home use, business meetings, or customer
service interactions. Our results imply that these
systems are likely to fall short of several of their
intended applications. Word error rate does not suf-
ficiently reflect the performance of speech-to-text
systems in most real-life contexts. The erasure of
conversational elements and inability to deal with
overlap renders these systems effectively oblivious
to important aspects of user feedback. Differences
in diarization and turn allocation across systems
also have strong effects on dialog act classification,
with the implication that switching vendors might
have untold consequences for dialog state tracking
and intent ascription.

Our results show that current speech recognition
systems privilege what is said over when it is said;
and that even systems claiming conversational util-
ity appear to treat the problem as fundamentally
one of turning a rich tapestry of turns into running
text. These text-first design choices become visible
when exposed to the rapid turn-taking patterns of
natural conversation — not only to analysts in case
studies like this, but inevitably also to users, where
they cause friction, interactional turbulence, and
user dissatisfaction. The results are in line with
recent arguments that the current language technol-
ogy landscape is fundamentally built around mono-
logic text instead of dialogical talk (Dingemanse
and Liesenfeld, 2022). The rise of conversational
interfaces motivates a course correction if not a
refurbishing of the foundations. Here we hope to
have shown that data from human interaction can
inform such work.

3.1 Objections

One might object that our test data is unreasonably
tough, featuring open-domain informal conversa-
tion with rapid turn-taking and lots of overlap. We
agree, but would counter that it is at the same time
reasonably realistic: this is what typical human
interactive behaviour look like. The brute facts
of human interaction are something speech-to-text
systems will need to reckon with if there is to be
a chance of the “natural interaction" and “human-
level robustness" promised by current solutions.

One might object that missing 1 in 8 words and
having word error rates hovering around 50% may
not be fatal, depending on what goes missing. We
agree, and point out that what goes missing here
is crucial for interactive speech technology. Short
recurring utterances like mmhm, oh and huh? are
the swiss army knife of conversational competence.
These items enable robust communication and fluid
coordination; to erase them is to rob users of their
agency and to stunt the interactive capabilities of
conversational technology.

One might object that dialog acts are an imper-
fect and language-specific way of looking at intent
ascription, and that automated tagging based on
form alone does not do justice to the situatedness
of action (Rollet and Clavel, 2020; Levinson, 1981).
We agree, and have picked dialog acts merely as
a proof-of-concept to illustrate the more general
problem of garbage in, garbage out: defective di-
arization, missing words, and neglect of timing will
hamper any form-based methods for intent ascrip-
tion and dialog state tracking.

3.2 Limitations

We are aware of the following limitations.
First, the human reference data is internally quite

diverse, differing in recording setting and audio
quality. This makes comparisons across datasets
harder, so we have refrained from drawing strong
comparative conclusions about possible differences
across corpora and languages, instead focusing on
recurring patterns of what goes missing and why.

Second, we have not collected baseline measures
for non-conversational data, making it hard to es-
timate how large the performance offset really is
relative to more typical word error rate studies. Do-
ing this would require a parallel data collection
and curation exercise for each of the languages in-
cluded in our study, which is outside our scope here
but represents a good target for future work.

Third, given our choice to evaluate commercial
vendor pipelines, we are unable to examine or re-
port details about ASR system architectures, model
parameters, and confidence score calculations. This
is a necessary consequence of black-box testing.
While direct access and manipulability offer impor-
tant advantages from an engineering perspective,
we nonetheless think it is also important to docu-
ment and evaluate the performance of widely used
commercial solutions.

Fourth, we have only considered the timing infor-
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mation provided in ASR results, not the latency at
which the results themselves are delivered. The la-
tency of ASR systems at runtime imposes another
formidable bottleneck on voice-driven conversa-
tional interfaces, especially as long as they use end-
pointing methods, where response planning only
starts when an utterance end is detected with some
probability. User-perceived latency is the single
biggest determinant of people’s satisfaction with
voice assistants (Shangguan et al., 2021; Bijwadia
et al., 2023). Collecting realistic latency data would
require implementing the tested systems in a voice
UX environments with human users, which is be-
yond the scope of this paper (but see Aylett et al.
(2023)). Empirical work on dyadic and multi-party
interaction can show how people realize low laten-
cies in real time. This is a high bar to meet, and it
likely requires a radical overhaul of ASR systems
towards incremental processing (Skantze, 2021).

3.3 Recommendations

The interconnectedness of all relevant processes
in speech-to-text systems means that any quick fix
likely has adverse consequences elsewhere. For
instance, it is possible to improve diarization er-
ror rates by detecting and removing all overlap
(Boakye et al., 2008) — but this means throwing
out at least 15% of the data (as we show), putting
human parity out of reach. Likewise, one may
seek to reduce word error rates and interactional
turbulence by excluding interjections (Papadopou-
los Korfiatis et al., 2022), but this comes at the
cost of losing all opportunity of rapid real-time
user feedback. Our recommendations therefore fo-
cus on broadening the empirical basis, overcoming
siloization, doing more in-depth evaluation, and
incrementalizing architectures.

Improve ecological grounding. The most widely
used datasets for training ASR systems still consist
mostly of monologic read speech in well-resourced
languages. For ASR systems to gain headway in
truly interactive settings, they need to be exposed
to more data that is closer to everyday language
use in terms of linguistic diversity, conversational
style, and participation (Aylett and Romeo, 2023).
Fortunately, such data is available for an ever-wider
range of languages (Liesenfeld and Dingemanse,
2022).

Overcome siloization. In a field as large and var-
ied as automatic speech recognition, some degree
of specialization is inevitable, but true progress

requires working together across disciplines. As
we have shown here, engineering choices in voice
activity detection directly affect dialog flow, and
conversation designers benefit from knowing the
limitations of word error rates and the importance
of overlap. Reducing the siloing of knowledge will
be crucial for resolving theoretical and practical
challenges of speech recognition in the era of con-
versational interfaces.

Value qualitative error analysis. Simple metrics
make for attractive optimisation goals, but are al-
ways vulnerable to mindless metrics gaming: when
a measure becomes a target, it ceases to be a good
measure (Strathern, 1996). Qualitative error anal-
ysis and thorough human evaluation will remain
important to truly get a handle on what goes wrong
and how things can be improved (Szymański et al.,
2020). This means incentives must be shifted to
reward meaningful forms of evaluation over SOTA-
chasing (Rogers, 2021; Church and Kordoni, 2022).
It also means there is room for more exploratory
methods, such as the dialog act classification mea-
sure we have begun to explore here.

Develop multidimensional evaluation. The
downsides of word error rates have led to a flower-
ing of alternative measures (Errattahi et al., 2018;
Bredin, 2017). In time, the field will benefit from
a degree of consolidation, and holistic evaluation
of speech-to-text systems will require taking into
account a wider range of measures, including but
not limited to diarization, timing, duration, overlap,
coverage, phonology, spelling, and word error rate.
Empirical and modelling work is needed to arrive
at composite evaluation measures that are precise,
reproducible and meaningful.

Strengthen incremental approaches. Even if di-
arization quality, overlap detection and word error
rates would come closer to human performance,
the runtime latency of speech recognition stands
in the way of fluid interactivity. To approach the
rapid turn-taking and functional overlap that makes
human interaction so flexible, voice-driven user
interfaces will likely have to be designed as in-
cremental architectures (Schlangen and Skantze,
2011). Promising work in this domain exists (Bau-
mann et al., 2017; Addlesee et al., 2020; Addlesee
and Damonte, 2023), and this represents an impor-
tant growth area.

Use timing when available. Current systems at
least provide timing for non-overlapping stretches
of talk, but even that is rarely used for intent as-

489



cription. This despite the fact that we know tim-
ing alone can change the interpretation of a turn
like “Sure.", with longer delays flipping its polar-
ity from positive to negative (Roberts and Francis,
2013). Building on insights like this, timing might
be used to improve at least some elements of intent
ascription. Likewise, known facts about relative
durations of turns and silences could be used to
make empirically informed decisions about when
to lump versus split speech material in ASR output.

4 Conclusion

When you’re a voice-driven conversational agent,
life comes at you fast, and talk comes at you faster.
We have presented evidence and arguments to sup-
port our contention that timing is more than a nice-
to-have for any truly conversational system: it is
mission critical and despite decades of attention
from speech scientists remains largely unsolved
today. But rather than despair we take our findings
as an opportunity to identify areas where novel
work can make big differences. While diarization
remains hard in real-life settings, representing over-
lap instead of erasing it is likely to offer meaningful
improvements. While overlap-vulnerable elements
will always remain acoustically at risk, exposing
ASRs to more ecologically valid training data and
abandoning text-based sanitizing techniques will
likely improve the recognition of short conversa-
tional elements. And while intent ascription will
always be hampered by missing data, taking timing
into account will enable new gains.

Dealing with conversational words computation-
ally is hard: not only are their forms short and
prone to overlap, their meanings are cognitively
demanding and interactionally subtle. A focus on
information and sentence structure over interaction
and sequential organization has long enabled us to
look away from these elements. As conversational
words are backgrounded as ‘backchannels’ and the
artful interweaving of turns is classified as mere
‘overlap’ if not ‘noise’, it becomes easy to lose sight
of the intricacies of human interaction. One way
to see this paper is as contributing to a reframing
that is underway in the language sciences at large:
a reframing that foregrounds talk over text, that at-
tends to interaction alongside information, and that
recognizes the key role of timing. Timing is the
secret sauce that can turn text into talk, chat into
conversation, and perhaps, one day, clunky bots
into fluid interactive tools.
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A Appendix

A.1 Datasheets
Table 1 shows the different corpora used in the study, detailing how many conversations were included and
their total lengths in minutes. Every language contains approximately one hour worth of conversations,
and when feasible, different interactional settings were incorporated (resulting to two corpora for Dutch).
Each processing step is reflected in the processing pipeline avaliable in the repository, which also includes
a datasheet (Gebru et al., 2021) and instructions on how to replicate the study given access to the data.
For Dutch and Spanish, the evaluation datasets are freely available for academic research purposes. For
English, French, Korean and Mandarin, the study repository provides information how to obtain the
datasets used: https://osf.io/hruva.

Language Corpus Conversations (n) Length (mins)
The Corpus of Spoken Dutch (CGN) (Taalunie, 2014) 3 30.11

Dutch
IFADV Corpus (van Son et al., 2008) 2 29.97

English CALLHOME American English (Canavan et al., 1997) 6 60.25
French Nijmegen Corpus of Casual French (Torreira et al., 2010) 6 60.39
Korean CALLFRIEND Korean (Canavan and Zipperlen, 1996a) 4 59.99
Mandarin CALLHOME Mandarin Chinese (Canavan and Zipperlen, 1996b) 6 60.20
Spanish Glissando Corpus (Garrido et al., 2013) 6 60.34

Table 1: Corpora used in the study, with each language represented by approximately one hour of informal
conversations.

A.2 Study 1 methods
For both the human and ASR-transcribed data we calculate turn transition times in ms, number of speaker
transitions, and the presence and duration of overlaps. For error analysis at the content level, we removed
punctuation and excluded tags for non-speech behavior such as [laugh] and [breath] to bring all transcripts
to a more comparable format. We used cleantext for pre-processing and whitespace for tokenizing.
We then calculated word error rate (WER) using jiwer, and for a more in-depth investigation on the
differences between human and speech-to-text annotations, we adopt Scaled F-score (Kessler, 2017) as a
metric of n-gram salience scoring.

A.3 Study 1 detailed results
Table 2 provides a more detailed look at key differences between human transcriptions and ASR output
across the six languages in our sample. For every language, it lists the mean amount of speech covered by
the transcriptions (coverage); the mean total number of words in the transcripts (words); the mean turn
duration in milliseconds; and the mean percentage of overlapping annotations.
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Human vs ASR Coverage (min) Words (n) Turn duration (ms) Overlap (speech %)
Dutch 63 12023 2840 13.4

47 9396 5897 0
English 65 13895 2811 12.6

55 10994 6647 0
French 64 13564 4357 14.4

49 8359 7042 0
Korean 74 9632 3280 20.8

43 5923 4186 0
Mandarin 66 15349 2538 15.8

53 8188 7301 0
Spanish 63 11868 4620 10.5

57 10177 7534 0

Table 2: Comparison of human (top) and ASR transcripts (bottom) in each language in terms of coverage (amount
of speech transcribed (in minutes), number of words, mean duration of each conversational turn (ms), and percentage
of overlapped annotations relative to the length of the whole conversation. Human annotations add up to 395
minutes of transcribed speech; ASR-produced annotations for the same data on average add up to only 304, or 77%
of the observed speech.
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Abstract

The construction of dialog systems for various
types of conversations, such as task-oriented
dialog (TOD) and open-domain dialog (ODD),
has been an active area of research. In order to
more closely mimic human-like conversations
that often involve the fusion of different dia-
log modes, it is important to develop systems
that can effectively handle both TOD and ODD
and access different knowledge sources. In this
work, we present a new automatic framework to
enrich TODs with synthesized ODDs. We also
introduce the PivotBot model, which is capable
of handling both TOD and ODD modes and can
access different knowledge sources to generate
informative responses. Evaluation results indi-
cate the superior ability of the proposed model
to switch smoothly between TOD and ODD
tasks.

1 Introduction

Task-oriented dialog (TOD) systems and open-
domain dialog (ODD) systems are two active ar-
eas of Conversational AI study (Gao et al., 2018;
Ni et al., 2022). However, most of the existing
studies model TOD and ODD systems separately,
leading to a gap between the capabilities of these
systems and natural human conversations. In real-
world conversations, different dialog modes are
often fused, as shown in Figure 1. The conver-
sation may start with casual chats and then move
towards task-related requests. Along the way, the
user may express interest in entities mentioned in
the conversation, such as Mediterranean food in the
given example, leading to a brief ODD regarding
the entity of interest. The user then returns to task
completion, keeping the requests in mind while
maintaining a casual conversation.

To address the challenge of training dialog mod-
els to handle both TOD and ODD modes, previous

†This work was done during an internship at Microsoft
Research.

Figure 1: An example dialog that contains multiple
transitions between different dialog modes.

research has suggested training models on mix-
ture of TOD and ODD datasets (Zhao et al., 2022)
or enriching existing TOD datasets by combining
chitchat with TOD system responses (Sun et al.,
2021; Chen et al., 2022) or adding ODD to the
beginning or end of a TOD (Young et al., 2022).
However, these approaches have limitations, includ-
ing limited information in chitchat augmentation
and a lack of explicit distinction between dialog
modes. Additionally, creating new datasets through
human annotation is time-consuming and expen-
sive. While Chiu et al. (2022) have introduced
a framework for automatically generating dialogs
that transition from ODD to TOD, this method may
not be suitable for various mode transitions and
cannot simulate informative system utterances with
external knowledge.

In this work, we introduce a framework to au-
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tomatically enrich TODs with synthesized ODDs.
Our approach assumes that users lead conversations
with explicit intentions, and that the system’s ob-
jective is not only to fulfill users’ requests but also
to generate engaging responses on open-domain
topics using external knowledge. We also consider
general settings with more flexible dialog mode
switches.

This paper makes the following contributions:
(i) We introduce a general framework for automati-
cally enriching a TOD with knowledge-grounded
ODDs and construct the MultiWOZChat dataset us-
ing this framework. (ii) We design a unified model,
PivotBot, that performs both TOD and ODD tasks
by predicting the appropriate dialog mode and ac-
cessing knowledge sources for response generation.
(iii) We show experimental results that demonstrate
the effectiveness of PivotBot in conducting seam-
less conversations of both types.

2 Proposed Framework

Figure 2 shows the proposed framework for au-
tomatically synthesizing one or more knowledge-
grounded ODDs to a given TOD. The framework
consists of three stages: (1) ODD initialization (2)
ODD simulation, and (3) ODD to TOD transition.
We define the following notations:

• Denote TOD by D = {ud1
1 , sd11 , ...,ud1

n1
, sd1n1

,

...,ud2
n1+n2

, sd2n1+n2
, ...,udN

n , sdNn },1 where N

is the number of domains in the dialog, udj
i

and s
dj
i are user and system utterances at turn i

in domain j, ni is the number of turns in domain
di, and n is the total number of turns in D.

• Denote synthesized ODD by D′ = {u′
1, s

′
1,

...,u′
n′ , s′n}, where n′ is the number of turns

in the ODD, u′
t and s′t represent user and sys-

tem utterances at turn t, respectively.

Detailed implementation of each module can be
found in Appendix A.

2.1 ODD Initialization
Given a TOD D, we initialize the synthesized ODD
D′ in two ways. If the ODD serves as the preface
to the TOD, it is initialized by a randomly sampled
user persona. If the ODD is inserted into the TOD
as interludes and generated based on the TOD his-
tory, we leverage an existing chatbot to simulate
a user utterance that can be inserted at a potential

1For settings we do not care about domains in TOD, D
can be simplified to {u1, s1, ...,un, sn}.

Figure 2: Framework for enriching a given TOD D
with ODD. The framework consists of three phases:
ODD initialization, ODD simulation, and ODD-to-TOD
transition. Rounded and sharp-corner boxes represent
models and variables, respectively. The gray color indi-
cates that the model is off-the-shelf. The output is the
augmented dialog D+.

location. We then utilize this simulated user ut-
terance to detect whether the user intends to have
an open-domain conversation. The off-the-shelf
BlenderBot model (Roller et al., 2021) is used as
the chatbot in the implementation. These two ini-
tialization methods are employed across diverse
simulation settings (Section 2.4).

ODD Intent Detection To determine the appro-
priate time to include an ODD during task com-
pletion, we focus on detecting the user’s intent
to divert the conversation from the task and dis-
cuss context-related topics. Given a user utterance
u = {u1, ..., un}, where ui is the i-th token in the
utterance, the ODD intent detection model aims to
predict whether the utterance is in a TOD setting or
ODD setting. The model is trained by minimizing
cross-entropy loss:

L(Î , I) =
N∑

i=1

−(1(Îi = Ii) log(pθ(Ii)

+ (1− 1(Îi = Ii)) log(1− pθ(Ii)), (1)
where N is number of training examples, Îi and
Ii are predicted and ground truth intent of the i-th
training example, θ is the parameters of the model.

2.2 ODD Simulation

After initializing the ODD, we use a knowledge-
grounded chatbot to mimic a system with access
to external knowledge and a target-guided gener-
ation model to simulate a user. In practice, we
adopt the BlenderBot 2.0 model (Xu et al., 2022;
Komeili et al., 2022) and BlenderBot model to sim-
ulate system and user utterances, respectively. The
ODD is considered complete if a goal g extracted
from the subsequent TOD snippet is mentioned in
a simulated user utterance.
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Target-guided Generation To simulate the hu-
man user in the given TOD, we train a target-guided
generation model that is designed to generate ut-
terances based on the dialogue history and men-
tion a preset target at the end of the ODD. The
target-guided generation model is expected to gen-
erate a user utterance u′ at turn t + 1 based on a
pre-determined target g and dialog context c up
to turn t.2 The target is extracted from the initial
user utterance of the subsequent TOD part. Given
pre-determined ODD goal g = {g1, ..., gNg} and
context c, where gi is the i-th token in the goal, the
training objective is defined as
LU = log p(u′

t+1 | g, c)

=

Nu∑

i=1

log pθ(u
′
t+1,i | u′t+1,<i, g, c), (2)

where θ is the set of trainable parameters in the
model, Nu is the target length of predicted user ut-
terance, and ut+1,<i represents tokens before index
i of predicted user utterance at turn t+ 1.

2.3 ODD to TOD Transition

Finally, we generate a transition from the simulated
ODD to the subsequent TOD to make the dialog
more natural. The goal of transition generation
is to predict a system utterance that can smoothly
connect the last user utterance in the ODD with the
initial user utterance in the following TOD. The
training objective is

LT = log p(s′t | u′
t,ut+1)

=

Ns∑

i=1

log pθ(s
′
t,i | s′t,<i,u

′
t,ut+1), (3)

where u′
t is the last user utterance in generated

ODD, ut+1 is the first user utterance in the follow-
ing TOD, s′t is the transition system utterance.

2.4 Simulation Settings

Inspired by previous research that aims to make di-
alogs more natural and engaging by adding context
to a given dialog (Young et al., 2022) or inserting
topic transition turns (Sevegnani et al., 2021), we
consider three simulation settings: prepending an
ODD to a TOD, inserting an ODD as domain tran-
sition turns, and allowing ODDs to occur at any
point during task completion. The illustration of
three settings is shown in Figure 3.

2We conducted pilot experiments using formulations that
included keyword prediction, but found not significant perfor-
mance improvement. Thus, we decided to use the simplest
formulation without turn-level keyword transitions.

Setting 1: Prepending ODD to TOD (INITIAL)
We prepend an ODD to a TOD to generate dialogs
with one mode switch from ODD to TOD. We as-
sume that users initiate the conversation by having
a quick ODD and then move forward to task com-
pletion. Assuming users start with a quick ODD
and then move to task completion, we initialize
the ODD with a persona from a manually created
persona set and use a keyword from the initial user
utterance in the subsequent TOD as the goal for the
synthesized ODD. Once the target is mentioned in
a user utterance, the ODD simulation stops. The
transition generation model is then used to connect
the synthesized ODD and TOD.

Setting 2: Inserting ODD for Domain Transition
in TOD (TRANSITION) To make domain transi-
tions in TODs more natural, we insert an ODD as
transition turns. Suppose a TOD D contains N do-
mains, where N ≥ 2. We initialize an ODD using
a chatbot after completing the conversation in do-
main i, and use intent detection model to select an
utterance indicating ODD intent. The target of the
ODD snippet is extracted from the first user utter-
ance in domain i+1. The simulation and transition
generation are similar to the previous setting. In the
implementation, we only add an ODD to transition
from the first domain to the second domain, and
use the BlenderBot model for ODD initialization.
The final dialogs contain two mode switches.

Setting 3: Inserting Multiple Chitchats to En-
rich TODs (MULTIPLE) In this more flexible set-
ting, users can initiate conversations with requests
and engage in small talk throughout the dialogue.
The approach for generating ODDs is the same as
in the TRANSITION setting, with the difference that
we attempt to insert an ODD after each system ut-
terance si. This allows for multiple mode switches
in the final dialogue.

2.5 MultiWOZChat Dataset
We construct MultiWOZChat dataset using the new
framework to automatically enrich TODs from the
MultiWOZ 2.1 dataset (Eric et al., 2020a). Table 1
summarizes basic statistics of the new dataset. Fo-
cusing on the few-shot training setting, the dataset
consists of 500, 198, and 1100 dialogs for the train-
ing, validation, and test sets respectively. In the
INITIAL setting, the average length of a prepended
ODD is three turns, and the mean utterance length
is 16.18 tokens. In the TRANSITION setting, the
average length of a transition ODD is shorter than
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Figure 3: Illustration of three simulation settings. Given a TOD between a user (U) and a system agent (A), we
consider three settings to synthesize ODD(s) to the TOD.

three turns. In the MULTIPLE setting, the average
number of ODDs inserted into a TOD is four, and
each ODD snippet has an average length of two
turns. In the TRANSITION and MULTIPLE settings,
the ODD durations are shorter, as they occur during
task completion, and we do not want the conver-
sation to be distracted from the task completion.

Setting Split
Avg.
mode
switch

Total
ODD
turn

Total
TOD
turn

Avg.
ODD
turn

Avg.
TOD
turn

Avg.
ODD
length

Avg.
TOD
length

INITIAL
Train

1
1524 4086 3.05 8.17 16.18 18.07

Dev 565 1599 2.85 8.08 15.90 18.30
Test 3248 9031 2.95 8.21 15.99 18.17

TRANSITION
Train

2
1301 4086 2.60 8.17 18.22 18.07

Dev 510 1599 2.58 8.08 18.26 18.30
Test 2923 9031 2.66 8.21 18.21 18.17

MULTIPLE
Train 4.96 4356 4086 8.71 8.17 17.80 18.07
Dev 4.90 1599 1599 8.47 8.08 17.61 18.30
Test 5.11 9995 9031 9.87 8.21 17.82 18.17

Table 1: Statistics of simulated dialogs in different set-
tings. The training, validation, and test sets comprise
500, 198, and 1100 dialogs, respectively.

3 Methodology

3.1 Problem Formulation
The full task consists of three processes: state
prediction, knowledge retrieval, and knowledge-
grounded response generation. We use off-the-
shelf models for knowledge retrieval, which can
be a database lookup or a search engine,3 and

3In the implementation, we adopted the Bing search en-
gine.

do not consider it as a subtask. The full task
is then divided into two subtasks: state predic-
tion and knowledge-grounded response genera-
tion. In the t-th turn of a dialog, the model
predicts the state s based on the dialog history
h = {ut−k, rt−k, ...,ut}, where k is the size of
the history window, ui and ri represent the user
utterance and system response at the i-th turn, re-
spectively. The state indicates the appropriate di-
alog mode and the query to obtain knowledge k.
The model then generates a response r based on
the dialog history, predicted state and knowledge.

3.2 PivotBot

Figure 4: Overall architecture of the PivotBot model

We construct a unified model, PivotBot, as shown
in Figure 4. PivotBot first predicts a state indicating
the appropriate dialog mode and query to obtain
knowledge based on the dialog history. The knowl-
edge acquisition is completed by off-the-shelf mod-
els based on the prediction. Finally, the model per-
forms grounded generation to generate a response.
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(a) Example of performing TOD modeling (b) Example of performing ODD with external knowledge

Figure 5: Examples of the proposed model predicting different states

State Prediction State s tracks a user’s goal
throughout a dialog. In particular, a state s is in
the form m:q, where m represents the dialog mode,
and q stands for the query to acquire knowledge
from a knowledge source. We consider two dialog
modes: TOD modeling and knowledge-grounded
ODD. If the model predicts performing TOD mod-
eling, a database state is obtained from the pre-
defined database using the predicted belief state
(shown in Figure 5 (a)). If the state indicates the
dialog mode is ODD, external knowledge can be
retrieved from the Web using the predicted search
query (shown in Figure 5 (b)). If the search query
is empty, it implies that external knowledge is not
needed for response generation, and the retrieved
knowledge is also empty. Given dialog history h,
the training objective of state prediction can be
formulated as

LS = log p(s | h) =
Nt∑

i=1

log pθ(si | s<i,h), (4)

where θa represents trainable parameters in the
model, Nt is the target length of predicted state
sequence, and s<i denotes tokens before index i.

Grounded Generation System response r =
{r1, r2, ..., rNr} with length Nr is generated
grounded on dialog history h, predicted state s and
retrieved knowledge k. In this work, the knowledge
can be a database state that contains records satis-
fying the conditions of the belief state or retrieval
results based on the search query. The training
objective is defined as

LR = log p(r | h, s,k)

=

Nr∑

i=1

log pθ(ri | r<i,h, s,k). (5)

Training Objective of Full Task A training ex-
ample consists of four components: dialog history

h, state s, retrieved knowledge k, and (delexical-
ized) dialog response r. The overall training objec-
tive is

Lθ(D) =
ND∑

i=1

(LS(xi) + LR(xi)), (6)

where D = {xi}ND
i=1 is the training dataset contain-

ing ND training examples.

4 Experiments

4.1 Experimental Setup

We train models using 100, 200, and 500 dialogs
and evaluate them on the entire test set. Our pri-
mary focus is evaluating the models trained in the
few-shot setting, as this approach more closely re-
flects real-world scenarios.

Baselines Previous studies either do not distin-
guish different dialog modes or only focus on social
chats without external knowledge. However, our
task requires models to switch between ODD and
TOD modes and choose the appropriate knowledge
source. To ensure a fair comparison, we train two
baselines for our problem setting instead of com-
paring with models designed for different settings.

• TaskBot serves as a baseline and is only capable
of performing TOD with access to a database,
which is trained solely on TOD turns in the
MultiWOZChat dataset.

• ChatBot is a baseline model that can only per-
form ODD, which is trained on ODD turns in
the MultiWOZChat dataset.

The baselines and PivotBot are implemented us-
ing HuggingFace T5-base (Raffel et al., 2020) and
GODEL (Peng et al., 2022). Further details of
implementations can be found in Appendix A.
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Implementation The models are implemented
using HuggingFace T5-base and GODEL. Training
examples are truncated or padded to a length of
512. To ensure input strings contain dialog history
and retrieved knowledge, the history is truncated
on the left with a max length of 256 and consists
of five utterances with a history window size of 2.
AdamW optimizer (Loshchilov and Hutter, 2019)
with a constant learning rate of 0.001 is used for
training with a mini-batch size of 8 on a Tesla
P100 for up to 15 epochs or until no validation
loss decrease is observed. Each setting is evaluated
eight times with random seeds.

Evaluation Metrics We evaluate the perfor-
mance of the models in three settings: (1) standard
TOD completion (Budzianowski et al., 2018; Eric
et al., 2020b; Nekvinda and Dušek, 2021), (2) ODD
response generation, and (3) the full task involving
both TOD and ODD.

We evaluate TOD completion using four met-
rics: (1) BLEU (Papineni et al., 2002) measures the
fluency of the generated responses; (2) Success
indicates if all requested attributes are answered;
(3) Inform measures whether the correct entity is
provided (e.g., restaurant address); (4) Combine
score is an overall measure calculated as as
(Inform+Success) × 0.5 + BLEU.

We evaluate ODD using three metrics:
(1) Accuracy measures the model’s ability to
predict the correct dialog mode, which can be
calculated by comparing the predicted dialog
mode with the ground truth mode; (2) Success
Rate assesses the model’s performance in state
prediction at the dialog level, and measures the
model’s potential for success in the ODD task.
It can be calculated by dividing the number of
dialogs in which the model correctly predicts the
dialog mode for all ODD turns by the total number
of dialogs with ODD turns; (3) BLEU measures the
naturalness of the model’s responses.

We evaluate the model’s performance on the full
task using BLEU, Inform, Success, and Combine
score. BLEU score is computed for all responses in
the dialogs, while Inform and Success metrics are
limited to dialogs that succeed in both TOD mod-
eling and ODD tasks. The potential success of the
ODD task is used as an indicator, and Inform and
Success are computed for dialogs where the dialog
mode predictions for all ODD turns are accurate.

Human Evaluation Setup We conducted two-
phase human evaluation. In the first stage, we
hired Amazon Mechanical Turk workers to interact
with three models: TaskBot with T5 as the back-
bone (T5-TaskBot), PivotBot with T5 as the back-
bone (T5-PivotBot), and PivotBot with GODEL
as the backbone (GODEL-PivotBot). The work-
ers were provided with information-seeking goals
from the MultiWOZ 2.1 dataset and allowed to chat
freely with the models to complete the goals. After
each conversation, workers rated the appropriate-
ness (Moghe et al., 2018) and engagingness (Zhang
et al., 2018) of the model’s responses on a 5-point
Likert scale and indicated if all requests were com-
pleted. Appropriateness assesses the model’s abil-
ity to understand users’ utterances and requests and
provide reasonable responses, while engagingness
evaluates whether the model generates engaging
responses and facilitates smooth conversation flow
for users.

To ensure the quality of interactions during the
first stage, we employed onboarding tasks with
simplified information-seeking goals. Only qual-
ified workers who can complete the onboarding
task were granted access to the main task with
higher rewards. Both the onboarding and main task
submissions were required to cover all necessary
keywords and phrases, and each utterance had to
be meaningful and not excessively brief. Addition-
ally, we implemented manual checks on randomly
sampled submissions to maintain the quality of col-
lected results.

In the second stage, we conducted a static evalu-
ation of the dialogs collected in the previous phase.
Each worker was presented with a pair of dialogs,
one produced by T5-TaskBot and the other by T5-
PivotBot, or one produced by T5-PivotBot and
the other by GODEL-PivotBot, and was asked to
choose the better dialog based on the system per-
formance. Then workers rated the appropriateness
and engagingness of each system’s utterances in
the dialogs using a 5-point Likert scale.

4.2 Automatic Evaluation Results

We present the results for models trained in the
few-shot setting using 100 training dialogs with the
GODEL backbone.4 For the full task evaluation,
we only report the combined score. The evaluation

4We also evaluated the models using the T5-base backbone
and found that models with the GODEL backbone outperform
those based on T5-base, with statistically significant perfor-
mance differences.
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Model
Full Task TOD Evaluation ODD Evaluation
Combined BLEU Success Inform Combined Accuracy Success Rate BLEU

TaskBot 12.26(0.43) 15.00(0.57) 37.43(4.02) 52.61(4.26) 60.01(4.41) 0.00(0.00) 0.00(0.00) 1.33(0.22)
ChatBot 7.98(0.25) 0.97(0.16) 0.60(0.00) 10.70(0.00) 6.62(0.16) 99.93(0.05) 99.79(0.16) 6.43(0.51)
PivotBot 58.06(5.15) 14.90(0.58) 38.66(5.22) 53.55(5.62) 61.01(5.48) 98.90(0.45) 97.35(0.98) 6.82(0.41)

Table 2: End-to-end evaluation in the INITIAL setting. Mean values and standard deviations (in parentheses) are
reported.

Model
Full Task TOD Evaluation ODD Evaluation
Combined BLEU Success Inform Combined Accuracy Success Rate BLEU

TaskBot 12.37(0.36) 15.02(0.46) 35.43(4.14) 50.56(5.35) 58.02(5.03) 0.00(0.00) 0.00(0.00) 1.22(0.12)
ChatBot 7.88(0.13) 1.22(0.16) 0.60(0.00) 10.70(0.00) 6.87(0.16) 100.00(0.01) 99.99(0.03) 5.35(0.18)
PivotBot 49.58(7.13) 14.92(0.64) 33.49(6.13) 47.06(8.21) 55.19(7.56) 96.17(0.64) 90.00(1.72) 4.97(0.28)

Table 3: End-to-end evaluation in the TRANSITION setting. Mean values and standard deviations (in parentheses) are
reported.

results using 200 and 500 training dialogs are in
Appendix B.

INITIAL Setting Evaluation Table 2 shows the
evaluation results in the INITIAL setting. PivotBot
significantly outperforms the baseline models in the
full task evaluation, demonstrating the importance
of incorporating different dialog modes. PivotBot
also slightly outperforms TaskBot in the TOD task
in terms of the Combined score. This suggests that
the ability to handle both TOD and ODD tasks with
appropriate dialog modes and knowledge sources is
critical for PivotBot to excel in the full task. While
ChatBot cannot provide requested attributes or enti-
ties, it performs better than other models in predict-
ing the dialog mode in the ODD evaluation setting.
Though PivotBot cannot beat ChatBot in the ODD
evaluation, it achieves comparable results while
generating more fluent responses and simultane-
ously handling task completion.

TRANSITION Setting Evaluation Table 3 con-
tains evaluation results in the TRANSITION setting.
PivotBot performs significantly better than base-
lines in the full task. TaskBot slightly outperforms
PivotBot in the TOD modeling task. ChatBot still
achieves the best performance in the ODD task.
Though PivotBot cannot perform better than base-
lines in single task evaluation, it can obtain compa-
rable results with the specialist baselines. The gap
between ChatBot and PivotBot in success rate is
more obvious, indicating that it is more challenging
for the model to learn both dialog modes simulta-
neously and accurately predict the mode when the
mode switches in dialogs become more complex.

MULTIPLE Setting Evaluation The evaluation re-
sults in the MULTIPLE setting are presented in Ta-

ble 4. In the full task evaluation, PivotBot remains
the best-performing model. The performance of
TaskBot and PivotBot is comparable in the TOD
task. However, in the ODD task evaluation, while
PivotBot’s turn-level prediction accuracy does not
significantly decrease, the model is more likely to
fail in the ODD task at the dialog level due to the
increased number of ODD turns and more complex
mode switches within a dialog.

Cross-Setting Evaluation Table 5 contains the
Combined scores of PivotBot trained in each setting
evaluated in all three settings, allowing us to exam-
ine the relationships among the different settings.
The model trained in the INITIAL setting performs
best in that same evaluation setting. The model
trained in the TRANSITION setting obtains compa-
rable performance with the model in the MULTIPLE
setting in the TRANSITION evaluation setting but
struggles in the other two evaluation settings. The
model trained in the MULTIPLE setting obtains the
highest Combined scores in the other two evalu-
ation settings, indicating its ability to generalize
well to different settings.

4.3 Human Evaluation Results

In the first phase, we collected 200 dialogs for each
model. To make the evaluation task more manage-
able for the workers, we only sampled information-
seeking goals involving a single domain, which
may have made it easier for the models to fulfill
all users’ requests. The results are shown in Ta-
ble 6. Consistent with the automatic evaluation,
both TaskBot and PivotBot can complete users’ re-
quests, with PivotBot excelling in generating engag-
ing and suitable responses. The GODEL backbone
further enhances PivotBot’s engagingness.
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Model
Full Task TOD Evaluation ODD Evaluation
Combined BLEU Success Inform Combined Accuracy Success Rate BLEU

TaskBot 8.10(0.27) 14.79(0.48) 34.74(5.29) 50.16(6.69) 57.24(6.11) 0.00(0.00) 0.00(0.00) 0.93(0.07)
ChatBot 8.76(0.29) 1.14(0.09) 0.60(0.00) 10.70(0.00) 6.79(0.09) 100.00(0.00) 100.00(0.00) 5.05(0.48)
PivotBot 42.43(3.23) 14.77(0.65) 35.75(3.13) 49.76(4.32) 57.52(3.89) 96.66(0.28) 74.39(2.15) 4.97(0.42)

Table 4: End-to-end evaluation in the MULTIPLE setting. Mean values and standard deviations (in parentheses) are
reported.

Training
Setting

Evaluation Setting
INITIAL TRANSITION MULTIPLE

INITIAL 58.06(5.15) 12.12(0.42) 8.54(0.38)
TRANSITION 22.80(10.99) 49.58(7.13) 22.26(2.23)
MULTIPLE 49.69(6.20) 51.91(4.28) 42.43(3.23)

Table 5: End-to-end cross setting evaluation results.
Mean values and standard deviations (in parentheses)
of the Combined score for PivotBot models trained in
different settings are reported.

T5-TaskBot T5-PivotBot GODEL-PivotBot

Success 0.99(0.10) 1.00(0.07) 1.00(0.00)
Appropriateness 4.10(1.11) 4.27(1.00) 4.35(0.01)

Engagingness 4.09(1.13) 4.31(0.88) 4.44(0.71)

Table 6: Results of the first phrase of human evaluation.
Mean values and standard deviations (in parentheses)
are reported. Success is measured in binary scale, while
Appropriate and Engagingness are measured on a 5-
point Likert scale.

T5-PivotBot vs. T5-TaskBot
Win Tie Loss

Overall 51.52∗ 17.68 30.81∗

Appropriateness 50.51∗∗ 36.87 12.63∗∗

Engagingness 50.51∗∗ 30.30 19.19∗∗

GODEL-PivotBot vs. T5-PivotBot
Win Tie Loss

Overall 44.72 23.62 31.66
Appropriateness 43.94∗∗ 43.22 13.07∗∗

Engagingness 53.77∗∗ 34.17 12.06∗∗

Table 7: Results of the second phrase of human eval-
uation. "Overall" stands for the dialog-level evalua-
tion results. "Win" (or "Loss") refers to the percentage
of cases where T5-PivotBot (in the upper section) and
GODEL-PivotBot (in the lower section) wins (or loses).
∗ denotes p-values of less than 0.05 and ∗∗ represents
p-values of less than 0.01.

In the second phase, we conducted pairwise com-
parisons of the models’ performance and present
the results in Table 7. Notably, there are fewer ties
in overall performance comparisons than in evalu-
ations of appropriateness and engagingness. This
could be because pairwise comparisons provide
evaluators with a clearer choice, while evaluating
appropriateness and engagingness could be more

subjective. Factors like dialogue length and qual-
ity may influence evaluators’ overall performance
judgments, whereas appropriateness and engaging-
ness are likely assessed solely on the model’s mer-
its.

4.4 Case Study

In Table 8, we present example user utterances and
the corresponding responses generated by different
models. During the TOD turns, ChatBot exhibits
limitations in providing valuable information on
trains to the user, while TaskBotand PivotBot can
ask follow-up questions to effectively refine the
search and provide information on satisfied enti-
ties. In the ODD example, TaskBot falls short in
engaging in social chats with the user, restricting
its interactions solely to assisting in the task of
train ticket booking. In contrast, both ChatBot and
PivotBot respond informatively and engagingly in
such scenarios.

5 Related Work

Dialog Systems for Fused Task of ODD and
TOD Several previous works have addressed the
challenge of constructing dialog systems that can
handle multiple dialog modes. Some work focused
on constructing systems that independently model
different dialog skills or training dialog models
on mixture of TOD and ODD datasets to enable
it to switch between conversation styles (Madotto
et al., 2020; Lin et al., 2021) . Other approaches
have involved constructing new datasets for mixed
settings, by adding ODD utterances to system utter-
ances in TODs (Zhao et al., 2017; Sun et al., 2021;
Chen et al., 2022), or enriching TODs with human-
annotated ODD snippets to include one mode tran-
sition within an augmented dialog (Young et al.,
2022). To reduce the need for human involvement
in dataset construction, Chiu et al. (2022) proposed
a framework for automatically generating dialogs
that transition from ODD to TOD with a simulated
user and simulated salesperson, assuming that users
do not explicitly state their intentions and that the
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TOD

U: I need to book a train leaving Cambridge on Thursday can you help me?
ChatBot I can help you book a train leaving Cambridge on Thursday.
TaskBot Sure. Where will you be heading to?
PivotBot Where would you like to arrive at?
Reference Absolutely! To help narrow your search, where would you like to arrive at?

TOD

U: Can you find me one that will arrive in Norwich please?
ChatBot I can find one that will arrive in Norwich for you.
TaskBot [train_id] arrives at [value_time]. would you like me to book that for you?
PivotBot There is [train_id] arriving at [value_time]. would you like me to book that for you?
Reference I have a train that arrives at [value_time], if that’s acceptable?

ODD

U: I have been to Norwich a few times. It is beautiful. I hope to go again.
ChatBot I’ve never been there, but I’ve always wanted to go someday. Have you ever been to other place in Norfolk, England?
TaskBot What time do you want to go? [train_id] arrives at [value_time]. Is it suitable?
PivotBot I’ve never been there. I know it is a cathedral city in Norfolk, England.
Reference I’ve never been there, but it’s on my list of places to visit.

Table 8: Comparison of (delexicalized) responses generated by different models. "Reference" denotes the responses
in MultiWOZChat.

system must detect and respond to these intentions.

Target-guided Generation for ODDs Some pre-
vious work (Xing et al., 2017; Lian et al., 2019;
Ling et al., 2021) focused on guiding the conversa-
tion generation in a short-term, while others stud-
ied the multi-turn target-guided process of conver-
sations. Tang et al. (2019) proposed the task of
target-guided open-domain conversation where the
model leads the conversation from a random initial
topic to a target word. Qin et al. (2020) improved
the previous work by constraining candidate key-
words and augmenting responses with predicted
keywords. Kishinami et al. (2022) modified the
previous task setting and focused on evaluating the
ability of a model to plan a target-oriented con-
versation. Researchers also considered actively
leading a conversation to a target by incorporating
knowledge graphs (Wu et al., 2019; Xu et al., 2020;
Zhong et al., 2021).

6 Conclusion and Future Work

This paper introduces an easily-implemented and
generalizable framework for enriching a TOD with
ODDs in different settings. A unified model, Piv-
otBot, with both TOD and ODD dialog modes is
designed. Evaluation results demonstrate the effec-
tiveness of the proposed model and the significance
of integrating multiple dialog modes for generating
appropriate and engaging responses.

Future work on the data simulation can involve
integrating external knowledge, such as knowledge
graphs and personality traits, and exploring alter-
native guided generation methods to improve the
consistency and control of the generated ODDs.
To optimize the knowledge retrieval process, train-

ing a more efficient retrieval and selection model
can be considered. Additionally, creating a system
with comprehensive capabilities, including recom-
mendation and personalization, would enhance its
suitability for real-world applications.

7 Ethical Considerations

The MultiWOZChat dataset was created using
BlenderBot models with safety controls to simulate
ODDs and MultiWOZ 2.1 for TODs to exclude
harmful dialogs. However, existing chatbots may
still employ unsafe language, and pre-trained lan-
guage models may have encountered text with so-
cial bias or toxicity, potentially leading to offensive
responses from the PivotBot model. Additionally,
off-the-shelf chatbots might generate hallucinatory
content, reducing the reliability of PivotBot’s re-
sponses. Future work should prioritize exploring
better safety measures and enhancing response ac-
curacy.
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A Proposed framework
A.1 ODD Intent Detection
The detection model is implemented using Hug-
gingFace BERT-base (Devlin et al., 2019) model
and is trained on a combination of four datasets:
MultiWOZ 2.1, ConvAI2(Dinan et al., 2019a),
FusedChat (with pretended ODDs), and Wizard
of Wikipedia (WoW) (Dinan et al., 2019b), with
equal numbers of TOD and ODD turns for balance.

A.2 Target-guided Generation
MultiWOZ target candidate We consider val-
ues of 8 slots in the MultiWOZ 2.1 dataset as
potential targets. These slots are name, area,
pricerange, type, departure, destination,
department, and day. The values can be repre-
sented as nouns, adjectives, or phrases.

Training We train the distilled BlenderBot on
three datasets (FusedChat, WoW, ConvAI2) to gen-
erate diverse user utterances. We use a keyword
extraction method (Tang et al., 2019) to set target
for ODDs in WoW and ConvAI2, and extract a
target from the initial user utterance of the TOD
part for the prepended ODDs from FusedChat.

Inference We use the trained target-guided gen-
eration model to simulate the user in ODD and
extract the goal g from the given TOD using the
set of candidate targets from MultiWOZ 2.1.

A.3 Transition Generation
The implementation is based on the HuggingFace
T5-base (Raffel et al., 2020) model. The training
datasets are the same as Sec.A.2. A training exam-
ple consists of user utterances at turn t and t + 1
and system response at turn t.

B Automatic Evaluation Results

INITIAL Setting Evaluation Table 9 and 13
show evaluation results in the TRANSITION setting.
As the number of training dialogs increases, all
models show improvement. ChatBot and Pivot-
Bot models improve in generating fluent ODD re-
sponses, while TaskBot focuses more on TOD mod-
eling and fails to respond appropriately to ODDs.

TRANSITION Setting Evaluation Table 10 and 14
contain evaluation results in the TRANSITION set-
ting. Performance improvements can be observed
for all models with an increase in training dialogs.
In addition, the response quality improves for both
ChatBot and PivotBot, and PivotBot shows better
ability to choose appropriate dialog modes.

# Training
dialogs

Model
Full Task Evaluation

BLEU Success Inform Combined

200
TaskBot 13.34(0.22)∗∗ 0.00(0.00) 0.00(0.00) 13.34(0.22)∗∗

ChatBot 2.56(0.14)∗∗ 0.60(0.00) 10.71(0.03) 8.22(0.15)∗∗

PivotBot 14.53(0.18)∗∗ 40.66(1.81)∗∗ 52.74(2.70)∗∗ 61.23(2.24)∗∗

500
TaskBot 14.41(0.25)∗∗ 0.00(0.00) 0.00(0.00) 14.41(0.25)∗∗

ChatBot 2.92(0.09)∗∗ 0.60(0.00) 10.70(0.00) 8.57(0.09)∗∗

PivotBot 15.76(0.20)∗∗ 42.45(2.33)∗ 53.79(3.26)∗ 63.88(2.62)∗

Table 9: End-to-end full task evaluation using GODEL
as backbone in INITIAL setting. Statistically significant
differences exist between GODEL-based and T5-based
models (*p<0.05, **p<0.01).

# Training
dialogs

Model
Full Task Evaluation

BLEU Success Inform Combined

200
TaskBot 13.49(0.15)∗∗ 0.00(0.00) 0.00(0.00) 13.49(0.15)∗∗

ChatBot 2.42(0.14)∗∗ 0.60(0.00) 10.70(0.00) 8.08(0.14)∗∗

PivotBot 14.27(0.31)∗∗ 32.75(5.67) 42.54(7.26) 51.92(6.53)

500
TaskBot 14.49(0.26)∗∗ 0.00(0.00) 0.00(0.00) 14.49(0.26)∗∗

ChatBot 2.63(0.06)∗∗ 0.60(0.00) 10.70(0.00) 8.28(0.06)∗∗

PivotBot 15.49(0.37)∗∗ 41.39(1.73)∗∗ 51.65(2.30)∗ 62.01(2.11)∗∗

Table 10: End-to-end full task evaluation using GODEL
as backbone in TRANSITION setting. Statistically sig-
nificant differences exist between GODEL-based and
T5-based models (*p<0.05, **p<0.01).

MULTIPLE Setting Evaluation The evaluation re-
sults in the MULTIPLE setting, shown in Table 11
and 15, are consistent with the results in the pre-
vious settings. The PivotBot model improves its
ability to make more accurate predictions with an
increase in the number of training dialogs.

Cross-Setting Evaluation Table 12 and Table 16
present the cross-setting evaluation results. With
more training dialogs, models show performance
improvement in all evaluation settings. The model
trained in the MULTIPLE setting demonstrates the
ability to generalize well and obtains the highest
(or comparable) scores in all settings.

# Training
dialogs

Model
Full Task Evaluation

BLEU Success Inform Combined

200
TaskBot 8.90(0.35)∗∗ 0.00(0.00) 0.00(0.00) 8.90(0.35)∗∗

ChatBot 3.72(0.22)∗∗ 0.60(0.00) 10.70(0.00) 9.37(0.22)∗∗

PivotBot 11.43(0.18)∗∗ 29.10(4.51) 38.54(4.83) 45.25(4.64)

500
TaskBot 9.8(0.18)∗∗ 0.00(0.00) 0.00(0.00) 9.80(0.18)∗∗

ChatBot 4.19(0.08)∗∗ 0.60(0.00) 10.70(0.00) 9.84(0.08)∗∗

PivotBot 12.66(0.12)∗∗ 37.54(4.09)∗∗ 47.96(5.43)∗ 55.40(4.65)∗∗

Table 11: End-to-end full task evaluation using GODEL
as backbone in MULTIPLE setting. Statistically signifi-
cant differences exist between GODEL-based and T5-
based models. (*p<0.05, **p<0.01).

Evaluation
setting

Training
setting

# Training
dialogs

Full Task Evaluation
BLEU Success Inform Combined

INITIAL
INITIAL

500
15.76(0.20) 42.45(2.33) 53.79(3.26) 63.88(2.62)

TRANSITION 15.24 (0.24) 31.65 (8.13) 39.93 (10.41) 51.03 (9.41)
MULTIPLE 15.15 (0.20) 35.84 (4.08) 45.73 (5.64) 55.93 (4.78)

TRANSITION
INITIAL

500
14.17 (0.33) 1.52 (1.24) 2.11 (1.72) 15.99 (1.62)

TRANSITION 15.49 (0.37) 41.39 (1.73) 51.65 (2.30) 62.01 (2.11)
MULTIPLE 15.23 (0.18) 38.48 (4.11) 49.03 (5.57) 58.98 (4.74)

MULTIPLE
INITIAL

500
10.18 (0.20) 0.09(0.10) 0.19(0.20) 10.33(0.30)

TRANSITION 11.82 (0.24) 20.86 (1.43) 27.28 (1.96) 35.89 (1.81)
MULTIPLE 12.66 (0.12) 37.54 (4.09) 47.96 (5.43) 55.40(4.65)

Table 12: End-to-end cross evaluation of the full task
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# Training
dialogs

Model
TOD Evaluation ODD Evaluation

BLEU Success Inform Combined Accuracy Success Rate BLEU

200
TaskBot 16.36(0.32)∗∗ 36.93(5.46)∗ 48.19(7.15) 58.92(6.19) 0.00(0.00) 0.00(0.00) 1.25(0.24)∗∗

ChatBot 0.91(0.12)∗∗ 0.60(0.00) 10.71(0.00) 6.56(0.12)∗∗ 99.97(0.05) 99.90(0.15) 7.57(0.41)∗∗

PivotBot 16.37(0.25)∗∗ 41.29(1.69)∗∗ 53.61(2.59)∗∗ 63.85(2.16)∗∗ 99.21(0.50)∗ 98.00(1.21)∗ 7.75(0.19)∗∗

500
TaskBot 17.73(0.34)∗∗ 39.95(3.22) 50.28(4.04) 62.85(3.54) 0.00(0.00) 0.00(0.00) 1.09(0.16)∗∗

ChatBot 0.83(0.12)∗∗ 0.60(0.00) 10.70(0.00) 6.48(0.12)∗∗ 100.00(0.00) 100.00(0.00) 9.29(0.18)∗∗
PivotBot 17.50(0.22)∗∗ 42.69(2.32)∗ 54.11(3.23)∗ 65.90(2.59)∗ 99.79(0.16) 99.42(0.41) 9.25(0.20)∗∗

Table 13: End-to-end evaluation of single tasks in the INITIAL setting using GODEL as backbone. Almost all
differences between GODEL-based models and T5-based models are statistically significant. (*p<0.05, **p<0.01).

# Training
dialogs

Model
TOD Evaluation ODD Evaluation

BLEU Success Inform Combined Accuracy Success Rate BLEU

200
TaskBot 16.48(0.22)∗∗ 38.79(5.58)∗∗ 50.78(7.64) 61.26(6.50)∗ 0.00(0.00) 0.00(0.00) 1.17(0.12)∗∗

ChatBot 1.19(0.13)∗∗ 0.60(0.00) 10.70(0.00) 6.84(0.13)∗∗ 100.00(0.00) 100.00(0.00) 6.04(0.25)∗∗
PivotBot 16.47(0.37)∗∗ 34.93(6.31) 45.56(8.24) 56.71(7.34) 97.38(0.50)∗∗ 93.22(1.26)∗∗ 5.71(0.20)∗∗

500
TaskBot 17.72(0.33)∗∗ 42.46(2.44)∗∗ 53.53(2.99)∗∗ 65.71(2.74)∗∗ 0.00(0.00) 0.00(0.00) 1.00(0.11)∗∗

ChatBot 1.11(0.07) 0.60(0.00) 10.70(0.00) 6.76(0.07)∗∗ 100.00(0.00) 100.00(0.00) 6.79(0.25)∗∗
PivotBot 17.71(0.43)∗∗ 42.69(1.82)∗∗ 53.40(2.35) 65.75(2.16)∗ 98.65(0.12)∗∗ 96.67(0.31)∗∗ 6.75(0.14)∗∗

Table 14: End-to-end evaluation of single tasks in the TRANSITION setting using GODEL as backbone. Almost all
differences between GODEL-based models and T5-based models are statistically significant. (*p<0.05, **p<0.01).

# Training
dialogs

Model
TOD Evaluation ODD Evaluation

BLEU Success Inform Combined Accuracy Success Rate BLEU

200
TaskBot 16.18(0.31)∗∗ 38.69(6.25) 50.63(7.32) 60.84(6.69) 0.00(0.00) 0.00(0.00) 0.91(0.08)∗∗

ChatBot 1.14(0.04)∗∗ 0.60(0.00) 10.70(0.00) 6.79(0.04)∗∗ 100.00(0.00) 100.00(0.00) 6.15(0.40)∗∗
PivotBot 16.04(0.18)∗∗ 34.40(5.55) 45.04(5.63) 55.76(5.52) 98.22(0.41)∗∗ 85.37(3.07)∗∗ 5.91(0.37)∗∗

500
TaskBot 17.40(0.23) 39.19(3.33) 49.83(3.67) 61.90(3.57) 0.00(0.00) 0.00(0.00) 0.90(0.07)∗∗

ChatBot 1.04(0.07)∗∗ 0.60(0.00) 10.70(0.00) 6.69(0.07)∗∗ 100.00(0.00) 100.00(0.00) 7.17(0.11)∗∗
PivotBot 17.26(0.24)∗ 40.69(3.66)∗∗ 51.94(4.99)∗ 63.57(4.12)∗∗ 99.05(0.38) 91.86(2.98) 7.12(0.12)∗∗

Table 15: End-to-end evaluation of single tasks in the MULTIPLE setting using GODEL as backbone. Almost all
differences between GODEL-based models and T5-based models are statistically significant. (*p<0.05, **p<0.01).

Evaluation
setting

Training
setting

# Training
dialogs

TOD Evaluation ODD Evaluation
BLEU Success Inform Combined Accuracy Success Rate BLEU

init
ODD

INITIAL
500

17.50 (0.22) 42.69(2.32) 54.11(3.23) 65.90(2.59) 99.79(0.16) 99.42(0.41) 9.25(0.20)
TRANSITION 17.84(0.43) 40.49(2.38) 51.30(3.06) 63.74(2.66) 91.65(8.24) 77.54(20.89) 4.66(0.24)
MULTIPLE 17.44(0.26) 36.63(4.04) 46.73(5.45) 59.11(4.59) 99.30(1.20) 97.93(3.52) 5.41(0.27)

domain
transition

INITIAL
500

17.08(0.37) 43.41(2.73) 55.03(4.11) 66.30(3.29) 35.67(14.32) 4.26(3.34) 2.33(0.33)
TRANSITION 17.71(0.43) 42.69(1.82) 53.40(2.35) 65.75(2.16) 98.65(0.12) 96.57(0.31) 6.75(0.14)
MULTIPLE 17.28(0.19) 38.83(4.11) 49.55(5.57) 61.47(4.76) 99.58(0.17) 98.91(0.43) 7.22(0.21)

multiple
ODDs

INITIAL
500

16.44(0.30) 39.46(2.91) 51.50(3.62) 61.92(3.10) 31.28(14.11) 0.57(0.44) 2.21(0.30)
TRANSITION 17.15(0.43) 38.80(1.13) 50.06(1.46) 61.58(1.39) 93.04(0.79) 53.91(4.02) 5.39(0.09)
MULTIPLE 17.26(0.24) 40.69(3.66) 51.94(4.99) 63.57(4.12) 99.05(0.38) 91.86(2.98) 7.12(0.12)

Table 16: End-to-end cross evaluation of single tasks
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Abstract

End-to-end task-oriented dialogue (TOD) sys-
tems have achieved promising performance by
leveraging sophisticated natural language un-
derstanding and natural language generation
capabilities of pre-trained models. This work
enables the TOD systems with more flexibility
through a simple cache. The cache provides the
flexibility to dynamically update the TOD sys-
tems and handle both existing and unseen dia-
logue scenarios. Towards this end, we first fine-
tune a retrieval module to effectively retrieve
the most relevant information entries from the
cache. We then train end-to-end TOD models
that can refer to and ground on both dialogue
history and retrieved information during TOD
generation. The introduced cache is straight-
forward to construct, and the backbone models
of TOD systems are compatible with existing
pre-trained generative models. Extensive exper-
iments demonstrate the superior performance
of our framework, with a notable improvement
in non-empty joint goal accuracy by 6.7% com-
pared to strong baselines.

1 Introduction

Task-oriented dialogue (TOD) systems play an im-
portant role in various applications, such as restau-
rants booking, alarm setting, and recommenda-
tions (Gao et al., 2018; Xie et al., 2022). These
systems can be broadly categorized into two groups:
pipeline-based dialogue systems and end-to-end di-
alogue systems. Pipeline-based dialogue systems
consist of four separate modules, namely a nat-
ural language understanding (NLU) module for
detecting user intents, a dialogue state tracking
(DST) module to track user belief states across
dialogue turns, a dialogue management (DM) mod-
ule for system actions based on dialogue states,
and a natural language generation (NLG) module

1This work was partially conducted during Jianguo’s in-
ternship and Stephen’s full-time employment at Meta AI Re-
search (FAIR).

Figure 1: An example of the auto-regressive TOD with
retrieved slot information from cache. The APICALL
generation process is shown, with N set to 3 for the
retrieval module.

for generating natural-language responses. How-
ever, the pipeline-based approach is label-intensive,
prone to error propagation, and challenging to
scale (Hosseini-Asl et al., 2020; Zhang et al., 2020;
Feng et al., 2023).

Recently, various approaches have been pro-
posed to utilize sequence-to-sequence models for
generating dialogue states and responses in an end-
to-end manner (Ham et al., 2020; Lin et al., 2020;
Yang et al., 2021; Gao et al., 2021; Chen et al.,
2021; Peng et al., 2021; Liu et al., 2021; He et al.,
2022b; Feng et al., 2023). Compared with the
pipeline-based systems, these approaches demon-
strate effectiveness on public datasets with fewer
direct annotations required, such as user intents and
dialogue acts. Additionally, they leverage the capa-
bilities of large-scale pre-trained language models,
such as GPT-2 (Radford et al., 2019), T5 (Raffel
et al., 2019), and BART (Lewis et al., 2020a), for
improved performance in NLU and NLG tasks.
However, these approaches are limited in their
ability to dynamically handle existing, unseen, or
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emerging intents and slots, particularly in the con-
text of unseen dialogue scenarios such as new do-
mains and services (Hosseini-Asl et al., 2020; Peng
et al., 2021; Rastogi et al., 2020a).

In parallel, research on open-domain question
answering and dialogue systems has explored the
use of retrieval-augmented models. These mod-
els retrieve relevant information from a passage,
database, APIs, etc., and incorporate it into the
generation process, improving answer quality or
dialogue responses (Karpukhin et al., 2020; Izac-
ard and Grave, 2021; Dinan et al., 2018; Lewis
et al., 2020b; Shuster et al., 2021). Inspired by
these ideas, we combine both worlds and propose
an end-to-end TOD framework with a retrieval sys-
tem that addresses the challenge of handling both
existing and zero-shot unseen dialogue scenarios.

Our approach involves training the end-to-end
TOD models with a cache that contains accessible
domains, intents, slots and APIs. The cache can be
constructed based on the schema or database, or by
extracting information from accessible dialogues
when the schema or database is not fully accessible.
The cache serves as a reference point, allowing the
models to ground their responses in the retrieved
information. By incorporating a retrieval module
and leveraging this cache of knowledge, our system
enhances the flexibility and adaptability to handle
both existing and unseen intents and slots, and en-
ables robust performance even in novel dialogue
domains and services where the model has not been
explicitly trained. Figure 1 shows an illustrative
example of our approach, demonstrating how the
RETRIEVAL module retrieves relevant informa-
tion, such as slots in this case, from the cache to en-
rich the system’s understanding and generate more
accurate responses. The APICALL represents the
dialogue states from the system side, and APIRESP
returns information from external API interactions
between the system and system databases.

To build an accurate end-to-end TOD system
with the benefits of a simple cache, we fine-tune a
retrieval module to effectively retrieve the most rel-
evant and informative information from the cache,
using a Top-N retrieval strategy. Then we integrate
the retrieval module into the generative model to
facilitate end-to-end TOD generation. We evalu-
ate our approach on the publicly available Google
Schema-Guided Dialogue dataset (SGD) (Rastogi
et al., 2020b), which includes a significant number
of unseen dialogue domains and services in the

development and test sets.
The contributions of this paper are as follows: (1)

We design a simple yet effective end-to-end TOD
framework with a cache that enables dynamic han-
dling of intents and slots. The framework is com-
patible with existing pre-trained generative mod-
els, and enhances the system’s robustness. (2) Ex-
perimental results demonstrate the superior perfor-
mance of our approach compared to strong base-
lines. It achieves 6.7% improvement in non-empty
joint goal accuracy, demonstrating the effectiveness
in handling various dialogue scenarios, including
the challenging zero-shot unseen dialogues. (3)
To advance future research in accurate end-to-end
TOD systems, we conduct comprehensive ablation
studies and analyses to provide insights into the
impact of different components and design choices
within our framework.

2 Related Work

End-to-End TOD Systems End-to-end TOD
models have shown promising performance on pub-
lic dataset (Ham et al., 2020; Lin et al., 2020;
Yang et al., 2021; Gao et al., 2021; Chen et al.,
2021; Peng et al., 2021; Liu et al., 2021; He et al.,
2022a,b; Feng et al., 2023; Bang et al., 2023).
These approaches typically follow common pat-
terns: (1) Rely on powerful pre-trained seq2seq
models. (2) Use language modeling objectives to
generate NLU and NLG outputs, sometimes aug-
mented with auxiliary multi-task goals like DST
loss. (3) Either fine-tune models directly on the
target dataset or conduct pre-training on multiple
TOD dialogue datasets. (4) Employ data augmenta-
tion techniques such as back-translation and entity
replacement due to the challenges in collecting
large-scale TOD corpora. For example, Hosseini-
Asl et al. (2020) fine-tunes DistilGPT2 for TOD.
The model generates user belief states and system
responses in an auto-regressive way. Peng et al.
(2021) introduce two auxiliary tasks for belief state
prediction and grounded response generation and
pre-train language models first on multitple TOD
dataset. Gao et al. (2021) enables the belief state
to interact with both structured and unstructured
knowledge. Feng et al. (2023) designs a reward-
function learning objective to guide the model’s
generation. While these methods have demon-
strated effectiveness on public datasets, they have
limitations in handling unseen dialogue scenarios
such as unseen domains and services.
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Retrieval-Augmented Models Retrieval aug-
mented approaches have been widely used in
open-domain question answering. For instance,
Karpukhin et al. (2020) propose a BERT-based (De-
vlin et al., 2019) dual-encoder framework to re-
trieve passages from Wikipedia, which is further
incorporated into open-domain conversations to
reduce hallucination and enrich engagement with
users (Shuster et al., 2021; Komeili et al., 2021).
These models retrieve information related to the
query from a knowledge base of sentences and
ground the generation response on this informa-
tion (Dinan et al., 2018; Lewis et al., 2020b). In-
spired by these works, we explore the integration
of retrieval modules into end-to-end TOD systems,
leveraging the retrieval-augmented approach to en-
hance the system’s performance in handling both
existing and novel dialogue scenarios.

3 TOD Systems with a Simple Cache

We present an end-to-end transformer-based frame-
work with a simple cache that is compatible with
multiple generative models, including BART, T5,
GPT2, etc. Our framework enables dynamic han-
dling of intents, slots, and APIs while maintaining
flexibility in choosing the backbone model.

Generally, our framework consists of two parts:
a retrieval model for retrieving the most relevant
and informative information from the cache, and an
end-to-end TOD model that generates APICALLs
and system responses based on the dialogue history
and the retrieved information. The retrieval model
functions by retrieving intents, slots, APIs, and
other relevant information from the cache.

Figure 2 illustrates one simple variant of our
framework, which is an encoder-decoder architec-
ture. In this variant, the retrieved information such
as slots are stacked together. We also introduce
another variant in Sec. 4.2, where each retrieved
information is concatenated with the dialogue his-
tory and then all the information are concatenated
together before being sent to the decoder.

3.1 Construction of Cache

In this section, we describe the construction of a
simple cache that provides necessary information
for the model’s referencing and grounding proce-
dure. The cache consists of intents, slots, and APIs
extracted from the schema and database. In cases
where the schema or database is not fully acces-
sible, we extract information from accessible dia-

logues. During training, it is important to note that
the cache exclusively contains information relevant
to the training dialogues and does not incorporate
any unseen information of dialogues in the test set.

Since there are different ways to construct a
cache, we design various templates to formalize
the retrieved information. Table 1 presents several
templates that we utilize. One example is the “API-
information” template, where an API includes all
the intents and relevant slots mentioned throughout
the whole dialogue. Although this template may
contain redundant information as some intents and
slots may not be mentioned initially, it allows us to
evaluate the model’s ability to disregard irrelevant
details.

In addition to the listed templates, we explore
several other templates with special tokens such
as “[INTENT] intent name [SLOT] slot name”, as
well as different orderings of intents and slots, such
as “intent name, intent description, slot name, slot
description” and “intent name, slot name, intent
description, slot description”. We conduct an in-
depth analysis of the effects of different cache tem-
plates in the experimental section.

3.2 Retrieval Module

After constructing the cache, we fine-tune a re-
trieval model to effectively retrieve the most rele-
vant and informative information for the dialogue
context. Given a dialogue history c, the TOD
system utilizes a retrieval module to retrieve Top-
N most relevant information s1, . . . , sN from the
cache. Firstly, based on the dialogue history, the
system triggers the retrieval module to generate
an APICALL, which includes relevant mentioned
intents, slots and values. Subsequently, the system
continues to use the retrieval module to generate a
system response based on all previous information.

To ensure accurate retrieval from the cache,
we fine-tune a dense passage retriever (DPR)
model (Karpukhin et al., 2020), which is a BERT-
based dual-encoder framework optimized via con-
trastive learning. Specifically, we obtain the hidden
representation hc for the dialogue history using an
encoder model, e.g., hc = BERTc(c). Similarly,
we use another BERT encoder to obtain the feature
representation hs for each retrieved information
entry from the cache, i.e., hs = BERTs(s). The
similarity between the dialogue history and the re-
trieved information entry is: sim(c, s) = hT

c ⊙ hs.
For each dialogue history, there are n relevant
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Figure 2: Illustration of the end-to-end framework with a simple cache. The left figure shows the generation of
an APICALL, with the retrieval module extracting most relevant information such as slots from the cache. The
retrieved information, combined with dialogue history, is used by the decoder to generate the APICALL. The right
figure depicts the continuation of the dialogue, generating the system response. The system retrieves additional
information from the cache, and incorporate all previous information to generates a system response. The decoupling
of APICALL generation and system response generation aims to provide a clear representation of the framework’s
components and their interactions in an end-to-end setting.

Cache Templates Examples
INTENT: intent name, SLOT: slot name INTENT: findrestaurants, SLOT: city
intent name, slot name, service description,
intent description, slot description

findrestaurants, city, a leading provider for restaurant search and reservations,
find a restaurant of a particular cuisine in a city, city in which the restaurant is located

API-information
api name = FindRestaurants; optArg = has live music, price range,
serves alcohol; reqArg = city, cuisine

Table 1: Several typical templates of the simple cache construction, where each template represents one type of
cache. Some other templates can be found in Table 4.

(positive) entries and m irrelevant (negative) en-
tries, where n and m may vary as each dialogue
history would contain different active intents and
slots. Our objective is to learn a function that min-
imizes the distance between pairs of relevant di-
alogue histories and information entries than the
irrelevant pairs. The corresponding loss function
for a specific pair is as follows:

Lapi(c, s
+
1 , s

−
1 , . . . , s

−
m) = − log

exp(sim(hc,hs+1
))

∑m
j=1 exp(sim(hc,hs−j

))
.

(1)

Once the retrieval module is fine-tuned, it
is incorporated into the end-to-end sequence-to-
sequence task-oriented dialogue generative model.
The parameters of the retrieval module remain fixed
during training of the generative model.

Negative Sampling In the training process, we
employ negative sampling to include retrieved in-
formation entries that are irrelevant to the dialogue
history. We utilize both natural and hard negative
pairs to enhance the robustness and performance of
the retrieval module.

For natural negative pairs, we consider pairs such
as “irrelevant intent, irrelevant slots” as counter-
parts to the positive pairs of “relevant intent, rele-

vant slots”. Additionally, we construct hard nega-
tive pairs that pose a more challenge to the retrieval
module. These hard negative pairs include com-
binations such as “relevant intent, irrelevant slots
from the same relevant intent” and “irrelevant in-
tents that are semantically similar to the relevant
intent, along with relevant slots from the relevant
intent”. By incorporating these hard negative pairs,
we encourage the retrieval module to learn to differ-
entiate between relevant and irrelevant information
effectively.

3.3 End-to-End TOD Systems

Our end-to-end TOD framework generates the API-
CALL and system response in an auto-regressive
manner. Figure 1 provides an example of this
process. The APICALL represents the dialogue
states from the system side, and same with previ-
ous work (Hosseini-Asl et al., 2020; Peng et al.,
2021), it is an intermediate step of the system re-
sponse generation, and they share the same model
framework to generate tokens autoregressively.

For each dialogue turn, the TOD framework trig-
gers the retrieval module twice. The system first
retrieves the Top-N information entries from the
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constructed cache, i.e.,

Top-N info = Retrieval(c) . (2)

Then it generates an APICALL using the retrieved
information, i.e.,

APICALL = TOD(c,Top-N info) . (3)

After that the TOD framework retrieves another
set of Top-N information entries from the cache,
considering the generated APICALL, i.e.,

Top-N info = Retrieval(c,APICALL,APIRESP) , (4)

where APIRESP is automatically obtained from
corresponding API, without the need for prediction.

Finally, the system generates a system response
using the following inputs:

Response = TOD(c, APICALL, APIRESP, Top-N slots) .
(5)

4 Experimental Settings

4.1 Dataset

A substantial number of end-to-end TOD
works (Hosseini-Asl et al., 2020; Peng et al., 2021;
Lin et al., 2020; Yang et al., 2021; Su et al., 2021;
He et al., 2022b; Feng et al., 2023) commonly em-
ploy the MultiWOZ datasets (Budzianowski et al.,
2018; Zang et al., 2020). However, these studies
primarily focus on full-shot and few-shot learning,
with less emphasis on zero-shot evaluation. This
scope for zero-shot evaluation appears somewhat
constrained given that MultiWOZ only has five
domains and approximately 35 slots, all of them
are presented in the training set. In contrast, our
work aims to assess the system across large-scale,
unseen dialogue scenarios. We utilize the Google
Schema-Guided Dialogue (SGD) dataset (Rastogi
et al., 2020c). 1 SGD provides a more expansive
dialogue landscape, with over 16k multi-domain
conversations across more than 16 domains, 26
services and 200 slots. Importantly, half of these
services, intents and slots do not appear in the de-
velopment and test sets. Table 2 summarizes the
statistics of SGD.

4.2 Models

In term of baselines, we adopt (Lin et al., 2020;
Chen et al., 2021) and implement their model
MinTL (BART-Large). We also implement T5DST

1SGD processed dataset.

Dialogues Domains Services ZS Domains ZS Services
Train 16142 16 26 - -
Dev. 2482 16 17 1 8
Test 4201 18 21 3 11

Table 2: Data Statistics of SGD. ZS: Zero-Shot.

from (Lee et al., 2022), which achieves strong per-
formance on MultiWOZ 2.2 (Zang et al., 2020).
Since our end-to-end TOD framework is compat-
ible with existing pre-trained generative models,
we experiment with BART, GPT2 and T5. Interest-
ingly, we found that BART-Large (406M) perform
comparably with T5-Large (770M), despite having
fewer parameters. Moreover, it outperformed many
models developed by teams in DSTC8 (Rastogi
et al., 2020a), where the majority of models are
BERT-based classification models. Thus, we select
BART-Large as our primary backbone model.

Inspired by previous model designs in open-
domain question answering (Lewis et al., 2020b;
Izacard and Grave, 2021), we design two variants
for end-to-end TOD systems. The first, named
Fusion-in-Decoder TOD (FiD-TOD), is illustrated
in Figure 2, In this model, the retrieved information
such as slots, are stacked together. Notably, when
the retrieval model is not incorporated, FiD-TOD
becomes identical to MinTL (BART-Large). The
second variant FiD-TOD-NoStack, is depicted in
Figure 3 and is used as ablation study. In this model,
the retrieved information is not directly stacked,
and instead, the dialogue history is concatenated
with each retrieved information entry and then sent
to the shared encoder.

Regarding the generative model, we truncate the
tokens of dialogue history to 256, and retrieve Top-
5 most relevant information entries from the cache,
unless otherwise specified. For DPR fine-tuning,
we align one hard negative pair to each positive
pair. We employ the preset hyperparameters from
the ParLAI code, 2 such as setting the learning
rate to 5e-5, batch size to 32, etc. Initially, we
conducted experiments with slight alterations in
hyperparameters and observed no statistically sig-
nificant difference on performance. We selected
the best model based on its performance on the
development set.

The retrieve model is fine-tuned up to 3 epochs
based on open-sourced DPR (Karpukhin et al.,
2020), and the generative model is fine-tuned up
to 4 epochs with an overall batch size of 64 on

2ParLAI platform.
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PPL Overall JGA Non-Empty JGA Token EM BLEU-4
MinT (BART-Large) (Chen et al., 2021) 2.385 0.812 0.364 0.497 0.179
T5DST (Lee et al., 2022) 2.419 0.810 0.361 0.491 0.170
FiD-TOD 2.133 0.829 0.431 0.501 0.179

Table 3: Testing results on the SGD dataset.

Cache Templates Top-1 Top-2 Top-3 Top-4 Top-5
INTENT: intent name, SLOT: slot name 0.833 0.882 0.914 0.945 0.960
INTENT: intent name, service description,
intent description, SLOT: slot name, slot description

0.887 0.922 0.952 0.976 0.980

intent name, slot name, intent description, slot description 0.835 0.906 0.928 0.946 0.955
intent name, slot name, service description,
intent description, slot description

0.913 0.943 0.965 0.977 0.981

API-information 0.844 0.927 0.956 0.962 0.967

Table 4: Top-5 retrieval accuracy on the test set of SGD.

Figure 3: Illustration of FiD-TOD-NoStack framework.

8 Nvidia Tesla V100 GPUs. All experiments are
based on public code from the ParLAI platform.

4.3 Evaluation Metrics

We evaluate the end-en-end TOD framework using
the following ParLAI metrics: (1) Top-N accuracy:
It evaluates the retrieval module through checking
whether the ground-truth slot appears in the Top-
N predicted candidates (Karpukhin et al., 2020).
(2) Joint Goal Accuracy (Overall JGA): It evalu-
ates whether the predicted APICALL on both seen
and unseen services is correct or not, specifically.
JGA is 1 if the model correctly predicts all intent,
slots and corresponding values in the APICALL.
Otherwise, JGA is 0. (3) Non-Empty JGA: It eval-
uates whether overall JGA is correct if the model
calls the API on both seen and unseen scenarios. In
SGD, most dialogue turns would not trigger an API
retrieval, resulting in empty APICALLs, and iden-
tifying Empty JGA is relatively quite easy (Chen
et al., 2021). Moreover, most services, intents and
slots in the test set are unseen. Therefore, we fo-
cus on Non-Empty APICALL turns and treat it as

the most crucial metric for evaluating the model’s
performance on both seen scenarios and its zero-
shot generalization ability on unseen scenarios. (4)
Token EM: It evaluates the utterance-level token
accuracy. Roughly corresponds to perfection un-
der greedy search (generative only). (5) Perplexity
(PPL): It measures the generative model’s ability to
predict individual tokens. (6) BLEU-4: It measures
the BLEU score (Papineni et al., 2002) between
the predicted system response and the reference
response.

5 Experimental Results

5.1 End-to-End TOD Performance

Table 3 shows the overall performance on the test
set. FiD-TOD outperforms baselines across most
metrics. Specifically, it improves the essential
NLU metric, i.e., Non-Empty JGA, by 6.7%. This
demonstrates the model’s enhanced capability in
handling both seen dialogue scenarios and, notably,
its capacity for zero-shot handling of unseen sce-
narios. As MinT (BART-Large) corresponds to
the FiD-TOD without the retrieval model from the
cache, this comparison highlights the significant
benefits that our design brings to the handling of
unseen dialogs. Additionally, the other metrics
related to NLG are also slightly improved.

5.2 Retrieval Performance

We hope the model can generalize well as there
could be many new intents and slots in real world.

General As shown in Table 4, our model shows
effective Top-5 retrieval accuracy on the test set,
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PPL Overall JGA Non-Empty JGA Token EM BLEU-4
MinT (BART-Large) (Chen et al., 2021) 1.700 0.876 0.586 0.538 0.221
INTENT: intent name, SLOT: slot name 1.688 0.889 0.633 0.538 0.212
intent name, slot name, intent description, slot description 1.679 0.895 0.661 0.541 0.215
intent name, slot name, service description,
intent description, slot description

1.679 0.894 0.649 0.541 0.212

INTENT: intent name, service description,
intent description, SLOT: slot name, slot description

1.676 0.897 0.660 0.545 0.217

Table 5: Performance of FiD-TOD on the development set with variations of cache templates.

PPL Overall JGA Non-Empty Token EM BLEU-4
MinT (BART-Large) (Chen et al., 2021) 1.700 0.876 0.586 0.538 0.221
FiD-TOD w/ API-information (N=1) 1.653 0.896 0.658 0.543 0.218
FiD-TOD w/ API-information (N=5) 1.655 0.897 0.663 0.544 0.219
FiD-TOD-NoStack 1.683 0.895 0.653 0.543 0.215
FiD-TOD 1.676 0.897 0.660 0.545 0.217

Table 6: Results on development set. By default, retrieval module retrieves Top-5 information entries from cache.

keeping in mind that more than half of the services
and slots are unseen in this set. The model shows
good Top-1 accuracy and above 96% Top-5 accu-
racy, demonstrating strong abilities for handling
both seen and unseen intents and slots. Compared
to only using names, adding related service and
intent descriptions improves the Top-1 accuracy
by more than 5%. This suggests that incorporat-
ing descriptions can enhance the model’s ability to
generalize to unseen dialogue scenarios.

API-information When evaluating the “API-
information”, where a single API entry in the cache
encompasses all intents and slots information for
the whole dialogue. We see that the model has high
Top-1 accuracy and Top-5 accuracy. This suggests
that the model has a high potential to retrieve all the
related intents and slots information with a single
retrieval attempt.

Orders and Special Tokens We test with differ-
ent templates, such as switching orders of intents
and slots, and find no significant differences. We
also find that adding the special tokens “INTENT”
and “SLOT” slightly decreases the Top-1 accuracy.

Negative Sampling Experiments with both nor-
mal and hard negative pairs, including varying num-
bers of hard negative pairs, showed no significant
impact on retrieval performance. This could be
attributed to the fact that, unlike longer passages
in question answering, dialogue intents, slots, and
APIs are generally easier to distinguish when they
are referenced in the dialogue context.

5.3 Performance of Variants of Cache on
End-to-End TOD

As our design involves several templates for the
cache, we aim to assess the impact of various cache
templates on the performance of the end-to-end
TOD system. Table 5 shows that FiD-TOD us-
ing only names already outperforms MinT (BART-
Large), and adding descriptions further improves
the performance. For instance, FiD-TOD with
cache template “INTENT: intent name, service de-
scription, intent description, SLOT: slot name, slot
description” surpassess both MinT (BART-Large)
and FiD-TOD with cache template “INTENT: in-
tent name, SLOT: slot name” by 7.4% and 2.7% in
terms of Non-Empty JGA, respectively.

Influence of Irrelevant Information on the End-
to-End TOD Given the potential emergence of
unseen intents and slots in real-world scenarios, it
is challenging to expect a perfect retrieval module.

In this section, we first investigate the ability of
the TOD to ignore irrelevant retrieved information.
In this section, we first investigate “the TOD’s abil-
ity in learning to ignore irrelevant retrieved infor-
mation”. Table 6 shows the corresponding results.
As described in Sec 3.1, API-information includes
all intents and slots for the whole dialogue. The
retrieval module exhibits an 84.4% Top-1 accuracy
in retrieving all slot information in a single attempt,
as shown in Table 4. However, when setting N to
5, the retriever returns similar yet irrelevant infor-
mation despite a near 100% Top-5 recall accuracy.
This results in the inclusion of lots of irrelevant
intents and slots into the generative model. Interest-
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... ...
SYSTEM: Do you want to make a reservation for 2 people in the restaurant?
USER: Yes, thanks. What’s their phone number?

INTENT: ReserveRestaurant , a popular restaurant search and reservation service , make
a table reservation at a restaurant , SLOT: number of seats , number of seats to reserve at the restaurant
INTENT: ReserveRestaurant , a popular restaurant search and reservation service , make
a table reservation at a restaurant , SLOT: time , tentative time of restaurant reservation
INTENT: ReserveRestaurant , a popular restaurant search and reservation service , make
a table reservation at a restaurant , SLOT: date , tentative date of restaurant reservation
INTENT: ReserveRestaurant , a popular restaurant search and reservation service , make
a table reservation at a restaurant , SLOT: restaurant name, name of the restaurant

RETRIEVAL:
(Predicted Top-5)

INTENT: ReserveRestaurant, a popular restaurant search and reservation service , make
a table reservation at a restaurant , SLOT: location , city where the restaurant is located

APICALL: (Gold)
api name = ReserveRestaurant ; date = 2019-03-01 ; location = San Jose ; number of seats = 2 ;
restaurant name = Sino ; time = 11:30

APICALL: (Predicted)
api name = ReserveRestaurant ; date = 2019-03-01 ; city = San Jose ; party size = 2 ;
restaurant name = Sino ; time = 11:30

APIRESP:
city = San Jose ; cuisine = Asian ; has live music = False ; phone number = 408-247-8880 ;
price range = moderate ; restaurant name: Sino; serves alcohol = False ; street address = 377 Santana Row

SYSTEM: The phone number is 408-247-8880.

Table 7: A predicted example on the development set. Red colors indicate incorrect predictions and light blue colors
indicate correct slots.

ingly, “API-information (N=1)” performs similar
to “API-information (N=5)”, suggesting that the
TOD is capable of learning to ignore irrelevant re-
trieved information.

Second, we investigate “if the TOD generator
relies more on the retriever when all retrieved in-
formation entries are stacked together”. In pursuit
of this objective, we compare FiD-TOD and FiD-
TOD-NoStack, with the difference being whether
the retrieved information entries are handled collec-
tively or separately. As shown in Row 3 of Table 6,
FiD-TOD-NoStack performs slightly worse when
not stacking all retrieved information directly with
a single dialogue context. This could be attributed
to the design of FiD-TOD-NoStack, which results
in repeated dialogue context during each retrieval
attempt and may hinder the retrieved information.

Error Analysis Despite the retrieval module
demonstrating relatively high Top-5 accuracy, there
is still room for improvement in the Joint Goal Ac-
curacy (JGA). Therefore, we examine potential
reasons for this discrepancy. Table 7 shows one
most frequently appeared error type, where the re-
trieval module successfully retrieve Top-5 informa-
tion entries from the cache. In terms of APICALL
prediction, the TOD accurately generates the in-
tent and associated values. Among the generated
slots,“city” and “party size” are semantically sim-
ilar to “location” and “number of seats”, respec-
tively. However, the two generated slots are incor-
rect as they belongs to different services. Upon

further inspection, we find these terms are from the
training cache. This suggests that the TOD genera-
tor does not completely rely on the retriever, and it
tends to memorize the training slot information en-
tries from the training cache, pointing towards the
need for better generalized abilities. Furthermore,
approximately 20% dialogue turns on the develop-
ments set shows this issue, suggesting a huge space
to improve the performance. We hypothesize that
data augmentation, such as entity replacements in
dialogue history, could be one possible way to mit-
igate this problem. We leave further exploration of
this issue to future work.

6 Conclusion

This paper aims to improve performance of end-to-
end TOD systems with a simple cache. We first con-
struct a simple cache with intents and slots and fine-
tune a retrieval module to retrieve most relevant
information entries. We then train the end-to-end
TOD model to reference and ground the dialogue
history and the retrieved information while per-
forming TOD generation. Experimental results on
a large-scale SGD dataset show that our approach
has superior performance over strong baselines.
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Abstract
Recent transformer-based approaches to multi-
party conversation generation may produce syn-
tactically coherent but discursively inconsistent
dialogues in some cases. To address this is-
sue, we propose an approach to integrate a di-
alogue act planning stage into the end-to-end
transformer-based generation pipeline. This
approach consists of a transformer fine-tuning
procedure based on linearized dialogue repre-
sentations that include special discourse tokens.
The obtained results demonstrate that incorpo-
rating discourse tokens into training sequences
is sufficient to significantly improve dialogue
consistency and overall generation quality. The
suggested approach performs well, including
for automatically annotated data. Apart from
that, it is observed that increasing the weight of
the discourse planning task in the loss function
accelerates learning convergence.

1 Introduction

The popularity of dialogue systems has resulted in
an increased demand for their utilization in vari-
ous applications. Existing approaches are largely
focused on two-party conversations, which is appli-
cable in chat-bots and assistance systems (Shang
et al., 2015; Wang et al., 2015; Young et al., 2018;
Gu et al., 2019). At the same time, there is another
type of dialogue, known as multi-party conversa-
tions (Traum, 2003; Uthus and Aha, 2013; Ouchi
and Tsuboi, 2016; Le et al., 2019). In this case,
several interlocutors are involved in the dialogue,
and the dialogue tree, consisting of successive ut-
terances, is wide enough. This type of dialogue can
be observed in Internet forum discussion threads.

Due to the complexity of the structure of MPC
dialogues, it becomes more challenging for the
base seq2seq models to generate response texts.
Multi-task learning and external knowledge can
be considered to simplify the utterance generation
task. To this end, we additionally leverage the the-
ory of dialogue acts (Stone et al., 2013; Zhang et al.,

Whatever you do, never remove dinner time. That's
the only time of the day i can  take a shower.

You should ask them to also expand DT to
30 minutes again so you can catch a few

minutes sleep.

Sleep? Why sleep
when you have coffee

Sleep is for the weak... But half an hour
would be cool since i can grab some food...

Is this a B4R post? :)
(It's a JOKE people!)

Humor Disagreement

Elaboration Humor

Figure 1: A manually annotated discourse tree for the
multi-party dialogue. The color identifies the speaker.

2017), which shows by which discourse rhetorical
relations (more precisely, dialogue acts) the indi-
vidual utterances of the dialogue are connected.
Figure 1 shows an example of such a structure.

Our major idea is that the use of dedicated dis-
course tokens to both input and target texts will en-
hance the coherence of discourse and consequently
the overall quality of generation.

To illustrate, let us examine the following exam-
ple of a help request forum thread. Initially, the
user describes a problem and seeks advice. Subse-
quently, multiple dialogue turns occur, culminating
in the following phrases:

- [answer] reinstall OS/get a new
HDD/SSD
- [disagreement] really? My HDD was
working right until yesterday...

Here, discourse relations demonstrate that the
last utterance is indicative of a disagreement rather
than a question. Accordingly, the next appropriate
utterance should contain an inquiry to resolve the
user’s initial problem. Our discourse-based model
generated “is your HDD in safe mode?”, while the
base model outputted “The answer is no.”, which is
much more distant from the corresponding ground-
truth utterance, “how long have you had your PC?”.
This shows the advantage of the discourse-based
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model, as it first plans out discourse relations be-
fore generating text tokens.

Generally speaking, we suggest multi-task learn-
ing consisting of dialogue acts planning and re-
sponse generation joined in the single pipeline. We
integrate discourse tokens into a two-stage pipeline
for MPC generation (see Section 3.1 for details).
Its first stage is used to identify a speaker and an
addressee at the current step, whereas the second
stage is used to generate the current response text.
The first part is quite challenging, but recent studies
allow one to solve it qualitatively (Le et al., 2019;
Gu et al., 2021). At the same time, only base mod-
els were researched for the second stage, leaving
the relevance of discourse usage in dialogue gener-
ation unexplored. Therefore, we mainly focus on
the second stage.

The task can be formalized as a graph2text,
within which the BART and T5 models have al-
ready been partially investigated. Key part here is
a linearization technique that was used for some
graph structures (Ribeiro et al., 2020; Kale and
Rastogi, 2020), but not for the discourse structure
and dialogue generation yet. Thus, we suggest inte-
grating dialogue acts into the linearization of MPC
graphs.

Our contributions can be summarized as follows:

• We suggest multi-task learning consisting of
dialogue acts planning and response genera-
tion to improve the transformer-based MPC
generation pipeline.

• We analyze the importance of having dis-
course tokens in both parts of seq2seq lin-
earized input pairs.

• We show that the transformer-based approach
converges faster if it has more weight in the
loss related to the dialogue acts planning task.

The code is available at https://github.com/
alchernyavskiy/discourse_mpc_generation.

2 Related Work

In this paper, we consider multi-party conversations
(MPCs). The process of generation is generally
split into two stages since it consists of several
entire tasks. Ouchi and Tsuboi (2016) presented a
task of identifying the speaker and the addressee
of an utterance (first stage), and recent approaches
have been aimed at improving results in this task
(Le et al., 2019; Gu et al., 2021).

At the second stage, associated with the re-
sponse generation task, some approaches use GCN
to encode the complex MPC structure (Hu et al.,
2019). It intended to improve prior recurrent neu-
ral network-based sequence-to-sequence (seq2seq)
generation models (Luan et al., 2016; Serban et al.,
2017). At the same time, it was shown that re-
cent transformer-based approaches, such as BART
(Lewis et al., 2020) and T5 (Raffel et al., 2020),
achieve top results in various generation tasks, in-
cluding dialogue generation. Therefore, BART and
T5 are commonly used as the base generation mod-
els in recent approaches. For instance, Li et al.
(2021b) uses the BART as a backbone to train the
model that considers long-range contextual emo-
tional relationships.

Moreover, recent transformer-based approaches
effectively solve graph-to-text generation tasks.
Ribeiro et al. (2020) demonstrated that BART and
T5 outperform various GNNs trained to encode
AMR graphs in the AMR-to-text task. Similarly,
Kale and Rastogi (2020) indicated that pre-training
in the form of T5 enables simple, end-to-end mod-
els to outperform pipelined neural architectures
tailored for data-to-text generation. The key factor
here is that any graph can be linearized, and Hoyle
et al. (2021) showed that transformers are invari-
ant to the method by which graphs are linearized.
Thus, we do not explore ways of linearizing dia-
logue graphs augmented by discourse relations, but
choose one of the most reasonable ones.

Discourse parsing of multi-party conversations
is an adjacent direction that is gaining popularity.
There are several works where the dialogues were
analyzed in terms of discourse structure ad dis-
course relations parsing (Afantenos et al., 2015; Shi
and Huang, 2019; Wang et al., 2021; Koto et al.,
2021). Despite this, there are not a large num-
ber of publicly available datasets with discursively-
annotated dialogues. Basically, all comparisons
are conducted for the STAC dataset (Asher et al.,
2016), which is quite small. As far as we know, the
only large publicly available dataset is the CDSC
dataset (Zhang et al., 2017). The main difference
in our research from this direction is that we do
not aim to suggest a novel discourse parser. At
the same time, we use existing parsers and explore
the importance of using discourse in the applied
generative task.

Our idea of generating discourse relations in
dialogues comes from the story-telling task. To
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Figure 2: End-to-end MPC generation pipeline. The
colors represent the speakers and are chosen as an ex-
ample.

facilitate discourse coherence, some researchers
proposed neural text generation based on discourse
planning with an auxiliary model (Ji et al., 2016;
Harrison et al., 2019; Chernyavskiy, 2022). How-
ever, in the case of dialogues, discourse structure
has been explored only in the context of summa-
rization and machine reading comprehension tasks
(Feng et al., 2021; Li et al., 2021a).

3 Methods

3.1 End-to-End MPC Generation Pipeline

Figure 2 illustrates the end-to-end pipeline of multi-
party conversation generation, which consists of
several main steps at each dialogue turn. This
pipeline implies that the next turn speaker selec-
tion can be separated from the response selection.
There are also united approaches, but we do not
consider them in this paper.

Firstly, the next speaker should be selected.
Then, we should decide to which utterance it re-
sponds, or in other words, select the addressee of
the generating utterance. Both these steps (1→ 2
and 2→ 3 in Figure) are typically combined into a
single stage.

In this paper, we investigate the last generation
phase (step 3 → 4 in Figure), namely the text
generation for the current utterance. In our case,
we also distinguish the dialogue act planning sub-
stage that consists of selecting the edge type in
terms of dialogue acts.

3.2 Linearization
This section describes linearization of graphs rep-
resenting multi-party dialogues annotated by dis-
course relations, in addition to the main MPC fea-
tures. As it was mentioned above, we do not have
the goal of tuning the linearization technique, and
we have chosen one of the most reasonable ones.

The graph structure can be converted to a se-
quence by sorting the utterances by time. Each
utterance and its meta can be linearized according
to the following way. Firstly, we should assign
an utterance id and indicate the current speaker.
Then we must specify which addressee statement
to respond to and how to respond to it (discourse
relation). Finally, we should produce the next utter-
ance text. To handle the first two steps, we suggest
to use special tokens as the identifiers of speakers
and utterances: {⟨si⟩} and {⟨ui⟩} correspondingly.
For instance, a linearized i-th utterance written by
the j-th speaker in response to the k-th utterance
looks like as follows:

“⟨ui⟩ ⟨sj⟩ ⟨relation⟩ ⟨uk⟩ response text”

Also, we use a separator token to join single
utterances and get full representation of the current
dialogue state. To specify an utterance to respond
to at the current turn, we add its representation
to the end of the dialogue sequence. We use the
resulting representations as the inputs of seq2seq
models. Figure 3 demonstrates an example of the
MPC dialogue linearization procedure.

We passed the target seq2seq texts to the model
in the following format: “⟨relation⟩ response text”.

It should be highlighted that the response text
is generated following discourse relations. Conse-
quently, its tokens are produced with an attention
mechanism that takes into account the discourse
token. Moreover, the transformer-based language
modeling approach allows us not to use a special
auxiliary model like in (Ji et al., 2016; Harrison
et al., 2019).

3.3 Model and Loss Function
We use BART and T5 as the base transformer mod-
els due to their state-of-the-art performance in var-
ious text generation and graph-to-text generation
tasks.

In our approach, discourse tokens are planned
first and an auxiliary model is not required, their
importance can be adjusted through weights in the
loss function. To this end, we employ the weighted
cross-entropy loss:
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1. Whatever you do, never
remove dinner time...

3. Is this a B4R
post? :) (It's a
JOKE people!)

2. You should
ask them to

also expand...

4. Sleep is for
the weak... 

1 2 3 4
R24R12

R13

Time

Speaker 1
(<s1>)

Speaker 2
(<s2>)

Speaker 3
(<s3>)

<u1> <s1> <unk> <init> Whatever you do,
never remove dinner time... [sep] <u2> <s2>
<R12> <u1> You should ask them to also
expand... [sep] <u3> <s3> <R13> <u1> Is
this a B4R post? :) (It's a JOKE people!)
[sep] <u4> <s1> <R24> <u2> Sleep is for
the weak... 

HumorElaboration

Disagreement

Figure 3: Example of the discursively-annotated MPC linearization process. Firstly, all nodes are ordered temporally,
forming a chain. Then, it is transformed to text representation using special tokens to display meta information: ⟨ui⟩
are used for utterance ids, ⟨si⟩ are tokens for speaker ids (are signified by colors), and ⟨Rij⟩ are used for relations.
Additionally, an ⟨init⟩ token is introduced due to the fact that the first replica does not have an adressee.

L = − 1

|S|

|S|∑

j=1

|Dall|∑

i=1

w(yj)I{xi = yj} log(p(xji))

(1)

w(y) = αI{y ∈ D}+ I{y /∈ D} (2)

Here, |S| is the target sequence length, |Dall|
is the full vocabulary size, p(xji) is the predicted
probability of the i-th token for the place j, and yj
is the target token. I denotes an indicator function.
D is the predefined set of discourse tokens, and α is
the weight related to the dialogue acts planning task.
When the α coefficient is zero, we actually provide
the standard response generation task instead of the
multitask learning.

The described approach is quite intuitive, but at
the same time, it allows for significant improve-
ment of the quality of generation and acceleration
of convergence, as demonstrated in Section 5.

4 Datasets

This section presents the discursively-annotated
datasets used for evaluation.

4.1 CDSC

First, we utilize the largest manually annotated
dataset of dialogue acts in online discussions,
namely the Coarse Discourse Sequence Corpus
(CDSC) proposed by Zhang et al. (2017). It con-
tains ∼9K Reddit threads (in English), with com-
ments annotated with 9 main discourse act labels
that were designed to cover general discourse and
an “other” label. It should be highlighted that, to
the best of our knowledge, this dataset is the only
open-source dataset that is sufficiently large and
includes discourse act labeling.

The list of the dialogue acts used in the dataset is
the following: “Question”, “Answer”, “Announce-
ment”, “Agreement”, “Appreciation”, “Disagree-
ment”, “Negative Reaction”, “Elaboration”, “Hu-
mor”, “Other”.

There exists some missing values in the data, and
we replace them with the ⟨unk⟩ special token. We
splitted the data into training and test sets with a
ratio of 6:1. As a preprocessing, we removed in-
stances with missing values and all non-ascii char-
acters from texts.

4.2 Movie Reddit Dataset

No other large-scale, discursively-annotated open
datasets for the MPC generation task are available,
and manually-labeled data is not typically accessi-
ble in real-world applications. Therefore, we col-
lected our own dataset and labelled it automatically
to increase the significance of the findings.

Similar to CDSC, we parsed threads from Reddit
(the largest open source of dialogues), but focused
primarily on the movie domain since it does not re-
quire any specific knowledge and is generally con-
sidered for the conversation analysis tasks (Zhou
et al., 2018). We collected roughly 90k dialogues
from the 25 most popular Reddit subthreads dis-
cussing movies, series and TV shows. To obtain
discourse acts labels, we trained our own discourse
parser from scratch based on the CDSC dataset.
Existing parsers are trained using much smaller
datasets and operate with other discourse relations,
making evaluation inconvenient. We chose the
Two-Stage discourse parser (Wang et al., 2017) as
the model architecture, since it is open-source and
has obtained SOTA results for dialogue discourse
parsing. The entire procedure for preprocessing
and input data construction used is identical to that
of CDSC.
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5 Experiments

This section discusses implementation details and
experiment results, including human evaluation.

5.1 Implementation Details

We fine-tuned the base-sized BART and T5 models
(139M and ∼220M parameters respectively). The
maximum source length was set to 1024, and the
maximum target length was set to 64 (these values
were estimated using the training set). The models
were trained on batches of size 2 with a learning
rate of 2e-5 during 5 epochs. Other hyperparame-
ters were used by default.

Each model was trained on the GPU Tesla V100
32G for approximately 10 hours.

5.2 Discourse Planning Importance

We use the popular ROUGE-based (Lin, 2004) and
BLEU-based (Papineni et al., 2002) scores to au-
tomatically estimate the overall generation quality.
We calculate it based on the target texts cleared of
discourse tokens.

We conducted experiments for the three settings
of the dataset used for fine-tuning: (1)D containing
discourse relation tokens in both source and target
texts; (2) D1 only containing discourse relations in
source texts; and (3) D2 having no discourse rela-
tions at all (is considered as the baseline model).

We selected the weight α for discourse planning
as 100 using grid search for the D setting. Results
further detailed in Section 5.4 indicate that it is
better to choose the weight of discourse tokens
in the loss function larger than the rest. At the
same time, the difference for large values is not
significant, so we chose the same value of α for
both datasets. This weight was not used for D1 and
D2 since they do not contain dialogue act tokens in
the target texts. Additionally, it should be noted that
D1 can be considered an equivalent for D, where
the α coefficient is set to 0 and dialogue acts are
not being planned.

Table 1 presents the F1-scores for the ROUGE-
based and BLEU-based metrics for the BART
model. The results demonstrate that the model
incorporating discourse planning (setting D)
achieved the highest scores and was significantly
superior to the other models. This indicates that
discourse planning simplifies the generation of re-
sponse texts, even for BART.

Furthermore, for the Movie Reddit dataset, the
results in setting D1 outperform those those in

setting D2. It follows that in the case when the
training dataset is large and comprises more ex-
amples of discourse dependencies, incorporating
dialogue act markers in input texts can also be ben-
eficial. Nevertheless, the maximum quality boost
is obtained precisely when training the auxiliary
discourse planning task (in setting D).

The metrics for D are slightly lower for the
Movie Reddit dataset than for the CDSC. This is
primarily attributed to the fact that all dialogue acts
in Movie Reddit were labeled automatically, which
can lead to inaccurate labels. However, the results
remain consistent between the two datasets, and
the model featuring a discourse planning stage per-
forms significantly better than the base model, even
considering the automatically labeled data.

Table 2 demonstrates results for the T5 model.
The language modeling quality is slightly inferior
to that of BART, which may be due to a suboptimal
hyperparameter selection. The decreased quality
in the last rows may be attributed to the use of an
extended tokenizer with discourse tokens (never-
theless, this assumption should not greatly affect
the quality). At the same time, hyperparameter
search was not our primary objective, and the re-
sults confirm that with an appropriate selection of
hyperparameters, discourse planning greatly im-
proves generation quality.

5.3 Human Evaluation

To enhance the evaluation as well as cover aspects
that cannot be assessed by automatic metrics, we
conducted a human evaluation. Here, the main goal
was to compare texts generated by two BART mod-
els: the base model and the model trained via multi-
task learning. For each instance, the experts were
tasked with choosing which of two options was the
best for continuing the dialogue (or whether they
were equal), as well as evaluating each option on
a 3-point scale according to the criteria of consis-
tency (coherence) and meaningfulness. Coherence
assessed the relation between the current utterance
and the addressee, as well as the overall logic of
the dialogue, while meaningfulness assessed the
semantic load of the utterance in its general context.
The two scales were rated on a scale of 0-2, with 0
representing a bad prediction, 1 representing a gen-
erally normal prediction with some inaccuracies,
and 2 representing a prediction close to perfect.
In order to ensure reliability in the evaluation, the
options were shown in random order.
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Dataset Setting ROUGE-1 ROUGE-2 ROUGE-L BLEU-1 BLEU-2
CDSC D [full discourse data] 9.34 0.66 8.37 8.68 0.32

D1 [no discourse in resp.] 7.39 0.48 6.64 6.53 0.30
D2 [no discourse at all] 7.44 0.43 6.71 6.58 0.32

Reddit D [full discourse data] 8.89 0.58 7.96 8.11 0.17
D1 [no discourse in resp.] 7.76 0.54 7.07 6.80 0.20
D2 [no discourse at all] 7.45 0.51 6.77 6.47 0.17

Table 1: Performance of BART-based models on the CDSC and Movie Reddit test sets for different variants of
training datasets (denoted as settings). We use F1-scores for the ROUGE-based metrics. D uses discourse relations
in both source and target texts in seq2seq training, D1 has responses cleared of discourse relations, and D2 is
the dataset without discourse relations at all (is used to train the baseline model). Here, STD ≤ 0.6 in cases of
unigram-based metrics and STD ≤ 0.1 in cases of bigram-based metrics.

Setting ROUGE-1 ROUGE-2 ROUGE-L BLEU-1 BLEU-2
D [full discourse data] 8.81 0.50 7.87 8.02 0.25
D1 [no discourse in resp.] 7.06 0.39 6.36 6.12 0.25
D2 [no discourse at all] 6.94 0.41 6.24 5.96 0.21

Table 2: T5-based model performance on the CDSC test set for different training datasets and α coefficients.

Model # better Coherence Meaning.
Base 62 1.11 1.32
Disco 83 1.32 1.33

Table 3: Human evaluation results on the subset of
200 dialogues from the CDSC test set. “Base” refers to
the base BART model and “Disco” refers to the model
trained via dialogue acts planning.

Table 3 presents the obtained results for 200 ran-
dom dialogues from the CDSC test dataset. Here,
the scores are averaged across the corpus. We
can see that responses produced by the custom ap-
proach are preferable in more cases. This is mainly
because the discourse-based model’s responses are
more coherent and more appropriate for continuing
the dialogue, despite perhaps less semantically ap-
propriate formulations (the task of generating texts
for some dialogue acts is quite challenging). Al-
though the overall improvement is not substantial,
there is a considerable progress in the aspect of
consistent dialogue generation.

5.4 Convergence Speed

In this section, we evaluate the convergence speed
of our model. The rate of convergence can be es-
timated in several ways, and in this case we have
chosen one of them, which is related to estimat-
ing the fewest number of steps to get high quality.
For early quality estimation, we train models for
a smaller number of steps (2 epochs) with vary-

ing values of the α coefficient in the loss function
to indicate the importance of the discourse plan-
ning task. These values are 1, 10, 30, 100 and 200.
We measure the quality of discourse tokens using
Accuracy and the quality of response texts using
F1-based ROUGE-L.

Figure 4 demonstrates the results that reveal a
strong correlation between Accuracy and ROUGE
values, suggesting that improved discourse plan-
ning improves the overall quality of language mod-
eling. Furthermore, these results indicate that the
approach converges faster (reaching optimal qual-
ity at earlier epochs) if the discourse planning task
has more weight. For instance, increasing α from
1 to 100 yields a significant increase in the conver-
gence speed of the training process, requiring far
fewer steps to attain the best possible generation
quality.

6 Discussion

In this section, we partially explain how discourse
improves generation quality for the model trained
using discourse planning and demonstrate differ-
ences using concrete examples.

6.1 Error Analysis

In order to analyze which dialogue acts the
discourse-based model actually plans and which of
them can improve the overall quality of language
modeling, we compare the quality of dialogue acts
planned by the base and the discourse-based BART
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Figure 4: Discourse Accuracy (blue line) and ROUGE
(red line) scores depending on α for the CDSC test set.

models. As the base model does not explicitly gen-
erate dialogue acts, our trained discourse parser
was used to label them. The corpus used for train-
ing also contains unlabeled instances, which are
not taken into account in our analysis.

Figure 5 demonstrates the confusion matrices
for both the base and custom models. The correct
labels were taken from the dataset. The results
illustrate that the base model achieves only an ac-
curacy of 0.315, whereas the custom model gets
0.615. The task is complicated by the fact that
the dialogue can be continued in various ways and
often there is no single correct dialogue act.

The confusion matrix for the discourse model
is closer to diagonal, indicating improved perfor-
mance. A standout feature is that the custom model
successfully plans not only common relations, such
as Elaboration and Answer, but also rarer ones. So,
the discourse-based model more accurately deter-
mines when it is necessary to thank the interlocutor
(Appreciation), and when to ask a clarifying ques-
tion (Question). Interestingly, the discourse model
predicts better even such relations as Disagreement
and Humor. Some relations are quite non-trivial,
and even with the right relations planned, it can
be challenging for the model to generate the cor-
rect words to achieve the highest automatic gen-
eration metrics. However, as seen in Section 5,
the right choice of dialogue acts is a step towards
high-quality generation.

6.2 Generation Examples

Figure 6 shows examples of dialogues generated
by the base BART model and the BART model
fine-tuned using discourse tokens. We focus on the
generation of the last utterance, as this is the second
stage of the general generative MPC pipeline.
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Figure 5: Confusion matrices of dialogue act planning
for the CDSC test set for the base BART (top) and
discourse BART (bottom) models.

The first example demonstrates a simple dia-
logue with only two speakers. Even in such sce-
narios, the base BART model may struggle. In this
instance, the base model attempted to answer the
question “maybe an endgame companion?”, while
completely disregarding the context of the conver-
sation. At the same time, the discourse planning
model was able to respond in a more logical and
reasonable manner, continuing the topic and aim-
ing to achieve the initial goals of the first speaker
by asking a new question.

The second dialogue presented appears to be a
chain, with three speakers. One can see that the
most pertinent relations for this dialogue are “agree-
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Seeing the sentry bots in the "atom bomb baby" trailer, they
look cool as all hell. I've always liked sentry bots and
wanted one as a companion, but i've never seen a sentry
bot companion in any of the games. has there been a sentry
bot companion? what are your opinions and thoughts?

 You could have a sentry bot under your control in the
Fallout 3 Anchorage DLC but it wasn\'t really the same. I
don\'t think they would put a sentry bot in as a companion
because they\'re extremely powerful with a missile launcher
and a gatling laser/minigun.

GT:  maybe an endgame companion? like you had to go to the
main city, and do a large high level quest. so then it wouldn't be
overpowered for the levels you were facing

Base: I really enjoyed the idea of a companion

Discourse: <question> what about a sentrybot companion but
like the other ships, does it work like I'd expect?"

Suppose I am buying a Copper and have 2 Traders in my
hand. Can I use both simultaneously and instead of gaining
the Copper, gain 2 silvers? Or do they have to be used one
after the other - replacing the Copper with a Silver and then
replacing the Silver with another Silver - leaving me with
only 1 silver? 

Well I think the issue is that you replace it. So either way it
happens the second one fails with no target. This game
doesn't have simultaneously action.

GT:  yeah you play one card then the other. so you would
buy a copper then reveal trader 1 and gain a silver instead.
then you reveal trader 2 and instead of gaining that silver
you gain the next silver on the pile and put the first one back
on top.

Base: Ah I see.

Discourse: <agreement> I think the issue is that the first
time you replace, you have to gain 1 silver - so you can't
replace the silver"

Detroit Tigers, please win this series, in the name of all that
which is not red-necked and evil.

Nolan Ryan is awesome and George W would have actually
made a good commissioner. No need to hate.

Wouldn't it have been nice if Bush
could have been commissioner
instead of Governor and President... 

Absolutely

GT:  Why exactly would he have made a good
commissioner?

Base: Don't hate your boss, just take a swing at him.

Discourse: <agreement> Yes, and Ryan actually made a
very good commissioner

 I keep trying to do this newer set-up so I can use it in my
No WW and Ganonless runs, but it fails sometimes and I
can't figure out why. Can anyone give me a hand?

that set up is kind of hard to do. I recommend you use this
one instead, its a lot easier and more consistent.
https://www.youtube.com/watch?v=tAZLppTvMfo (skip to
2:16:20). ...

GT:  I like this set-up a lot. I'll give it a shot! Thank you

Base: I have this set up in GAL for no WW (although I
would like to add that for a pvp) and it's kinda annoying. This
version works great in no WW as well as Ganonless. It's still
a tricky one to find if you do it by pressing left+right

Discourse: <appreciation> Cool, that helped the most. I'll
give it a go then.

Figure 6: Examples of generated dialogues with the ground-truth reply (GT) and options generated by the base and
discourse approaches. Node color is used to identify the speaker and arrows on the edges indicate the addressees.
The task is to generate the utterance text for the empty node. Here, “Base” refers to the base BART model and
“Discourse” refers to the BART model fine-tuned using special discourse tokens. The discourse-based model also
produces discourse tokens which are shown in italics.

ment” and “disagreement”, given the introduction
of a new speaker. Nevertheless, the base model
chooses options with “appreciation”, which does
not contribute to dialogue continuation.

The third example (bottom left in the Figure)
demonstrates a dialogue with a more intricate struc-
ture, making the planning of discourse relations
more challenging. There exist several ways to
move the dialogue forward, and the chosen “agree-
ment” relation allows the discourse-based model to
generate an utterance that is not removed from the
context.

The final example shows the case in which the
“appreciation” token is sufficient for the discourse-
based model to generate a concise, suitable answer

without excessive detail.
It is important to emphasize that the base model

is still capable of producing valid responses due
to its element of randomization in the sampling
process. Nevertheless, the accurate choice of a
discourse relation (dialogue act) at the start signif-
icantly simplifies the search for alternatives and
almost always results in valid responses.

7 Conclusion and Future Work

In this paper, we explored the effectiveness of trans-
former fine-tuning based on discourse dialogue acts
planning for the multi-party conversation genera-
tion task. We evaluated our approach on the largest
manually and automatically annotated datasets of
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dialogues from Reddit.
The evaluation including automatic and human

assessments revealed that incorporating special dis-
course tokens into the linearized training sequences
could significantly improve the generation metrics
and is an important step towards coherent genera-
tion. The proposed approach performed well even
on the automatically annotated dataset, and increas-
ing the weight of discourse tokens in the loss func-
tion further accelerated learning convergence.

Future work includes the analysis of other types
of linguistic information (such as syntactic and
semantic relations), other ways of integrating them
into the training process, as well as experiments for
alternative MPC generation pipelines.

8 Ethics and Broader Impact

The training of large transformer-based models is
one of the reasons leading to global warming. How-
ever, we do not train these models from scratch and
use the fine-tuning procedure. Moreover, we con-
sider only the base variants of the models that have
a lower number of trainable parameters.

9 Limitations

The proposed approach is not limited to the English
language or BART/T5 approaches. The main limi-
tations are the presence of annotated data that can
be acquired manually or with the help of a parser,
and the seq2seq nature of the transformer-based ap-
proach. As with most conversational agents, there
are possible adverse impacts, like spreading harm-
ful or hateful messages or misinformation. Models
mainly learn the training dialogues, and most of
these issues can be addressed through proper pre-
processing or the selection of appropriate datasets.
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Abstract

Annotation of discourse relations is a known
difficult task, especially for non-expert anno-
tators. In this paper, we investigate novice
annotators’ uncertainty on the annotation of
discourse relations on spoken conversational
data. We find that dialogue context (single
turn, pair of turns within speaker, and pair
of turns across speakers) is a significant pre-
dictor of confidence scores. We compute dis-
tributed representations of discourse relations
from co-occurrence statistics that incorporate
information about confidence scores and dia-
logue context. We perform a hierarchical clus-
tering analysis using these representations and
show that weighting discourse relation repre-
sentations with information about confidence
and dialogue context coherently models our an-
notators’ uncertainty about discourse relation
labels.

1 Introduction

Discourse relations (DRs) are those relations such
as Elaboration, Explanation, Narration, which hold
between discourse units. The task of labeling
DRs is known to pose difficulties for annotators
(Spooren and Degand, 2010), as sometimes more
than one interpretation may be possible (Scholman
et al., 2022; Webber, 2013).

Recent studies have shown that allowing for mul-
tiple labels in annotation can improve the perfor-
mance of discourse parsers (Yung et al., 2022).
Scholman et al. (2022) test different label aggrega-
tion methods in a crowdsourced corpus annotated
by 10 workers and find that probability distribu-
tions over labels better capture ambiguous interpre-
tations of discourse relations than majority class
labels. (1) shows an example from their corpus,
where the relation between the second and third
sentences (in italics and bold, respectively), was
interpreted as Conjunction by four annotators and
Result by five annotators.

(1) It is logical that our attention is focused on
cities. Cities are home to 80% of the 500
million or so inhabitants of the EU. It is in
cities that the great majority of jobs, com-
panies and centres of education are located.
(adapted from DiscoGeM, Europarl genre;
Scholman et al., 2022, italics and bolding are
ours.)

Annotating the discourse relation between these
two sentences with both Conjunction and Result
captures different possible interpretations of the
relation between these segments. For example, the
two sentences may contain two conjoined facts
about cities, but can also be perceived as describ-
ing a causal relation between the first and second
sentence (i.e., as cities are home to the largest part
of the population, most jobs, companies and educa-
tional institutions are located there).

In this work, we investigate which relations are
distributionally similar or co-occurring in multil-
abel annotations of spontaneous conversations. We
are particularly interested in how novice annota-
tors interpret discourse relation categories when
annotating spoken conversational data. We collect
annotations of DRs from Switchboard telephone
conversations (Godfrey et al., 1992), allowing for
multiple labels, and ask for confidence scores. We
find that confidence scores vary significantly across
dialogue contexts (single turn vs. pairs of turns
produced by the same speaker vs. pairs of turns
produced by different speakers). We incorporate in-
formation about these three dialogue context types
and confidence scores into distributed representa-
tions of discourse relations. A clustering analysis
shows that discourse relations that tend to occur
across speakers cluster together, while discourse re-
lations which tend to occur within a speaker, either
in the same turn or different turns, form their own
cluster.
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2 Annotation of Discourse Relations

Our analyses are built on the dataset collected in
López Cortez and Jacobs (2023), who selected 19
conversations from Switchboard1, a corpus con-
sisting of telephone conversations between pairs of
participants about a variety of topics (e.g. recycling,
movies, child care). We chose this corpus because
it contains informal, spontaneous dialogues, and
because it has been used within linguistics in var-
ious studies on conversation (Jaeger and Snider,
2013; Reitter and Moore, 2014).

2.1 Discourse Units

An initial set of turns for annotation was selected by
using spaCy’s dependency parser (Honnibal et al.,
2020, version 3.3.1) to select turns with two or
more ROOT or VERB tags. We define a turn as
each segment of dialogue taken from Switchboard.
We note that an utterance produced by one speaker
(A) may take place during a continuous utterance
by another speaker (B). Switchboard splits A’s ut-
terance into two turns in these cases. We return to
this point in the Discussion.

We manually segmented these turns into elemen-
tary discourse units (EDUs). The main criteria for
segmenting turns into EDUs was that the unit per-
forms some basic discourse function (Asher and
Lascarides, 2003). By default, finite clauses are
considered EDUs, as well as comment words like
“Really?” or acknowledgments such as “Uh-huh”
or “Yeah.” Cases of interruptions and repairs were
segmented if they constituted a turn in Switchboard,
as in example (2a), and when they contained a verb,
as in example (2b). Cases of repetition as in (2c)
were not considered separate EDUs. We segmented
disfluencies (“uh”) and some non-verbal communi-
cation (“[laughter]”) but we did not select these for
discourse relation labeling.

(2) a. B: || So you don’t see too many thrown
out around the || [laughter] || streets. ||
A: || Really ||
B: || Or even bottles. ||

b. B: || I think, || uh, || I wonder || if that
worked. ||

c. A: || What kind of experience do you, do
you have, then with child care? ||

1We discarded the annotations from one conversation be-
cause the annotators did not follow the guidelines.

Because many EDUs are very short, we selected
pairs of elementary discourse units and complex
discourse units (CDUs) for discourse relation anno-
tation. CDUs consist of two or more EDUs that con-
stitute an argument to a discourse relation (Asher
and Lascarides, 2003). We use the term discourse
units (DUs) to refer to both EDUs and CDUs.

2.2 Dialogue Contexts
We manually selected items for annotation across
three different contexts: within a single turn, across
two turns within a speaker, and across two imme-
diately adjacent turns (two speakers). (3) shows
an example for each context kind, with the first
DU in italics and the second in bold. Example (3a)
shows two discourse units within a speaker’s turn.
(3b) shows two discourse units uttered by the same
speaker but that span across two different turns,
interrupted by one turn. We did not include any
constraint for the length of the interrupting turn.
(3c) shows two DUs uttered by speakers in adja-
cent turns. We leave for future work the annotation
of pairs of discourse units that may have a longer-
distance relation with more turns in between DUs.

(3) a. A: || and they discontinued them || be-
cause people were coming and dump-
ing their trash in them. ||

b. B: || No, || I just, I noticed || in Iowa
and other cities like that, it’s a nickel per
aluminum can. ||
A: || Oh. ||
B: || So you don’t see too many thrown
out around the || [laughter] || streets.

c. A: || We live in the Saginaw area. ||
B: || Saginaw? ||

2.3 Taxonomy of Discourse Relations
The DRs chosen to annotate our corpus were
adapted from the STAC corpus manual (Asher et al.,
2012, 2016). STAC is a corpus of strategic multi-
party chat conversations in an online game. Ta-
ble 1 shows the taxonomy used. We selected 11
DRs based on a pilot annotation by the first author,
and added an “Other” category for relations not in-
cluded in the list of labels. We focused on a small
taxonomy to minimize the number of choices pre-
sented to our novice annotators. We refer readers
to López Cortez and Jacobs (2023) for details and
examples of each relation in the taxonomy. Future
work will include revising the taxonomy used.
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Acknowledgement Elaboration
Background Explanation
Clarification Question Narration
Comment Question-Answer Pair
Continuation Result
Contrast Other

Table 1: Taxonomy of discourse relations.

2.4 Annotation Procedure

The annotation of discourse relations was done by
students enrolled in a Computational Linguistics
class. Students were divided into 19 teams of ap-
proximately 5 members each, and each team was
assigned a conversation. The annotation was per-
formed individually, but teams then discussed their
work and wrote a report together. Annotators were
trained using written guidelines, a quiz-like game,
and a live group annotation demo.

We used the annotation interface Prodigy (Mon-
tani and Honnibal, 2018). Each display presented
the two target discourse units plus two context turns
before and two after. Annotators also had access to
the entire conversation throughout the annotation
task. Below the text, the screen showed a multiple
choice list of discourse relations plus the “Other”
category. We allowed for the selection of multiple
labels following previous findings that allowing
for multiple labels better captures ambiguous inter-
pretations of discourse relations (Scholman et al.,
2022) and improves the performance of discourse
parsers (Yung et al., 2022).

Each display also asked for confidence scores in
the range 1-5, corresponding to least to most confi-
dent. We did not pursue label-specific confidence
scores but rather the confidence in the label(s) as a
whole in the interest of minimizing annotator over-
head. The results of this work show that per-label
confidence scores or a slider-based approach may
be informative and is a topic for future work. We
include an example annotation item in Appendix
C.

3 Dialogue Context as a Predictor of
Confidence Scores

First we sought to understand how discourse rela-
tions and dialogue context (as defined above) influ-
ence annotator confidence. Because our confidence
ratings data has multiple observations for each an-
notator, each team and each DU, it is hierarchical

and thus benefits from being analyzed using hierar-
chical mixed effects models. Due to the ordinal na-
ture of the ratings data, we use the cumulative link
approach (CLMM; Liddell and Kruschke, 2018;
Howcroft and Rieser, 2021) rather than model con-
fidence scores as real-valued in linear regression.
We first built a null model containing only random
intercepts by annotator and compared it to a model
containing an additional fixed effect and random
slope by annotator for dialogue context type: single
turn, across turns within speaker and across speak-
ers (kind, dummy coded). A likelihood ratio test
revealed a significant improvement in fit by adding
kind as a predictor (χ2(7) = 126.64, p < 0.001).
Adding random intercepts for DU pairs to ac-
count for annotation difficulty across DU pairs also
led to a significant improvement in model fit be-
yond the model containing dialogue context kind
(χ2(1) = 195.01, p < 0.001). This suggests that
our annotators’ confidence scores are sensitive to
the context of DU pairs.

Figure 1: Confidence scores per context kind across
discourse relations. qap stands for Question-Answer
Pair and clarificationq for Clarification Question.

Figure 1 shows mean confidence scores per con-
text kind across discourse relations. Confidence
scores within a speaker both across and within turns
received similar confidence ratings (β = −0.13,
z = −0.56, p = n.s.2), while annotators were sig-
nificantly more confident for relation annotation
across speakers (β = 0.63, z = 3.05, p < .01).
The CLMM revealed that annotators used confi-
dence scores between 3 and 5 overall, except for
the label “Other”, for which they selected lower
confidence scores. Background received lower
confidence scores overall. Continuation, Contrast
and Narration received higher scores for contexts

2Not statistically significant.
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within speaker. Comment and Result received
higher scores for turns across speakers and sin-
gle turn. For Elaboration and Explanation, mean
confidence scores are very similar across the three
contexts, with slightly higher scores for single
turn and pairs of turns within speaker. Acknowl-
edgment, Clarification Question (“clarificationq”)
and Question-Answer Pair (“qap”) received higher
scores for turns across speakers, which makes sense
given the dialogic nature of these relations. How-
ever, these relations also received rather high con-
fidence scores for single turn and pairs of turns
within speaker, which is a bit surprising. We sus-
pect this might be due to the context turns included
for each pair of DUs, which might have led anno-
tators to choose relations between discourse units
other than for the pair of highlighted DUs. Future
analysis will look closer at this aspect.

4 Distributed Representations from
Discourse Relation Annotations

To model the similarity between discourse relations
as perceived by annotators, we computed embed-
ding representations of discourse relations. We
extracted each n individual annotation containing
relation-confidence (r, c) tuples selected by a given
annotator for a pair of DUs. We concatenate bag-
of-relation vectors with one-hot encoded features
representing the dialogue context kind, and multi-
ply the count vector of annotated relations (either 1
or 0 for each relation) by the confidence score (1-5)
for that pair of DUs. This weighting learns more
from high confidence; an ideal reweighting may be
possible with additional parameter search, possibly
in conjunction with the CLMM outputs.

For an n × 1 confidence ratings matrix C, an
n × 12 bag-of-relations matrix R, an n × 3 dis-
course context matrix D for each annotation, we
obtain an annotation matrix A = C × (R|D). We
then obtain a square co-occurrence matrix O such
that O = A ·AT , which we factorize using Princi-
pal Component Analysis (without shifting the in-
tercept following Levy and Goldberg, 2014). Each
relation is thus represented as a vector that consoli-
dates co-occurrences between all relations within
a single annotator that are weighted by confidence
score. We then projected these embeddings into
two dimensions with UMAP (McInnes et al., 2018)
and performed a hierarchical clustering analysis
over the resulting coordinates due to the greater
discriminability afforded by continuous distance

metrics.
Informally, the UMAP coordinates appear more

gradient in the representational space when confi-
dence was included (right panel) than when it was
not included (left panel). When context is not in-
cluded, the UMAP coordinates primarily represent
the frequency of labels in our corpus, which we
include in Appendix A. We visualize the UMAP
coordinates in Figure 2a. Figure 2b shows a dendro-
gram with the output clusters, colored according
to the optimal number of clusters (k = 2), calcu-
lated using average silhouette widths (Levshina,
2022). There are two large clusters, one of which
contains two sub-clusters with Background and
Continuation, on the one hand, and Elaboration
and Explanation on the other. In the other large
cluster, Acknowledgement and Comment form a
sub-cluster. These are very common relations be-
tween pairs of turns across speakers. Clarification
Question and Question-Answer Pair form another
sub-cluster, also common relations between pairs
of turns across speakers, in close proximity to the
Other label, which received a sub-cluster of its own.
Narration and Contrast and Result, form the last
sub-clusters, which we suspect is due in part to
the frequencies of these relations (Schnabel et al.,
2015). We include a dendrogram with the output
clusters of a hierarchical clustering analysis per-
formed with base bag-of-relations vectors (without
context kind and confidence scores weight) in Fig-
ure 3 in Appendix B for comparison.

Currently, we provide these results as a proof
of concept of the feasibility and interpretability of
noisy labels produced by novice annotators. Im-
portantly, annotations weighted by confidence pro-
duce coherent clusters of discourse relations. We
envision applications of DR embeddings to several
domains including dialogue generation, such that
appropriate responses to input are partially condi-
tioned on a latent or mixed combination of DRs.

5 Related Work

Annotation of discourse relations is usually done
within Rhetorical Structure Theory (Mann and
Thompson, 1987), as in the RST-DT (Carlson
et al., 2003) and GUM (Zeldes, 2017) corpora,
within Segmented Discourse Representation The-
ory (SDRT, Asher and Lascarides, 2003), as in the
STAC (Asher et al., 2016) and Molweni (Li et al.,
2020) corpora, or within the Penn Discourse Tree-
bank framework (Prasad et al., 2008, 2014, 2018).
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(a) The coordinates obtained with UMAP for all discourse
relations plotted in two-dimensional space. The plot on the
left shows the unweighted embedding representations and the
figure on the right shows the weighted embedding representa-
tions.

(b) Dendrogram showing hierarchical clustering of Discourse
Relations built from UMAP coordinates. qap stands for
Question-Answer Pair and clarificationq for Clarification
Question.

Figure 2: Dimensionality reduction and clustering of relation embeddings.

We use a taxonomy adapted from SDRT, in partic-
ular, the STAC corpus.

Annotators are usually trained to identify dis-
course relations using the framework’s taxonomy.
Some recent alternatives to explicitly collecting
annotation of DRs include crowdsourcing by elic-
iting connectives (Yung et al., 2019; Scholman
et al., 2022) or question-answer pairs (Pyatkin et al.,
2020) rather than relations. In this work, we wanted
to investigate how annotators perceive discourse
relation categories, and therefore a connective in-
sertion task would only provide indirect evidence.
We train annotators on DR labeling and ask anno-
tators to choose from a set of discourse relation
labels. We allow for multiple labels to investigate
what relations are more confusable or perceived as
co-occurring (Marchal et al., 2022).

6 Discussion and Future Work

In this study, we collected multiple annotations of
discourse relations from a subset of the Switch-
board corpus, together with confidence scores. We
found that dialogue context had a significant effect
on confidence scores. We computed embedding
representations of DRs using co-occurrence statis-
tics and weighted the vectors using context type and
confidence scores, and found that these representa-
tions coherently model our annotators uncertainty
about discourse relation labels.

Discourse units that occur across turns as defined
by Switchboard do not necessarily occur across
continuous utterances from the speaker’s point-of-

view. Obtaining information about whether same-
speaker pairs of discourse units fall into the same or
different utterances may help to explain additional
variance in annotator confidence.

Additionally, in this work, we investigated an-
notators’ confidence on the annotation of adjacent
turns. In future work, we plan to annotate discourse
relations across longer-distance discourse units and
to allow for hierarchical annotation. We expect
that annotation confidence will also vary across
longer-distance units and across different depths of
annotation.

In the future, we plan to use this information to
run a larger scale annotation study of the Switch-
board corpus to analyze discourse relation patterns
in spoken dialogues.

Limitations

This work is limited by the size of the dataset and
the taxonomy used in the annotation task. While
we found that our annotators perceived some of
the categories as more similar or confusable, fu-
ture work can examine annotators’ uncertainty in
a larger set of discourse relations. The selection
of DUs for annotation was also non-exhaustive. In
future work, we plan to expand the selection proce-
dure so that we include more distantly related DUs.
We also note that the frequency of discourse rela-
tion labels and individual differences in confidence
levels among annotators may bias the representa-
tions. We plan to look into these potential biases in
future work.
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A Frequencies of Discourse Relation
Labels

Discourse Relation Count
Elaboration 636
Continuation 554
Acknowledgement 494
Explanation 383
Comment 265
Background 252
Narration 249
Question-Answer Pair 248
Contrast 191
Clarification Question 179
Result 124
Other 106

Table 2: Raw counts of discourse relation labels in our
corpus from most to least frequent.

B Clustering without Context and
Confidence Weighting

Figure 3: Dendrogram showing hierarchical clustering
of Discourse Relations built from UMAP coordinates
without context kind and confidence scores weighting.
qap stands for Question-Answer Pair and clarificationq
for Clarification Question. The two main clusters align
with the two-dimensional plot of the unweighted UMAP
coordinates in Figure 2a

C Annotation Interface
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Figure 4: Example annotation task. EDUs to be annotated and discourse relations.

Figure 5: Example annotation task. Discourse relations and confidence score.
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Abstract

The bulk of work adapting transformer models
to open-domain dialogue represents dialogue
context as the concatenated set of turns in nat-
ural language. However, it is unclear if this
is the best approach. In this work, we inves-
tigate this question by means of an empirical
controlled experiment varying the dialogue con-
text format from text-only formats (all recent
utterances, summaries, selected utterances) as
well as variants that are more structurally dif-
ferent (triples, AMR). We compare these for-
mats based on fine-tuned model performance
on two downstream tasks—knowledge selec-
tion and response generation. We find that sim-
ply concatenating the utterances works as a
strong baseline in most cases, but is outper-
formed in longer contexts by a hybrid approach
of combining a summary of the context with
recent utterances. Through empirical analy-
sis, our work highlights the need to examine
the format of context representation and offers
recommendations on adapting general-purpose
language models to dialogue tasks.

1 Introduction

The bulk of existing work in adapting transformer
models to open-domain dialogue represents the
dialogue context as the concatenated set of turns
in natural language (Zhang et al., 2019b; Roller
et al., 2021; Shuster et al., 2022). While the self-
attention mechanisms of these models are able to
capture the context from these flat representations,
it remains unclear if this is the best approach (Li
et al., 2021). Studying the format of context rep-
resentation would help improve performance on
downstream tasks such as response generation and
external knowledge selection and could also po-
tentially inform the pretraining of general-purpose
dialogue models. Additionally, as the length of con-
versations increases (Gopalakrishnan et al., 2019;

∗ Work done during summer internship at Amazon Alexa
AI.

Xu, 2021), these are truncated based on the limit
imposed by the positional encodings on transform-
ers. We also know that not all of the utterances
are equally relevant so succinctly representing the
relevant information in the context given the cur-
rent conversation state and filtering out the noise
from prior interactions would help to model pro-
vide more coherent responses.

In this work, we empirically investigate the di-
alogue context representation in the text space for
using sequence-to-sequence models. To prioritize
broad coverage, we vary the the format of the con-
text using both natural language-only formats (e.g.,
using all recent utterances or summaries) as well
as formats that are more structurally different (e.g.,
extracting knowledge triples from the utterances)
(Section 2) and compare these based on down-
stream task performance.

We find that concatenating all recent utterances
is a strong baseline. However, in longer dialogues,
combining recent utterances with a summary of the
past context obtains the best performance. This
shows the benefit of the complementary long and
short view of dialogue context. We also observe
that improving summary quality and introducing
external elements about the coherence of the con-
text result in a further gain of downstream perfor-
mance. This study and related findings can be ex-
tended to combine with elements from the broader
definition of context (Bunt, 1999), such as social
cues and guidelines (Gupta et al., 2022b), which
were previously not included in dialogue datasets.

2 Approach

We study the effect of the representation of di-
alogue context on downstream dialogue tasks—
knowledge selection and response generation. In
order to do so, we run a controlled experiment fine-
tuning sequence-to-sequence models on the two
tasks verbalised into the text-to-text setup, while
varying only the format in which the dialogue con-
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text is represented.
The first broad category of representations con-

sists of directly using the dialogue utterances. We
include the concatenated past dialogue utterances,
truncated when necessary, as Plaintext represen-
tation. This includes all the past turns delineated
using a special token when applicable. We also
include Windows of recent turns where we only
use the most recent n utterances as the context.

To test if models require only the knowledge
items within the dialogue utterances, we extract
(subject, object, relation) Triples from the utter-
ances as the context. To see if models benefit from
more structured information, we convert the utter-
ances into AMR graphs (Banarescu et al., 2013).

Finally, we examine if the information from the
context can be distilled using summarization (Feng
et al., 2021; Gliwa et al., 2019a; Khalifa et al.,
2021). One method is to convert the utterances
from both speakers into an abstractive Summary
using a separate summarization model.1 And while
a summary might contain all the required high-level
information from the dialogue context, it loses the
local discourse-level information from recent utter-
ances. To mitigate this, we create a hybrid Sum-
mary + Utterances format by appending the Sum-
mary with Windows of Turns. We also include an
extractive summary in the form of Selected Turns
from the context using pointwise mutual informa-
tion, a proxy for relevance, with respect to the most
recent turn (Padmakumar and He, 2021).

We provide further implementation details about
each of the methods in Appendix C and illustrate
an example converted to each of them in Figure 1.

3 Experiments

3.1 Datasets and Metrics

Knowledge Selection To evaluate performance
on knowledge selection, we report results on the
Wizard of Wikipedia (WoW) (Dinan et al., 2018)
dataset, which consists of dialogue between a wiz-
ard (expert) and apprentice (novice) where the wiz-
ard selects knowledge items (sentences) to form a
response. In the sequence-to-sequence setup, we
frame this as a classification task on individual
knowledge items as follows.
Input: <context> </s> <knowledge item>
Output: “Relevant” for the gold knowledge

1In particular, we use a BART-large model finetuned on
SAMSum(Gliwa et al., 2019b).

item given that context, and “Not Relevant’
otherwise.

In addition to all the context formats from Sec-
tion 2, we include another baseline called Plaintext
with Documents where the gold documents that
were used to generate previous wizard turns were
appended to the utterances in the dialogue context.

Metrics: We report accuracy/F1-score of each
label in lieu of instance-based classification per-
formance. To report retrieval performance, we
score the individual knowledge items for a particu-
lar context using the token probabilities assigned
to “Relevant” and select the most relevant item.
We then evaluate if this matches the checked sen-
tence from the dataset, akin to Recall@1 when this
is framed as a retrieval problem. We also report a
more relaxed metric that evaluates if this item is
from the checked document from the dataset.

Response Generation We report results on
WoW, Multi-Session Chat (MSC) (Xu et al., 2021)
and Topical Chat (TCS) (Gopalakrishnan et al.,
2019) where the objective is to generate the gold
response given the context. For WoW, the task is a
knowledge-grounded dialogue where the responses
were formed using the gold knowledge item from
the dataset. The task for TCS is also knowledge-
grounded response generation, but not all turns are
accompanied by relevant knowledge items. For
MSC, the task is for the partners to converse about
their own interests and discuss information about
each others’ interests across multiple sessions. We
concatenate utterances from all past sessions with
a special token indicating a session break.2

Input: <context> </s> <optional knowledge item>
Output: Gold response from the dataset.

Metrics We report perplexity of the gold utter-
ances w.r.t. the finetuned models and the BertScore
(Zhang et al., 2019a) between the generated re-
sponse and the target utterance.

3.2 Model Training

For each of the datasets, we convert all of the train
examples into the different context representations
from Section 2 and report finetuned T5 (Raffel
et al., 2020) performance. We use the T5-base
(220M parameters) and Large (770M parameters)
variants. While the models trained in Zhang et al.
(2019b); Peng et al. (2022) have examined further

2For MSC, the Summary baseline(s) use the released sum-
maries for past sessions coupled with a model generated sum-
mary for the utterances in the current session.

539



A: I was born in Greece but moved to the US when I
was really young, so I don't remember a whole lot
about it.

W: That's too bad. Greece has a long coastline along
the Mediterranean Basin. That's the 11th longest
coastline in the world, in fact!

A: Very interes�ng! What else do you know about
Greece? I'm intrigued!

W: It was once referred to as the Hellenic Republic!

A: Really, where did it get that name from? 

...                                                                                    
A: Very interes�ng! What else do you know about
Greece? I'm intrigued!

W: It was once referred to as the Hellenic Republic!

A: Really, where did it get that name from? 

....                                                                                    
A: Really, where did it get that name from? 

A was born in Greece but moved to the US when she
was young. W men�oned that Greece has a long
coastline along the Mediterranean Basin, the 11th
longest coastline in the world according to the World
Mari�me Ins�tute, and was once called the Hellenic
Republic.

A: I was born in Greece but moved to the US when I
was really young, so I don't remember a whole lot
about it.
...
W: It was once referred to as the Hellenic Republic!

A: Really, where did it get that name from? 

A was born in Greece but moved to the US when she
was young. W men�oned that Greece has a long
coastline along the Mediterranean Basin, the 11th
longest coastline in the world according to the World
Mari�me Ins�tute, and was once called the Hellenic
Republic. </s>

A: Very interesting! What else do you know about
Greece? I'm intrigued!

W: It was once referred to as the Hellenic Republic!

A: Really, where did it get that name from?

A: (c / contrast-01\n :ARG1 (b / bear-02\n ....

W: (m / mul�-sentence\n :snt1 (b / bad-07\n:ARG1 
(t / that)\n ...

A: (m / mul�-sentence\n :snt1 (ii / interest-01\n ... 

W: (r / refer-01\n :ARG1 (ii / it)\n :ARG2 (c /

country\n ...

A: (g / get-01\n :ARG0 (ii / it)\n :ARG1 (t / thing\n ...

A: (I, born, Greece), (I, moved to, US) (I, don’t 
remember, Greece) 
W: (Greece, has, longest coastline)

A: (you, do know about, Greece)

W: (It, was referred to as, Hellenic Republic)

A: (it, did get, name) 

Dialogue
Context

Using
Dialogue

Utterances

Parsing/ 
Extraction

Based
Methods

Distilling
Context

with
Summaries

Plaintext Last Turn

3-Turn

AMR
Triples

Summary

Retrieved Turns

Summary + 3-Turn

Figure 1: Example illustrating the conversion a dialogue into all the context representation methods evaluated in our
experiments. The original set of utterances indicated by Plaintext. We perform an empirical controlled experiment
evaluating the fine-tuned dialogue model performance on each of these context representation formats.

pretraining on dialogue, this would bias the model
to additionally favor the Plaintext baseline. As a
result, we choose T5, noting that absolute perfor-
mance might improve further by adding dialogue-
specific pertaining. When tokenizing the context,
we allow for up to 1024 tokens and truncate ear-
lier utterances in case of an overflow. We optimize
cross-entropy loss on the output tokens in the de-
sired format based on the dataset. We run finetun-
ing for 10 epochs with an early stopping criteria
based on validation loss. For each context repre-
sentation, we select the best learning rate sweeping
from 1e−3 to 1e−6. In the text-to-text setup, we
run inference with greedy decoding kept uniform

across the representations. Our experiments were
run on a p3.8xlarge and a p3.16xlarge
EC2 instances containing 4 and 8 Tesla V100 GPUs
respectively.

4 Results

Table 1 and Table 2 show the results comparing
context representation formats on knowledge selec-
tion and response generation respectively.

Plaintext is a strong baseline, which is outper-
formed by Summaries+Utterances on longer dia-
logues From Table 1 and Table 2, we see that the
Plaintext representation provides a strong baseline
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Plaintext Plaintext w
Docs

Last Turn 3-Turn Selected
Turns

AMR Triples Summary Summ + 1
Turn

Summ + 3
Turn

Summ + 5
Turn

Overall 0.959 / 0.963 0.958 / 0.960 0.960 / 0.962 0.960 / 0.963 0.965 / 0.966 0.961 / 0.965 0.961 / 0.963 0.963 / 0.964 0.958 / 0.960 0.954 / 0.958 0.957 / 0.961Accuracy

Relevant 0.331 / 0.265 0.355 / 0.289 0.278 / 0.234 0.307 / 0.261 0.282 / 0.244 0.265 / 0.264 0.268 / 0.263 0.286 / 0.231 0.301 / 0.253 0.369 / 0.297 0.353 / 0.281

F1 Scores Relevant 0.196 / 0.170 0.202 / 0.188 0.169 / 0.150 0.184 / 0.165 0.192 / 0.172 0.160 / 0.158 0.166 / 0.163 0.174 / 0.155 0.183 / 0.159 0.191 / 0.167 0.194 / 0.170

Checked
Sentence

0.159 / 0.116 0.171 / 0.129 0.114 / 0.111 0.120 /0.105 0.138 / 0.118 0.097 / 0.085 0.101 / 0.086 0.116 / 0.099 0.128 / 0.111 0.143 / 0.118 0.147 / 0.116
Recall@1
of Most
Relevant
Item

Checked
Passage

0.238 / 0.174 0.265 / 0.201 0.186 / 0.165 0.165 / 0.146 0.214 / 0.178 0.138 / 0.124 0.140 / 0.126 0.160 / 0.150 0.199 / 0.177 0.234 / 0.191 0.222 . 0.185

Table 1: Evaluation of context representation methods on WoW knowledge selection. Each cell has two numbers
corresponding to results on the random split (left) and topic split (right) of the validation set. All metrics are
rounded off to three decimal places and the highest in each row is bold. We include only the overall accuracy and
classification metrics of the Relevant label here. For metrics on all labels see Table 7 in Appendix E.

Plaintext Last Turn 3 Turn 5 Turn Selected
Turns

AMR Triples Summary Summ + 1
Turn

Summ + 3
Turns

Summ + 5
Turns

WoW
Bertscore 0.905 / 0.904 0.903 / 0.901 0.903 / 0.902 0.904 / 0.902 0.903 / 0.900 0.895 / 0.890 0.898 / 0.894 0.902 / 0.900 0.903 / 0.901 0.905 / 0.903 0.904 / 0.903

Perplexity 6.978 / 7.545 7.446 / 8.084 7.398 / 8.011 7.304 / 7.885 7.177 / 7.783 7.987 / 8.623 7.803 / 8.510 7.477 / 8.115 7.261 / 7.836 7.050 / 7.660 7.028 / 7.601

MSC
Bertscore 0.873 0.861 0.864 0.872 0.865 0.854 0.858 0.866 0.869 0.871 0.873

Perplexity 12.246 15.262 14.701 14.024 14.565 16.245 15.782 13.985 13.69 13.011 12.205

TCS
Bertscore 0.871 / 0.868 0.869 / 0.867 0.870 / 0.869 0.871 / 0.869 0.869 / 0.869 0.865 / 0.864 0.866 / 0.865 0.868 / 0.866 0.869 / 0.867 0.870 / 0.868 0.871 / 0.868

Perplexity 12.313 /
14.443

13.293 /
15.950

13.045 /
15.650

12.847 /
15.023

12.778 /
15.237

13.587 /
16.290

13.402 /
16.117

12.899 /
15.262

12.686 /
15.013

12.538 /
14.812

12.181 /
14.342

Table 2: Evaluation of context representation methods on response generation. For WoW, each cell has two numbers
corresponding to results on the random split and topic split of the validation set. For MSC, we report results on all
the turns of the validation set. For TCS, the two numbers correspond to the frequent and rare splits respectively. All
metrics are rounded off to three decimal places and the highest in each row is bold.

for both knowledge selection and response genera-
tion. When we examine the Last Turn and 3-Turn
columns, we see the trend that increasing the win-
dow size predictably improves performance, but
these lag behind Plaintext. This shows that trans-
formers are able to leverage the additional infor-
mation from more recent utterances in the context.
However, we see that Plaintext is outperformed
by the Summary + 5-turn method on the longer
dialogue datasets, MSC and TCS. This shows that
past the limit imposed on current transformer en-
coders by the positional embeddings, summarizing
all available information outperforms a truncated
set of recent utterances. Finally, we see that Sum-
mary + 5-turn outperforms Summary alone on all
the datasets. These findings highlight the comple-
mentary Long and Short views of dialogue context
from summaries and recent utterances respectively.

Improving the quality of summaries results in
better downstream performance To observe
the effect of summary quality, we point out two
comparisons. On MSC, we compare the response
generation performance using both the gold human-
written summaries and model-generated summaries
(released with the dataset). The perplexity for re-
sponse generation reduces by using higher quality,
human-written summaries (Table 5). Secondly, we

can view the Selected Turns baseline as an extrac-
tive summary of the dialogue context that consis-
tently outperforms windows of text of the same
number of turns (here Selected Turns and 3-turn
are comparable). Combined with the observation
of the complementary nature of summaries and re-
cent turns, a future direction highlighted through
our work is to use downstream task performance
as a means to evaluate dialog summarization.

Natural language-based approaches outperform
the more structure-oriented variants We ob-
serve that AMR and Triples are consistently out-
performed by all the other utterance-based and
summary-based variants. This is potentially ex-
plained by the higher similarity of the natural lan-
guage formats to the pretraining data of sequence-
to-sequence models.3

Positive Scaling Trends One of the main advan-
tage of using sequence-to-sequence transformers
is that as pretrained models get better, we can ex-
pect improved performance in downstream tasks.
We observe a simple version of this when compar-
ing results on the different context representation
methods with T5-base and T5-large in Table 3 and

3These methods are at a disadvantage in the text-to-text for-
mat and could be improved by different methods of encoding
the extracted information.
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Plaintext Last Turn Retrieved Turns Summ + 3 Summ + 5

Base Large Base Large Base Large Base Large Base Large

F1 Scores Relevant 0.196 / 0.170 0.187 / 0.170 0.169 / 0.150 0.177 / 0.159 0.192 / 0.172 0.210 / 0.185 0.191 / 0.167 0.212 / 0.189 0.194 / 0.170 0.205 / 0.181
Recall@1
of Most
Relevant
Item

Match to ’Checked
Sentence’

0.159 / 0.116 0.203 / 0.156 0.114 / 0.111 0.131 / 0.110 0.138 / 0.118 0.163 / 0.135 0.143 / 0.118 0.161 / 0.135 0.147 / 0.116 0.160 / 0.131

Match to ’Checked
Passage’

0.238 / 0.174 0.326 / 0.258 0.186 / 0.165 0.191 / 0.162 0.214 / 0.178 0.285 / 0.231 0.234 / 0.191 0.255 / 0.219 0.222 . 0.185 0.252 / 0.199

Table 3: Evaluation of knowledge selection as a function of model size—T5-Base vs Large for 5 different context
representations. We largely observe positive scaling trends on both retrieval metrics and classification F1-scores.
Table 9 in Appendix E shows the same table with metrics for all labels.

Plaintext Retrieved Turns Last Turn Summ + 5 Turns

Base Large Base Large Base Large Base Large

WoW Perplexity 6.978 / 7.545 5.989 / 6.371 7.177 / 7.783 6.151 / 6.574 7.446 / 8.084 6.754 / 7.226 7.028 / 7.601 6.001 / 6.412

TCS Perplexity 12.313 / 14.443 9.811 / 11.279 12.778 / 15.237 10.101 / 12.980 13.293 / 15.950 11.456 / 14.374 12.181 / 14.342 9.792 / 11.113

Table 4: Evaluation of response generation as a function of model size—T5-Base vs Large for 4 different context
representations. We observe positive scaling trends across each of the representations

Table 4. Performance improves using the scaled up
model uniformly for response generation and on
retrieval metrics in knowledge selection.

Providing additional content as part of the
context improves performance Augmenting the
Plaintext baseline with document level information
for WoW results in further improvement in both
classification and retrieval scores. In this work,
we only considered the utterances in the dialogue
itself to be a part of the context. However a broader
definition of context for dialogue includes not just
the turns but also discourse information, social
context, or the relationship between the speakers,
and even physical context, or cues from the relative
physical positions and actions of the speakers
(Bunt, 1999). Our work indicates that a promising
future direction of dialogue research could involve
collecting and summarizing all this additional rich
information to be used by dialogue models.

We present additional results in Appendix E and
discuss some limitations that inform future direc-
tions in Appendix A.

5 Related Work

When adapting transformers to dialogue tasks, the
most common approach is to simply concatenate
dialogue utterances (Zhang et al., 2019b; Adiwar-
dana et al., 2020; Roller et al., 2021; Bao et al.,
2021; Gupta et al., 2022a; Shuster et al., 2022). For
longer dialog datasets where the entire conversa-
tion cannot be encoded, summaries of past sessions
are a helpful way to provide all the relevant infor-
mation needed to continue the conversation (Xu

et al., 2022). While AMR graphs have been used
to perturb individual utterances in order to evaluate
coherence in dialogue (Ghazarian et al., 2022), to
the best of our knowledge, AMR and Knowledge
Triples have not been used to represent the con-
text. We include them for wider coverage. In the
dialogue space, retrieval has largely been used to
identify relevant knowledge items to be included
for response generation (Shuster et al., 2021). Prior
work has examined matching candidate responses
with multiple utterances for selection, the weight-
ing learned in effect attending to ‘relevant’ turns
(Wu et al., 2016; Zhang et al., 2018), however,
we explicitly select turns as a means of represent-
ing the dialogue context across both of our open
domain dialogue tasks. To our knowledge, ours
is the first controlled experiment to evaluate dif-
ferent textual context representation methods for
sequence-to-sequence models.

6 Conclusion

In this work, we present an empirical controlled
study examining dialogue context representation
for transformer models on open-domain dialogue
tasks. While concatenating all previous turns, as is
often adopted, is a strong baseline, combining sum-
maries of the overarching context with recent utter-
ances yields the best results in longer dialogues.
Additionally improving the quality of the sum-
maries being used and introducing further back-
ground information into the context further im-
prove performance. This provides us with new
directions to work on including dialogue summa-
rization and considering the broader definition of
context for use in open-domain dialogue.
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A Limitations

Coverage of Context Representations We ac-
knowledge that the list of context representation
formats we examine is non-exhaustive and each par-
ticular context format could be further optimized.
For instance, for AMR we only cover the semantic
representations within a single utterance. There are
other types of structural aspects in dialogues like
discourses, turn-taking, and so on which could be
incorporated. We report results comparing these
in order to inform subsequent model training/pre-
training as well as subsequent analysis of a similar
nature.

Using Only Verbalized Representations In this
work, we only cover context representation formats
that are verbalized in natural language. It is unclear
if encoding the information either into a special-
ized dialogue transformer architecture or as a graph
would result in improved performance. We choose
the verbalized format as it is the most general pur-
pose which can be used to adapt many different
language models (Liang et al., 2022).

Adapting Retrieval Tasks for Text-to-Text Mod-
els Adapting language models to retrieval tasks
such as knowledge selection can be done either
by running inference on individual examples or
by combining all candidates along with the input
context. Liang et al. (2022) perform a compari-
son of these variants in the few-shot setting for a
large number of tasks and observe no clear win-
ning format so we proceed with separate inference
on knowledge items. Here, to isolate the role of
the context representation, we fix the format of the
task and study the effect of dialogue context on
performance

Evaluation We acknowledge that we report per-
formance using automatic metrics on a single run
for both sets of tasks and human evaluation would
allow for a more holistic understanding of the capa-
bilities of models, particularly on response genera-
tion. Human evaluation and running multiple sets
of fine-tuning runs for each of the different formats
would be expensive. In this work, we restricted
ourselves to the same in order to focus on compar-
ing and identifying trends in performance between
a wider range of different context representation
formats.
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B Potential Risks

Our work discusses ways to adapt sequence-to-
sequence transformer models for open-domain di-
alogue. The main associated risk comes from the
black-box nature of these models. The text that is
generated is pretty heavily influenced by the pre-
training data. The models fine-tuned in this paper
are open-sourced T5 checkpoints which may con-
tain biases from the C4 (Raffel et al., 2020) cor-
pus. Additionally, the advent of closed-access and
limited-access language models such as GPT3 and
Anthropic-LM comes with more uncertainty as the
pretraining and training processes of these models
are not as well documented (Liang et al., 2022).

C Context Representations

Context Representation Formats We vary the
context in the following ways in an attempt to en-
sure coverage of different formats. The first broad
category of representations consists of directly us-
ing dialogue utterances.

• Plaintext: The simplest, and most widely
used, manner in which we can represent the
dialogue context is just the concatenated set
of past dialogue utterances. This includes all
turns from past sessions delineated using a
special token when applicable. 4

• Windows of Turns: Here we only use the
most recent n utterances as the context. As
we increase n, we provide more local context
about the dialogue.

Aside from including the utterances themselves,
to evaluate if models benefit from more structured
information we include the following representa-
tions:

• AMR: We convert each utterance into an
AMR graph (Banarescu et al., 2013) and
use the verbalised form as the context.
The AMR parses the text into a directed
acyclic graph, explicitly conveying the
relationships as edges between the var-
ious concept nodes in the text. We use
the model_parse_xfm_bart_large
model from amrlib to convert the utterances
into the corresponding AMR. We acknowl-
edge that performance in our experiments
could be affected by the quality of AMR

4Dataset specific details are provided in Section 3.1

conversions. We refer readers to the original
library for performance benchmarking of the
text-to-AMR model.

• Knowledge Triples: To test if models re-
quire only the knowledge items within the
dialogue context, and not the whole ut-
terance, we extract (subject, object,
relation) triples from the utterances as
the context. We use OpenIE5 to extract triples
and use a simple unigram overlap heuristic to
filter out duplicates. If two triples have a uni-
gram overlap of over 0.7, only one is selected.

Finally, we examine if the information from the
dialogue context can be distilled while retaining
the natural language format using summarization.

• Summary: We summarise all of the dialogue
utterances from both speakers abstractively
using a finetuned transformer model. In par-
ticular, we use a BART-large model finetuned
on SAMSum(Gliwa et al., 2019b). As indi-
cated in Section 4, performance depends on
the quality of the summarization model. This
model was not trained by the authors of this
work. We refer readers to the model card on
HuggingFace for evaluation of the model it-
self.

• Summary + Utterances: While a summary
might contain all the high-level information
from the dialogue context, it loses the local
discourse-level information from recent utter-
ances which provide cues on how to use the
high-level information. We create this hybrid
short+long form context representation by ap-
pending the Summary with Windows of Turns.

• Retrieved Turns: While the aforementioned
setups contain abstractive summaries of the
dialogue context, we also include an extrac-
tive summary generated by selecting relevant
turns using pointwise mutual information to
the most recent turn (Padmakumar and He,
2021). In order to select relevant turns, we
calculate the PMI of all utterances with re-
spect to the Last Turn and combine the 2 most
relevant turns, in order to obtain an extractive
summary of the context.

An example converted to each of the above formats
is provided in Figure 1.
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D Details for Responsibility Checklist

D.1 License and Usage of Scientific Artifacts

The Wizard of Wikipedia (Dinan et al., 2018) and
MSC (Xu et al., 2021) datasets made available
through ParlAI that is shared under the MIT Li-
cense which permits usage of the data for research
such as our work. Topical Chat (Gopalakrishnan
et al., 2019) is shared using the Community Data
License Agreement - Sharing, Version 1.0 which
also permits the usage of the data in this manner.
These datasets are commonly used in the commu-
nity and are collected while ensuring that it was
properly anonymized and does not contain any of-
fensive language. We do not perform additional
checks for either of the same. T5 (Raffel et al.,
2020), used for all our finetuning experiments, is
released under the Apache 2.0 license which per-
mits its use for research. The model used for dia-
logue summarization and amrlib are both shared
under the MIT license which permits such usage as
does OpenIE which is shared under the Open IE 5
Software License Agreement. All of the artifacts,
both models and datasets, were used as intended
by the original authors.

D.2 Coverage and Statistics of the Data

All of the datasets contain only English data,
largely collected from American English speak-
ers conversing in a one-on-one conversation. The
specifics of the settings where the conversations
are collected are well documented and can be re-
ferred to in the original works (Dinan et al., 2018;
Xu et al., 2021; Gopalakrishnan et al., 2019). Wiz-
ard of Wikipedia consists of 18, 430 documents
(166, 787 utterances total, 74, 092 of which were
wizard turns used in knowledge selection) in the
train set. The results were reported on the ran-
dom split (981 documents, 3, 939 wizard turns) and
topic split (967 documents, 3, 927 wizard turns)
of the validation data. For MSC, there are 4000
train conversations (spread across multiple ses-
sions) with 161, 440 turns and we report results
on the validation set (1001 conversations, 53, 332
turns). In Topical Chat, there are 8628 train con-
versations consisting of 188378 utterances and we
report results on the frequent (539 conversations,
11681 turns) and rare (539 conversations, 11692
turns) splits of the validation data.

Human
Written

Summary

Model
Generated
Summary

All Turns Perplexity 12.129 12.205

First Response in Session Perplexity 10.199 10.257

Table 5: Performance on MSC improves when using the
gold, human-written summaries as opposed to model-
generated summaries.

Truncated
Examples

Examples wo
Truncation

Perplexity 14.381 12.564

Bertscore 0.8641 0.8722

Table 6: Response generation performance on MSC
examples adapted into the Plaintext representation and
divided based on whether these are truncated.

E Additional Results

We report a more comprehensive version of the
knowledge selection results from Table 1 in Table 7
and response generation from Table 2 in Table 8.

Effect of Scaling Model Size Table 9 and Ta-
ble 10 contain the full comparison of results when
we switch from T5-Base to T5-Large.

Quality of Summaries In order to ablate the
quality of summaries used, we compared response
generation performance on the MSC dataset, com-
paring the Summary + 5-Turn baseline when the
gold, human-written summaries are used as op-
posed to the model generated summaries released
in the original dataset. From Table 5 we observe
that the higher quality summaries result in further
improvement in performance.

Effect Of Truncation Here we aim to empir-
ically verify that truncation of context has an ad-
verse effect on model performance. We select those
examples in the second session of the MSC dataset
when adapted using the Plaintext representation
and divide these into whether or not the context
was truncated. This particular set of examples was
chosen because, out of all the sessions, this was the
one which had a relatively large fraction of exam-
ples in both of these buckets—27.6% of examples
were truncated. From Table 6 we clearly see that
those examples which suffer from truncation have
a drop in performance.
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Plaintext Plaintext w
Docs

Last Turn 3-Turn 5-Turn Selected
Turns

AMR Triples Summary Summ + 3
Turn

Summ + 5
Turn

Overall 0.959 / 0.963 0.958 / 0.960 0.960 / 0.962 0.960 / 0.963 0.960 / 0.962 0.965 / 0.966 0.961 / 0.965 0.961 / 0.963 0.963 / 0.964 0.954 / 0.958 0.957 / 0.961

NR 0.969 / 0.973 0.965 / 0.966 0.970 / 0.972 0.970 / 0.972 0.969 / 0.972 0.975 / 0.976 0.973 / 0.976 0.970 / 0.972 0.974 / 0.975 0.963 / 0.967 0.966 / 0.971
Item Clas-

sification
Accuracy

R 0.331 / 0.265 0.355 / 0.289 0.278 / 0.234 0.307 / 0.261 0.318 / 0.277 0.282 / 0.244 0.265 / 0.264 0.268 / 0.263 0.286 / 0.231 0.369 / 0.297 0.353 / 0.281

NR 0.979 / 0.981 0.977 / 0.979 0.979 / 0.981 0.980 / 0.981 0.979 / 0.980 0.982 / 0.982 0.977 / 0.980 0.978 / 0.980 0.981 / 0.982 0.977 / 0.978 0.978 / 0.980Item Clas-
sification
F1 Scores R 0.196 / 0.170 0.202 / 0.188 0.169 / 0.150 0.184 / 0.165 0.187 / 0.171 0.192 / 0.172 0.160 / 0.158 0.166 / 0.163 0.174 / 0.155 0.191 / 0.167 0.194 / 0.170

Match to
’Checked
Sentence’

0.159 / 0.116 0.171 / 0.129 0.114 / 0.111 0.120 /0.105 0.127 / 0.106 0.138 / 0.118 0.097 / 0.085 0.101 / 0.086 0.116 / 0.099 0.143 / 0.118 0.147 / 0.116

Recall@1
of Most
Relevant
Item

Match to
’Checked
Passage’

0.238 / 0.174 0.265 / 0.201 0.186 / 0.165 0.165 / 0.146 0.179 / 0.153 0.214 / 0.178 0.138 / 0.124 0.140 / 0.126 0.160 / 0.150 0.234 / 0.191 0.222 . 0.185

Table 7: Evaluation of context representation methods on knowledge selection. Each cell has two numbers
corresponding to results on the random split and topic split of the validation set. All metrics are rounded off to three
decimal places and the highest in each row is bold.

Plaintext Last Turn 3 Turn 5 Turn Selected
Turns

AMR Triples Summary Summ + 1
Turn

Summ + 3
Turns

Summ + 5
Turns

WoW
Bertscore 0.905 / 0.904 0.903 / 0.901 0.903 / 0.902 0.904 / 0.902 0.903 / 0.900 0.895 / 0.890 0.898 / 0.894 0.902 / 0.900 0.903 / 0.901 0.905 / 0.903 0.904 / 0.903

Perplexity 6.978 / 7.545 7.446 / 8.084 7.398 / 8.011 7.304 / 7.885 7.177 / 7.783 7.987 / 8.623 7.803 / 8.510 7.477 / 8.115 7.261 / 7.836 7.050 / 7.660 7.028 / 7.601

MSC

All
Bertscore 0.873 0.861 0.864 0.872 0.865 0.854 0.858 0.866 0.869 0.871 0.873

Perplexity 12.246 15.262 14.701 14.024 14.565 16.245 15.782 13.985 13.69 13.011 12.205

1st
Bertscore 0.875 0.868 0.862 0.863 0.863 0.859 0.863 0.876 0.873 0.874 0.875

Perplexity 10.386 15.627 15.118 13.998 14.409 16.109 15.704 10.143 10.988 10.876 10.257

TCS
Bertscore 0.871 / 0.868 0.869 / 0.867 0.870 / 0.869 0.871 / 0.869 0.869 / 0.869 0.865 / 0.864 0.866 / 0.865 0.868 / 0.866 0.869 / 0.867 0.870 / 0.868 0.871 / 0.868

Perplexity 12.313 /
14.443

13.293 /
15.950

13.045 /
15.650

12.847 /
15.023

12.778 /
15.237

13.587 /
16.290

13.402 /
16.117

12.899 /
15.262

12.686 /
15.013

12.538 /
14.812

12.181 /
14.342

Table 8: Evaluation of context representation methods on response generation. For WoW, each cell has two numbers
corresponding to results on the random split and topic split of the validation set. For MSC, we report results on all
the turns (All), and for the first turn in each session (1st). For TCS, the two numbers correspond to the frequent and
rare splits respectively. All metrics are rounded off to three decimal places and the highest in each row is bold.

Plaintext Last Turn Retrieved Turns Summ + 3 Summ + 5

Base Large Base Large Base Large Base Large Base Large

Item Clas-
sification
Accuracy

Overall 0.959 /
0.963

0.944 /
0.950

0.960 /
0.962

0.967 /
0.968

0.965 /
0.966

0.964 /
0.965

0.954 /
0.958

0.964 /
0.965

0.957 /
0.961

0.957 /
0.961

NR 0.969 /
0.973

0.951 /
0.954

0.970 /
0.972

0.977 /
0.979

0.975 /
0.976

0.973 /
0.976

0.963 /
0.967

0.973 /
0.975

0.966 /
0.971

0.965 /
0.970

R 0.331 /
0.265

0.445 /
0.402

0.278 /
0.234

0.245 /
0.212

0.282 /
0.244

0.329 /
0.275

0.369 /
0.297

0.333 /
0.255

0.353 /
0.281

0.382 /
0.305

Item Clas-
sification
F1 Scores

NR 0.979 /
0.981

0.971 /
0.968

0.979 /
0.981

0.983 /
0.984

0.982 /
0.982

0.981 /
0.982

0.977 /
0.978

0.981 /
0.982

0.978 /
0.980

0.978 /
0.978

R 0.196 /
0.170

0.187 /
0.170

0.169 /
0.150

0.177 /
0.159

0.192 /
0.172

0.210 /
0.185

0.191 /
0.167

0.212 /
0.189

0.194 /
0.170

0.205 /
0.181

Recall@1
of Most
Relevant
Item

Match to ’Checked
Sentence’

0.159 /
0.116

0.203 /
0.156

0.114 /
0.111

0.131 /
0.110

0.138 /
0.118

0.163 /
0.135

0.143 /
0.118

0.161 /
0.135

0.147 /
0.116

0.160 /
0.131

Match to ’Checked
Passage’

0.238 /
0.174

0.326 /
0.258

0.186 /
0.165

0.191 /
0.162

0.214 /
0.178

0.285 /
0.231

0.234 /
0.191

0.255 /
0.219

0.222 .
0.185

0.252 /
0.199

Table 9: Evaluation of knowledge selection as a function of model size. We report performance on T5-Base and
Large for 5 different context representations. We observe positive scaling trends, where the larger model performs
better, uniformly for retrieval metrics and generally across the classification metrics for the Relevant label.

Plaintext Retrieved Turns Last Turn Summ + 5 Turns

Base Large Base Large Base Large Base Large

WoW
Bertscore 0.905 / 0.904 0.907 / 0.906 0.903 / 0.900 0.904 / 0.902 0.903 / 0.901 0.904 / 0.902 0.904 / 0.903 0.906 / 0.904

Perplexity 6.978 / 7.545 5.989 / 6.371 7.177 / 7.783 6.151 / 6.574 7.446 / 8.084 6.754 / 7.226 7.028 / 7.601 6.001 / 6.412

TCS
Bertscore 0.871 / 0.869 0.873 / 0.872 0.869 / 0.869 0.872 / 0.871 0.869 / 0.867 0.871 / 0.870 0.871 / 0.868 0.874 / 0.873

Perplexity 12.313 / 14.443 9.811 / 11.279 12.778 / 15.237 10.101 / 12.980 13.293 / 15.950 11.456 / 14.374 12.181 / 14.342 9.792 / 11.113

Table 10: Evaluation of response generation as a function of model size. We report performance on T5-Base and
Large for 4 different context representations. We observe positive scaling trends, where the larger model performs
better particularly on perplexity scores.
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Abstract

Video-grounded dialogue systems aim to in-
tegrate video understanding and dialogue un-
derstanding to generate responses that are rel-
evant to both the dialogue and video context.
Most existing approaches employ deep learn-
ing models and have achieved remarkable per-
formance, given the relatively small datasets
available. However, the results are partially ac-
complished by exploiting biases in the datasets
rather than developing multimodal reasoning,
resulting in limited generalization. In this pa-
per, we propose a novel approach of Compo-
sitional Counterfactual Contrastive Learning
(C3) to develop contrastive training between
factual and counterfactual samples in video-
grounded dialogues. Specifically, we design
factual/counterfactual samples based on the
temporal steps in videos and tokens in dia-
logues and propose contrastive loss functions
that exploit object-level or action-level vari-
ance. Different from prior approaches, we fo-
cus on contrastive hidden state representations
among compositional output tokens to opti-
mize the representation space in a generation
setting. We achieved promising performance
gains on the Audio-Visual Scene-Aware Di-
alogues (AVSD) benchmark and showed the
benefits of our approach in grounding video
and dialogue context.

1 Introduction

Visual dialogue research (Das et al., 2017; Seo
et al., 2017; De Vries et al., 2017; Chattopadhyay
et al., 2017; Alamri et al., 2019a) aims to develop
intelligent systems that can reason and answer ques-
tions about visual content in a multi-turn setting.
Compared to traditional visual question answer-
ing (VQA) (Antol et al., 2015; Gao et al., 2015;
Malinowski and Fritz, 2014; Zhu et al., 2016), vi-
sual dialogues bridge the gap between research
and practical applications by allowing turn-based
human-machine interactions. Recently, many deep
learning approaches have been proposed to develop

SYSTEM: he walks towards the back of the living room 

HUMAN: does he walk back and forth in the video?

A5: A: he1 walks2 
towards3 the4 back5 
of6 the7 living8 room9 

Action
-based 

Contrastive 
Learning

Object
-based 

Contrastive 
Learning

Factual 
Response 

Cross Entropy

Grounding Video I

Counterfactual Samples

HUMAN: is it just one person in the video? 
SYSTEM: there is one visible person. 
HUMAN: what is he carrying in his hand? 
SYSTEM: he is looking down at his cellphone and laughing 
HUMAN: ... 

Dialogue History H

Current Question Q

...

Answer A

Figure 1: An example of video-grounded dialogue

visual dialogue systems and achieved remarkable
performance (Schwartz et al., 2019; Hori et al.,
2019; Le et al., 2019; Li et al., 2021b). How-
ever, as these methods are heavily trained on rela-
tively small datasets (Das et al., 2017; Alamri et al.,
2019a), they are subject to inherent bias from the
datasets and limited generalization into real-world
applications (Zhang et al., 2016; Goyal et al., 2017).
While training on large-scale data can alleviate this
problem, visual dialogues are expensive to procure
and require manual annotations. This challenge
becomes more obvious in highly complex visual
dialogue tasks such as video-grounded dialogues
(Alamri et al., 2019a; Le et al., 2021) (Figure 1).

In recent years, we have seen increasing re-
search efforts in contrastive learning to improve
deep learning performance (Wu et al., 2018; Henaff,
2020; Chen et al., 2020; He et al., 2020). The com-
mon strategy of these methods is an objective func-
tion that pulls together representations of an anchor
and “positive” samples while pushing the repre-
sentations of the anchor from “negative” samples.
These methods are specifically beneficial in self-
supervised image representation learning. Specifi-
cally, these methods often do not require additional
annotations by augmenting data of existing samples
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to create “positive” and “negative” samples. We
are motivated by this line of research to improve vi-
sual dialogue systems and propose a framework of
Compositional Counterfactual Contrastive Learn-
ing (C3). C3 includes loss functions that exploit
contrastive training samples of factual and counter-
factual data that are augmented to be object-variant
or action-variant.

Compared to traditional deep learning tasks, a
major challenge of applying contrastive learning
(Wu et al., 2018; Henaff, 2020; Chen et al., 2020;
He et al., 2020) in video-grounded dialogues lies
in the complexity of the task. Specifically, in a
discrimination task of image classification, given
an image, positive samples are created based on
non-adversarial transformations on this image e.g.
by cropping inessential parts without changing the
labels, and negative samples are randomly sam-
pled from other image instances. However, such
transformations are not straightforward to apply on
visual dialogues, each of which consists of a video
of spatio-temporal dimensions, a dialogue of multi-
ple turns, and an output label in the form of natural
language at the sentence level. In visual dialogues,
the random sampling method, in which negative
samples are created by swapping the input video
and/or dialogue context with random components
from other training samples, becomes too naive. In
domains with high data variance like dialogues or
videos, a system can easily discriminate between
such positive and negative instances derived using
previous approaches.

To mitigate the limitations of conventional con-
trastive learning in video-grounded dialogues, we
propose a principled approach to generate and con-
trol negative and positive pairs by incorporating
compositionality and causality (an overview of our
approach can be seen in Figure 2 and 3). Specif-
ically, we develop a structural causal model for
visual dialogues by decomposing model compo-
nents by object and action-based aspects. We then
create hard negative samples of grounding videos
by masking temporal steps that are relevant to ac-
tions mentioned in target output responses. Hard
negative dialogue samples are created by masking
tokens that are referenced to the entity mentioned in
target output responses. Positive samples of videos
and dialogues are developed similarly by masking
irrelevant temporal steps or tokens for them to re-
main factual. Finally, based on an object or action-
based variance between factual and counterfactual

pairs, we only select specific hidden state represen-
tations of the target dialogue response sequence,
to apply contrastive loss functions. Compared to
existing approaches, our method has better control
of data contrast at the granularity of object and
action variance. We conducted experiments with
comprehensive ablation analysis using the Audio-
Visual Scene-Aware Dialogues (AVSD) benchmark
(Alamri et al., 2019a) and showed that our method
can achieve promising performance gains.

2 Related Work

Counterfactual Reasoning. Related to our work
is the research of counterfactual reasoning. One
line of research focuses on generating plausible
counterfactual data to facilitate model training or
evaluation. (Zmigrod et al., 2019; Garg et al., 2019;
Vig et al., 2020) introduced data augmentation
methods that convert gender-inflected sentences or
remove identity-based tokens from sentences. The
augmented data is used to study model stereotyping
and improve fairness in model outputs. (Kaushik
et al., 2020) crowd-sourced human annotations to
minimally revise documents such that their senti-
ment labels are flipped. (Zeng et al., 2020; Wang
and Culotta, 2020; Madaan et al., 2020) introduced
data augmentation to improve model robustness in
entity recognition and text classification tasks.

More related to our work are counterfactual aug-
mentation methods in generative tasks. (Qin et al.,
2019) introduced a new benchmark for counterfac-
tual story rewriting. (Li et al., 2021a) explored
augmented counterfactual dialogue goals to evalu-
ate dialogue state tracking models. (Baradel et al.,
2020) proposed a synthetic 3D environment for
learning the physical dynamics of objects in coun-
terfactual scenarios. Different from prior tasks, in
the task of video-grounded dialogue, a target re-
sponse is not easy to be flipped/negated, and hence,
supervised learning is not straightforward. We pro-
pose to automatically develop counterfactual and
factual samples and improve representation learn-
ing via unsupervised learning.

Contrastive Learning. Our work is related to
the research of contrastive learning in deep learn-
ing models. The research is particularly popular in
self-supervised learning of image representations
(Wu et al., 2018; Hjelm et al., 2019; Henaff, 2020;
Chen et al., 2020; He et al., 2020; Khosla et al.,
2020). These methods do not require additional
annotations but aim to improve representations
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Figure 2: SCMs of video-grounded dialogues: Left: Basic SCM without factorization. Middle: SCM factorized
by visual and textual context. Right: SCM factorized by object and action-level information. I: video input, Q:
question input, H: dialogue history, C: contextualized information, and A: target response. For simplicity, we do
not demonstrate independent noise variables U and the subscript t.

through loss functions. The loss functions are of-
ten inspired by noise contrastive estimation (NCE)
(Gutmann and Hyvärinen, 2010) and applied in
lower-dimensional representation space. In the lan-
guage domain, similar loss functions have been
introduced to improve word embeddings (Mnih
and Kavukcuoglu, 2013) and sentence embeddings
(Logeswaran and Lee, 2018). More related to our
work is (Huang et al., 2018; Liu and Sun, 2015;
Yang et al., 2019; Lee et al., 2021), introducing
positive and negative pairs of sentences for con-
trastive learning in generative tasks such as lan-
guage modelling, word alignment, and machine
translation. In the multimodal research domains,
our work is related to contrastive learning methods
introduced by (Zhang et al., 2020; Gokhale et al.,
2020; Liang et al., 2020; Gupta et al., 2020). Specif-
ically, our work complements (Zhang et al., 2020)
by incorporating causality into contrastive learn-
ing. However, we focus on a very different task of
video-grounded dialogues that involves turn-based
question-answering. The task requires multimodal
reasoning performed on both dialogue context and
video context. Moreover, we improve models by
tightly controlling data variance by adopting com-
positionality and our loss functions optimize hid-
den state representations of decoding tokens by
their object or action-based semantics.

3 Method

3.1 Problem Definition

In a video-grounded dialogue task (Alamri et al.,
2019a; Le et al., 2021), the inputs consist of a di-
alogue D and the visual input of a video I. Each
dialogue contains a sequence of dialogue turns,
each of which is a pair of question Q and answer

A. At each dialogue turn t, we denote the dia-
logue context Ht as all previous dialogue turns
Ht = {(Qi,Ai)}|i=t−1

i=1 . The output is the answer
Ât to answer the question of the current turn Qt.
The objective of the task is the generation objective
that output answers of the current turn:

Ât = argmax
At

P (At|I,Ht,Qt; θ) (1)

3.2 Structural Causal Model
We first cast a visual dialogue model as a structural
causal model (SCM) (Pearl, 2009) to explore the
potential factors that affect the generation of tar-
get dialogue responses in a dialogue system. By
definition, an SCM consists of random variables
V = {V1, ..., VN} and corresponding independent
noise variables U = {U1, ..., UN}. We assume an
SCM of a directed acyclic graph (DAG) structure.
In this structure, causal functions are defined as
F = {f1, ..., fN} such that Vi = fi(Pi, Ui) where
Pi = {Vp} ⊂ V are the parent nodes of Vi in
the DAG. Using this definition of SCM, we de-
velop three SCM structures for a video-grounded
dialogue system in Figure 2.

The Basic SCM is directly derived from the
objective function (1). The VL-SCM adopts a
question-aware reasoning process that partitions
visual and language reasoning based on question
information as the common cause. A limitation
of VL-SCM is that it does not account for the in-
teractions of components such as object and ac-
tion abstracts that are embedded in visual con-
text CI and linguistic context CH . This drawback
becomes more significant in scenarios in which
question information is highly dependent on prior
turns in the dialogue history. Specifically, in ques-
tions that involve references, including object refer-
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Figure 3: Counterfactual generation: An overview of our factual and counterfactual dialogue/video generation.

ences (“does she interact with the woman in red?”)
and action references (“what does the boy do af-
ter that?”), VL-SCM is not optimal to integrate
dialogue and video context to solve component
references such as “she” and “that”. To address
this drawback, we propose an OA-SCM that is
factorized by object-action contextual information
(Figure 2, right). The causal functions fobjH and
factH can be a simple text parser that map tokens
into object-based tokens or action-based tokens s.t.
Hobj = fobjH (H) and Hact = factH (H). Similarly,
fobjI and factI are causal functions that map bound-
ing boxes or temporal steps into object-based or
action-based contents. In Section 3.3, we show
that OA-SCM structure provides a framework to
develop partially counterfactual training samples.

3.3 Counterfactual Augmentation
An overview of our augmentation process can be
seen in Figure 3.

Decomposing observational target response.
First, at each dialogue turn t, the ground-truth dia-
logue response At are passed to a syntactic parser
such as the Stanford parser system 1. The output in-
cludes grammatical components, such as subjects,
verbs, and modifiers, in the form of a dependency
tree. We prune the dependency tree to remove
inessential parts and extract a set of object phrases
At,obj , and action-based phrases At,act.

Generating counterfactual dialogue. Based
on At,obj , we apply a pretrained reference reso-
lution model e.g. (Clark and Manning, 2016), to
the dialogue contextHt to identify any references
from past dialogue turns to any objects in At,obj .

1https://nlp.stanford.edu/software/
lex-parser.shtml

For instance, in Figure 2, the object “he” identified
in At are mapped to different token positions in
prior dialogue turns, e.g. “his” in the text span “his
hand” in the second question turn. All referenced
tokens in dialogue context Ht are replaced by a
MASK vector and the resulting dialogue context is
denoted as counterfactual sample H−t . We also
used the pretrained reference resolution model to
select any object tokens inHt that are not mapped
to At,obj . These objects are considered irrelevant
to At and they are replaced by the MASK vector
fromHt and the resulting dialogue is denoted as a
factual sampleH+

t .

Generating counterfactual video. To create a
counterfactual video sample, we first identify the
temporal steps from the video that are semanti-
cally relevant to action phrases in At,act. We ob-
tain the annotation of temporal action spans from
video, which can be retrieved from a pretrained
temporal localization model (Shou et al., 2016) or
is readily available in existing video benchmarks
(Sigurdsson et al., 2016). The action span annota-
tions consist of a set of action labels Yi,act, each
of which is mapped to a start and end time (tsi , t

e
i ).

Temporal segments that are deemed necessary to
generate At is the union of all time spans from
the set S = {(tsj , tej)} for all Yj,act that is semanti-
cally similar toAt,act. To identify similar pairs, we
adopted cosine similarity scores between pretrained
Glove embedding vectors of Yj,act and At,act. Dur-
ing video feature encoding, any features of tem-
poral steps sampled within S are replaced with
a MASK vector, and resulting video features are
noted as encoded features of counterfactual video
I−. Factual video I+ are created similarly but for
video parts irrelevant to At, that is I \ S.
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By the definition of OA-SCM from Section
3.2, we can denote H−t = H−t,obj + Ht,act and
H+

t = H+
t,obj +Ht,act; and I− = Iobj + I−act and

I+ = Iobj + I+act. Note that we follow (Hsieh
et al., 2018) and assume object information such
as object appearance and shape are typically em-
bedded in any video frame. In this case, Iobj is
unchanged and can be obtained from either I \ S
or S. In Section 3.4, we show that these partially
counterfactual formulations enable a compositional
contrastive learning approach.

3.4 Contrastive Learning
In this section, we introduce a contrastive learn-
ing method that exploits the compositional hidden
states between factual and counterfactual samples.
We extend the objective function (1) to express the
auto-regressive decoding process:

Ât = argmax
At

P (At|I,Ht,Qt; θ)

= argmax
At

LA∏

m=1

Pm(wm|At,<m, I,Ht,Qt; θ)

Each target responseA is represented as a sequence
of token or word indices {wm}|m=L

m=1 ∈ |V|, where
L is the sequence length and V is the vocabulary
set. The conditional probability Pm is defined as:

Pm = softmax(Wkm + b) ∈ R|V| (2)

km = θdecode(wm−1, θencode(I,Ht,Qt)) (3)

where km is the hidden state at decoding position
m and d is the embedding dimension of the hidden
state. In this generative setting, we then explain 2
different ways of contrastive learning:

Sentence-level contrast. This approach learns
the representations of the hidden states by contrast-
ing a linear transformation of an aggregated vector
of hidden states following an NCE framework:

Lsentnce = − log
esim(z,z+)

esim(z,z+) + esim(z,z−)
(4)

where sim(, ) is the cosine similarity score and
z is the output of an aggregation function Agg:
z = Agg(U) where U ∈ Rdnce×LA and
um = MLPnce(km) ∈ Rdnce . z+ and z−

are obtained similarly by passing k+m and k−m to
the same MLP and aggregation function. k+m
and k−m are obtained by passing factual and
counterfactual video pairs into (3): k+m =
θdecode(wm−1, θencode(I+,Ht,Qt)) and k−m =

θdecode(wm−1, θencode(I−,Ht,Qt)). In cases of
augmentation with factual and counterfactual dia-
logues, we obtain k+m and k−m by replacingH with
H+ and H− in (3). Agg is an aggregation func-
tion that collapses hidden states into a single vector,
e.g. average pooling (Lee et al., 2021; Zhang et al.,
2020). We follow (Khosla et al., 2020) to normalize
z, z+, z− to lie on the unit hypersphere. To reflect
this contrastive learning approach against the VL-
SCM, we can assume C ∼= K and (4) essentially
exploits the contrast between C+ and C−.

Compositional contrast. We note that the
above approach does not consider compositionality
in the target output response A. Since we are us-
ing the same observational output wm−1 to obtain
km, k−m, and k−m, we can remove the Agg func-
tion and apply a token-level pairwise contrastive
loss between pairs of (zm = um, z

+
m = u+m) and

(zm = um, z−m = u−m). In this strategy, we formu-
late a loss function for action variance between I+
and I−, and one for object variance between H+

andH−:

Lactnce = −
1

|Dact|
∑

i∈Dact

log
esim(zi,z

+
i )

esim(zi,z
+
i ) + esim(zi,z

−
i )

Dact = {idx(wi) : wi−1 ∈ At,act} (5)

Lobjnce = −
1

|Dobj |
∑

j∈Dobj

log
esim(zj ,z

+
j )

esim(zj ,z
+
j ) + esim(zj ,z

−
j )

Dobj = {idx(wj) : wj−1 ∈ At,obj} (6)

where idx(wm) returns the index of wm in At.
Note that in (5) and (6), we adopt a hypothetical
strategy by obtaining hidden states given input to-
kens are either inAt,act orAt,obj . An alternative ap-
proach is to consider hidden states that are expected
to produce prospective tokens wm ∈ At,act/At,obj ,
i.e. D′act = {index(wi) : wi ∈ At,act} and
D′obj = {index(wj) : wj ∈ At,obj}. We con-
ducted experiments with both strategies and ex-
plained our findings in the next section. Note
that we can connect the compositional contrastive
learning approach against the OA-SCM (Section
3.2) by denoting Cact ∼= {ki}∀i ∈ Dact and
Cobj ∼= {kj}∀j ∈ Dobj . Therefore, (5) essentially
exploits the contrast between C+act and C−act, and (6)
for the contrast between C+obj and C−obj .

4 Experiments

Dataset and Experimental Setup. We used
the Audio-Visual Sene-Aware Dialogue (AVSD)
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Train Trainvideo
aug Traindial

aug Val Valvideoaug Valdialaug Test
#Dialogs 7,659 7,145 6,411 1,787 1,709 1,557 1,710
#(I,Ht,Qt,At) 76,590 28,163 18,397 17,870 7,383 4,912 6,745

Table 1: Summary of the AVSD benchmark with augmented counterfactual video/dialogue data

dataset (Alamri et al., 2019b) to benchmark video-
grounded dialogue systems. The dataset contains
10-turn dialogues, each of which is grounded on
one video from the Charades dataset (Sigurdsson
et al., 2016). We used the standard visual features
I3D (Carreira and Zisserman, 2017) to represent
the video input. Note that compared to (Alamri
et al., 2019b), we followed the setting of AVSD
in the 7th Dialogue System Technology Challenge
(DSTC7) (Yoshino et al., 2019), which requires
generating a response rather than selecting from a
candidate set. We also did not use video caption
as an input as the caption is typically not easy to
obtain in applications. A summary of the dataset
can be seen in Table 1.

All model parameters, except the visual feature
extractor of a pretrained I3D model, are initial-
ized with uniform distribution (Glorot and Bengio,
2010). Our approach can be applied to different
model architectures, as long as the hidden states of
individual decoding tokens are available for con-
trastive learning. We used MTN (Le et al., 2019),
which is a Transformer adaptation of the traditional
RNN-based dialogue systems, as our base model.
Finally, we evaluated models with objective met-
rics, including BLEU (Papineni et al., 2002), ME-
TEOR (Banerjee and Lavie, 2005), ROUGE-L (Lin,
2004), and CIDEr (Vedantam et al., 2015). These
metrics are found to correlate well with human
judgment (Alamri et al., 2019b).

Creating Counterfactual Data. We created
counterfactual data for the training split and vali-
dation split of the AVSD benchmark. Specifically,
from the original data, we identified invalid sam-
ples that are not sufficient for factual and coun-
terfactual transformations. Examples of invalid
samples are ones with ambiguous actions in target
responses (e.g. “I am not sure what he is doing”),
or ones without object references to prior turns (e.g.
“there is only a single person in the video”). These
samples are discarded and the remaining data is
processed as described in Section 3.3. The overall
statistics of augmented train and validation splits
can be seen in Table 1. Note that the number of
samples with augmented videos and dialogues are

different as some samples contain valid actions
but no object references (e.g. “the man is walking
around the kitchen”), and vice versa.

Evaluating with Counterfactual Data. First,
using augmented data, we evaluated models trained
only with the original data. Motivated by (Kaushik
et al., 2020; Vig et al., 2020; Agarwal et al., 2020),
we designed this set of experiments to gauge the
model performance under adversarial (counterfac-
tual) samples and favourable (factual) samples and
to observe the effects of our transformation meth-
ods. Specifically, we trained an MTN model (Le
et al., 2019) on the original training data and evalu-
ate the model on an augmented validation set. To
fairly compare the results, we create a shared vali-
dation set in which each sample is augmented with
both video and dialogue factual and counterfac-
tual pairs. Essentially, this set is the intersection
Valv+d

aug = Valvideoaug ∩ Valdialaug . Using the CIDEr
metric (Vedantam et al., 2015), We noted the MTN
model pretrained on original training data achieves
0.996 and 1.086 score in the original test and val-
idation set respectively. However, as noted from
Table 2, the performance drops to 0.779 when eval-
uating on the validation set Valv+d

aug even with the
original video-dialogue pair (I,H). This perfor-
mance drop indicates that the subset contains more
challenging instances that require reasoning in dia-
logues and videos.

The performance decreases to 0.760 when tested
with I− and increases to 0.782 when tested with
I+, keeping the H unchanged. When tested with
videos that are masked at random temporal steps
I−rand, the result only reduces to 0.773, less than
I−. This illustrates higher counterfactual im-
pacts in I− than in I−rand. We also observed that
model performance with counterfactual videos I−
is higher than cases with no video at all, I0. This
observation demonstrates the factorization formu-
lation of our SCM in which I− is partially coun-
terfactual, containing useful information, i.e. Iobj ,
than I0, to support response generation.

When tested with dialogue transformations, we
have similar observations with H−, H+, H−rand,
andH0. Specifically, following our SCM structure,

553



Video augmentation + original dialogue Video augmentation + no dialogue
(I,H) (I−,H) (I0,H) (I+,H) (I−rand,H) (I,H0) (I−,H0) (I0,H0) (I+,H0) (I−rand,H0)
0.779 0.760 0.733 0.782 0.773 0.724 0.708 0.693 0.722 0.710
Dialogue augmentation + original video Dialogue augmentation + no video
(I,H) (I,H−) ((I,H0) (I,H+) (I,H−rand) (I0,H) (I0,H−) (I0,H0) (I0,H+) (I0,H−rand)
0.779 0.764 0.724 0.788 0.778 0.733 0.722 0.693 0.739 0.734

Table 2: Validation results with augmentation data: I: original video input, I−/+: counterfactual/factual video
following Section 3.3, I−rand: counterfactual video by masking random temporal steps, I0: no video input; H:
original dialogue input, H−/+: counterfactual/factual dialogue following Section 3.3, H−

random: counterfactual
dialouge by masking random tokens,H0: no dialogue input. All results are in CIDEr score.

# Contrast
pair

Contrast
loss

Hidden
states B-1 B-2 B-3 B-4 M R C

A - - - 0.695 0.558 0.455 0.376 0.253 0.534 0.996
B I+, I− NCE Dact 0.709 0.577 0.476 0.398 0.262 0.549 1.040
C I+, I− NCE D′act 0.697 0.565 0.462 0.381 0.254 0.538 1.003
D I+, I− NCE Dobj 0.701 0.565 0.462 0.383 0.256 0.541 1.011
E I+, I− NCE D 0.699 0.566 0.465 0.386 0.253 0.539 1.008
F I+, I−rand NCE Dact 0.693 0.563 0.464 0.388 0.254 0.538 1.010
G I+, I0 NCE D 0.700 0.566 0.463 0.383 0.256 0.538 1.019
H I+, I0rand NCE D 0.695 0.563 0.463 0.385 0.253 0.538 0.998
I I+, I− S-NCE Dact 0.695 0.567 0.467 0.389 0.255 0.54 1.014
J I+, I− L1-PD Dobj 0.705 0.569 0.465 0.385 0.258 0.543 1.005

Table 3: Contrastive learning with counterfactual videos: We experimented with variants of contrastive video
pairs, hidden state sampling, and contrast loss. Metrics: B-n: BLEU-n, M: METEOR, R: ROUGE-L, C: CIDEr.

we show thatH− is partially counterfactual. To iso-
late the impacts of video/dialogue augmentations,
we also tested models with tuples that are paired
with zero dialogue context/video input (H0/I0). In
these isolated experiments, we still observe consis-
tent performance patterns among different variants
of augmented video/dialogues, validating our fac-
torization SCM and the effectiveness of augmenta-
tion techniques.

Contrastive Learning with Counterfactual
Videos. In these experiments, we combined the
task objective loss with our proposed contrastive
learning approach that exploits action-based data
contrast between I+ and I−. From Table 3, we
have the following observations: 1) First, when
applying contrastive learning on augmented coun-
terfactual data following our NCE function (5)
(Row B), the model outperforms one which was
trained with only original training data (Row A).
This demonstrates the positive impacts of our C3

learning approach through better generated target
responses. 2) When using the indices of hidden
states based on prospective tokens (D′act) (Row C),
the performance gain decreases. This can be ex-
plained as hidden states in D′act positions represent
contextual information that potentially, but not ab-
solutely, generate an action token. However, hidden
states in Dact positions already assume a hypothet-

ical input action token (wi−1 in (5)), and hence, a
contrastive learning on these hidden states is more
stable. 3) we observed marginal performance gains
when changing hidden state indices to indices of
object tokens Dobj (Row D) or to hidden states of
all tokens D (Row E). This observation verifies our
factorized SCM framework as I− and I+ are for-
mulated to be action-variant specifically. Training
them based on object variance or generic variance
might lead to unstable representation learning and
trivial performance gains.

4) Consistent with our observations from Ta-
ble 2, contrastive learning applied to counterfac-
tual videos with random masked temporal steps
I−rand (Row F) results in very low performance
gain. 5) When we applied contrastive learning be-
tween I+ and naive counterfactual samples, in-
cluding zero video input I0 (Row G) or video
input sample from other training instance I0rand
(Row H), the results only increases marginally com-
pared to results with I−. 6) We experimented
with sentence-level contrast (S-NCE) (as in (4))
in which all hidden states are considered and col-
lapsed to a single vector, as similarly used by (Lee
et al., 2021; Zhang et al., 2020). We observed that
this loss formulation (Row I), is not effective in
our task, illustrating the benefits of using compo-
sitional representations of decoding tokens. 7) Fi-
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# Contrast
pair

Contrast
loss

Hidden
states B-1 B-2 B-3 B-4 M R C

A - - - 0.695 0.558 0.455 0.376 0.253 0.534 0.996
B H+,H− NCE Dobj 0.705 0.571 0.470 0.393 0.260 0.545 1.029
C H+,H− NCE D′obj 0.701 0.569 0.469 0.392 0.256 0.540 1.023
D H+,H− NCE Dact 0.699 0.561 0.453 0.369 0.251 0.538 0.963
E H+,H− NCE D 0.707 0.571 0.466 0.385 0.258 0.542 1.020
F H+,H−rand NCE Dobj 0.693 0.557 0.452 0.370 0.253 0.536 0.957
G H+,H0 NCE D 0.705 0.570 0.466 0.387 0.258 0.542 1.022
H H+,H0

rand NCE D 0.696 0.563 0.462 0.383 0.254 0.536 1.005
I H+,H− S-NCE Dobj 0.696 0.561 0.458 0.378 0.252 0.538 0.999
J H+,H− L1-PD Dact 0.699 0.569 0.468 0.390 0.255 0.543 1.008

Table 4: Contrastive learning with counterfactual dialogues: We experiment with variants of contrastive dia-
logues pairs, hidden state sampling, and loss. Metrics: B-n: BLEU-n, M: METEOR, R: ROUGE-L, C: CIDEr.

Model Visual
Features B-1 B-2 B-3 B-4 M R C

Baseline (Hori et al., 2019) I3D 0.621 0.480 0.379 0.305 0.217 0.481 0.733
JMAN (Chu et al., 2020) I3D 0.648 0.499 0.390 0.309 0.240 0.520 0.890
FA-HRED (Nguyen et al., 2018) I3D 0.648 0.505 0.399 0.323 0.231 0.510 0.843
Student-Teacher (Hori et al., 2019) † I3D 0.675 0.543 0.446 0.371 0.248 0.527 0.966
MSTN (Lee et al., 2020) † I3D - - - 0.379 0.261 0.548 1.028
BiST (Le et al., 2020) RX 0.711 0.578 0.475 0.394 0.261 0.550 1.050
RLM-GPT2 (Li et al., 2021b) † ‡ I3D 0.694 0.570 0.476 0.402 0.254 0.544 1.052
MTN (Le et al., 2019) I3D 0.695 0.558 0.455 0.376 0.253 0.534 0.996
MTN +C3 (I+/−) I3D 0.709 0.577 0.476 0.398 0.262 0.549 1.040
MTN +C3 (H+/−) I3D 0.705 0.571 0.470 0.393 0.260 0.545 1.029

Table 5: Overall results: † incorporates additional video background audio inputs. ‡ indicates finetuning methods
on pretrained language models. Metrics: B-n: BLEU-n, M: METEOR, R: ROUGE-L, C: CIDEr.

nally, to utilize any object-level invariance between
I+ and I−, we applied a pairwise L1 distance loss
Lact = ∑

i ‖sim(zi, z
+
i )− sim(zi, z

−
i )‖1 to min-

imizes distances of hidden states of Dobj positions
(Row J). However, the performance gain of this
loss is not significant, demonstrating representation
learning through data variance is a better strategy.

Contrastive Learning with Counterfactual
Dialogues. From Table 4, we observed consistent
observations as compared to prior experiments with
counterfactual videos. Essentially, our results illus-
trate the impacts of C3 that specifically contrasts
object-level information betweenH− andH+.

Overall Results. In Table 5, we reported the
results of our models which we trained on an MTN
backbone (Le et al., 2019) incorporated our pro-
posed C3 learning approach with counterfactual
videos or dialogues. Our models achieve very
competitive performance against models trained
on the same data features e.g. MSTN (Lee et al.,
2020), as well as models pretrained with a large
language dataset e.g. RLM-GPT2 (Li et al., 2021b).
We also observed that the performance gain of C3

with I+/− is higher than that with H+/−. As we
showed the benefits of augmented counterfactual

dialogues and videos, we will leave the study to
unify both augmented data types for a hybrid con-
trastive learning approach for future work. In this
paper, we showed that either dialogues or videos
can be augmented and used to improve contextual
representations through contrastive losses based on
object-based or action-based variance.

For example factual/counterfactual
videos/dialogues, please refer to the Appendix.

5 Discussion and Conclusion

In this work, we proposed Compositional Coun-
terfactual Contrastive Learning (C3), a contrastive
learning framework to address the limitation of
data in video-grounded dialogue systems. We in-
troduced a factorized object-action structural causal
model, described a temporal-based and token-
based augmentation process, and formulated con-
trastive learning losses that exploit object-level and
action-level variance between factual and counter-
factual training samples. In our proposed approach,
we train models to minimize the distance between
compositional hidden state representations of fac-
tual samples and maximize the distance between
counterfactual samples.
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We noted our proposed C3 still entails some
limitations. we describe these limitations and sug-
gest potential ways to overcome them for future
extension. First, in our approach, we made the as-
sumption of independence between Cobj and Cact
to mask tokens/video segments as a way to gen-
erate counterfactual data samples. However, in
many cases, this assumption might be too strong.
Therefore, our approach might disrupt the natu-
ral data distribution and create negative noise in
model training. A more advanced counterfactual
data generation should be able to better capture
the nature of counterfactual scenarios, avoiding the
above assumption and generalizing the model bet-
ter. Secondly, in our approach, we require external
text-processing tools to decompose the input com-
ponents. More sophisticated tools could be used
to improve data quality of counterfactual/factual
examples. Finally, after this work was completed,
there have been several more advanced approaches
following MTN (Le et al., 2019). As our approach
is model-agnostic, we encourage readers to review
and adapt our work to these more advanced models.

6 Broader Impacts

In this work, we described C3, a novel con-
trastive learning approach that exploits action-
based and object-based variance between counter-
factual video/dialogue pairs. We demonstrated the
benefit of this approach in the video-grounded di-
alogue domain, which is typically suffered from
dataset scarcity. We want to emphasize that our
method should be used strictly to improve dataset
quality and obtain model performance gains. For
instance, a chatbot that incorporates C3 can gener-
ate high-quality responses that better match human
questions. Our method should not be used for ma-
licious purposes, such as creating chatbots to steal
information or make scam calls.

Considering the widespread application of AI in
the real world, the adoption of our method can lead
to better dialogue systems that improve the quality
of life for many people. For instance, a better chat-
bot embedded in electronic devices will improve
both user experience and productivity. Conversely,
the adoption of dialogue systems might lead to
the potential loss of jobs in domains such as cus-
tomer call centres. In high-risk domains such as
autonomous vehicles, applications of our method
can improve virtual assistant applications in the
vehicles. As the products might directly affect

human safety, any applications of C3 should be
tested to account for different scenarios, whether
the method works as intended or not, and mitigate
consequences when the output is incorrect. We
advise that any plan to apply our method should
consider carefully all potential groups of stakehold-
ers as well as the risk profiles of applied domains
to maximize the overall positive impacts.
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QRWQ3_4,
A2771_3
A2771_8
PRQSR_5
PRQSR_7

Original video 

Original dialogue history
Q1: is the woman already in the room ? A1: yes she is already in the room. Q2: is there any other people ? A2: no other people in the 
video. Q3: is she talking in the video ? A3: no she isn’t talking in this video. Q4: is there any music heard ? A4: no music is heard 
there.

Question and answer of current turn (detected actions are highlighted): 
Q5: does the woman eat or drink anything? A5: she takes a cup from the fridge but didn’t drink.

Factual video (I+)

MASK MASK MASK MASK

Counterfactual video (I-)

MASKMASKMASK MASK

MASK

Figure 4: Example factual and counterfactual video

Counterfactual video (I-)

Factual video (I+)

QRWQ3_4,
A2771_3
A2771_8
PRQSR_5
PRQSR_7

Original video 

Original dialogue history
Q1: how many people can you see ? A1: there is only one person . Q2: is it indoors ? A2: yes , the entire video is indoors . Q3: is it 
daylight ? A3: yes , it is daylight outside . Q4: is the person happy ? A4: yes , she is laughing . to herself . Q5: is it in a house or 
apartment ? A5: i cannot tell if it is an apartment or home . Q6: is the person watching tv or reading a book ? A6: she is looking at her 
phone . Q7: how old does the person seem to be ? A7: she looks like early twenties . Q8: is she sitting down or standing up ? A8: she 
is sitting on the stairs then stands up and leaves . Q9: are the stairs covered with carpet ? A9: no , they are bare , no carpet .

Question and answer of current turn (detected actions are highlighted): 
Q10: can you see her getting out of the dwelling ? A10: no , you can only see her walk away .

MASK MASK

MASKMASK MASK

MASK

Figure 5: Example factual and counterfactual video
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Original video

Original dialogue history
Q1: is there only one guy in this whole video? 
A1: yes I can see only one guy in the video
Q2: can you tell what he‘s cooking? 
A2: nothing clear he pour some water in bowl and on stove
Q3: what’s in the silver packet at the end? 
A3: he opened medicine in the box
Q4: does he boil the water?
A4: yes it seems in the video

Question and answer of current turn (detected objects are 
highlighted)
Q5: does he eat any of that medicine?
A5: no he opened the medicine that’s all in video

QRWQ3_4,
A2771_3
A2771_8
PRQSR_5
PRQSR_7

Factual dialogue history (H+)
Q1: is there only one guy in this whole video? 
A1: yes I can see only one guy in the video
Q2: can you tell what he‘s cooking? 
A2: nothing clear he pour [MASK] in bowl and on stove
Q3: what’s in the silver packet at the end? 
A3: he opened medicine in the box
Q4: does he boil the water?
A4: yes it seems in the video

Counterfactual dialogue history (H-)
Q1: is there only one guy in this whole video? 
A1: yes I can see [MASK]
Q2: can you tell what [MASK] ‘s cooking? 
A2: nothing clear [MASK] pour some water in bowl and on 
stove
Q3: what’s in the silver packet at the end? 
A3: [MASK] opened [MASK] in the box
Q4: does [MASK] boil the water?
A4: yes it seems in the video

Figure 6: Example factual and counterfactual dialogue history

QRWQ3_4,
A2771_3
A2771_8
PRQSR_5
PRQSR_7

Original video

Original dialogue history
Q1: is the guy in the red shirt dancing? 
A1: no , he is using the towel to dust the window.
Q2: is that a women to right of him watching him? 
A2: yes that is a woman.
Q3: what was he doing before dusting the window? 
A3: he turns around, then picks up the towel. 
Q4: what did he do after dusting the window?
A4: he doesn’t stop, he does it for the remainder of the video.
Q5: was there any talking in the video? 
A5: yes, a woman speaks in a foreign language, at the 
beginning of the video only. 
Q6: can you tell who she was talking to? 
A6: to the man who ends up dusting the window.
Q7: does the woman do anything besides talk to the man 
dusting?
A7: no, she doesn’t, it might be the female behind the camera 
speaking.
Q8: is the window he’s dusting dirty?
A8: can tell if is or not. 

Question and answer of current turn (detected objects are 
highlighted): 
Q9: is he using only the towel on the window or does he have a 
cleaner like a spray bottle? 
A9: only the towel he’s using.

Factual dialogue history (H+)
Q1: is the guy in the red shirt dancing? 
A1: no , he is using the towel to dust the window.
Q2: is that a women to right of him watching him? 
A2: yes that is a woman.
Q3: what was he doing before dusting the window? 
A3: he turns around, then picks up the towel. 
Q4: what did he do after dusting the window?
A4: he doesn’t stop, he does it for the remainder of the video.
Q5: was there any talking in the video? 
A5: yes, [MASK] speaks in a foreign language, at the 
beginning of the video only. 
Q6: can you tell who [MASK] was talking to? 
A6: to [MASK]
Q7: does [MASK] do anything besides talk to [MASK] dusting?
A7: no, she doesn’t, it might be the female behind the camera 
speaking.
Q8: is the window he’s dusting dirty?
A8: can tell if is or not. 

Counterfactual dialogue history (H-)
Q1: is [MASK]? 
A1: no , [MASK] is using the towel to dust [MASK].
Q2: is that a women to right of [MASK] watching [MASK]? 
A2: yes that is a woman.
Q3: what was [MASK] doing before dusting [MASK]? 
A3: [MASK] turns around, then picks up the towel. 
Q4: what did [MASK] do after dusting [MASK]?
A4: [MASK] doesn’t stop, [MASK] does it for the remainder of 
the video.
Q5: was there any talking in the video? 
A5: yes, a woman speaks in a foreign language, at the 
beginning of the video only. 
Q6: can you tell who she was talking to? 
A6: to the man who ends up dusting [MASK].
Q7: does the woman do anything besides talk to the man 
dusting?
A7: no, she doesn’t, it might be the female behind the camera 
speaking.
Q8: is [MASK] he’s dusting dirty?
A8: can tell if is or not. 

Figure 7: Example factual and counterfactual dialogue history

561



Proceedings of the 24th Meeting of the Special Interest Group on Discourse and Dialogue, pages 562–571
September 11–15, 2023. ©2023 Association for Computational Linguistics

No that’s not what I meant: Handling Third Position Repair in
Conversational Question Answering

Vevake Balaraman Arash Eshghi Ioannis Konstas Ioannis Papaioannou
AlanaAI

{vevake, arash, ioannis.k, ioannis}@alanaai.com

Abstract

The ability to handle miscommunication is cru-
cial to robust and faithful conversational AI.
People usually deal with miscommunication
immediately as they detect it, using highly sys-
tematic interactional mechanisms called repair.
One important type of repair is Third Position
Repair (TPR) whereby a speaker is initially
misunderstood but then corrects the misunder-
standing as it becomes apparent after the ad-
dressee’s erroneous response (see Fig. 1). Here,
we collect and publicly release REPAIR-QA1,
the first large dataset of TPRs in a conversa-
tional question answering (QA) setting. The
data is comprised of the TPR turns, correspond-
ing dialogue contexts, and candidate repairs of
the original turn for execution of TPRs. We
demonstrate the usefulness of the data by train-
ing and evaluating strong baseline models for
executing TPRs. For stand-alone TPR execu-
tion, we perform both automatic and human
evaluations on a fine-tuned T5 model, as well
as OpenAI’s GPT-3 LLMs. Additionally, we ex-
trinsically evaluate the LLMs’ TPR processing
capabilities in the downstream conversational
QA task. The results indicate poor out-of-the-
box performance on TPR’s by the GPT-3 mod-
els, which then significantly improves when
exposed to REPAIR-QA.

1 Introduction

Participants in conversation need to work together
on a moment by moment basis to achieve shared un-
derstanding and coordination (Clark, 1996; Clark
and Brennan, 1991; Goodwin, 1981; Healey et al.,
2018; Mills, 2007). One of the key interactional
mechanisms that enables this is called repair (Sche-
gloff et al., 1977; Schegloff, 1992) – see Fig. 1: a
set of universal, highly systematised (Dingemanse
et al., 2015), local methods for dealing with mis-
communication as it is detected.

1The dataset, models and code for all experiments are
available at https://github.com/alanaai/Repair-QA

Figure 1. TPR Example from REPAIR-QA

(T1) U: What is the name of the princess in
Frozen? ⟨Trouble Source⟩
(T2) S: The name of the princess who even-
tually becomes queen is Elsa
(T3) U: no I mean the name of the younger
sister ⟨Third Position Repair⟩
(T4) S: The name of the younger sister is
Anna

Miscommunication likewise arises in human-
machine conversation. Therefore, the ability to
interpret and generate effective repair sequences is
crucial to robust Conversational AI technology, and
to ensuring that Natural Language Understanding
(NLU) output and/or subsequent system responses
remain faithful to what the user intended.

Considerable attention has been paid to computa-
tional models for the interpretation and generation
of self-repair (see (Hough and Schlangen, 2015;
Hough, 2015; Shalyminov et al., 2017; Skantze
and Hjalmarsson, 2010; Buß and Schlangen, 2011;
Hough and Purver, 2012) among others): a class
of repairs whereby the speaker corrects themselves
on the fly within the same conversational turn
(e.g. “User: I want to go to London uhm sorry
Paris”). Similarly, the crucial role of generating
and responding to Clarification Requests (e.g. “Par-
don/what/who?”) in conversational models has
long been recognised (see (San-Segundo et al.,
2001; Purver, 2004; Purver and Ginzburg, 2004;
Rieser and Moore, 2005; Rodríguez and Schlangen,
2004; Rieser and Lemon, 2006) among others), but
existing systems either remain limited (e.g. Curry
et al. (2018)) or do not support this at all – see
Purver et al. (2018) for an overview of existing
models of repair.

In this paper, we focus on an important class of
repairs that has, to our knowledge, been neglected
in the NLP community, likely due to the unavail-
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ability of data: Third Position Repair (TPR; (Sche-
gloff, 1992); aka repair after next turn). These
occur when the addressee initially misunderstands
the speaker (Fig. 1 at T1, the trouble source turn),
responds based on this misunderstanding (at T2),
which in turn reveals the misunderstanding to the
addressee who then goes on to correct the misun-
derstanding (at T3). Our contributions are: (1) We
collect, analyse and release REPAIR-QA, the first
large dataset of Third Position Repairs (TPR) in a
conversational QA setting together with candidate
repair outcomes (rewrites) for training repair exe-
cution models; and (2) We then use REPAIR-QA to:
(a) train and intrinsically evaluate strong baseline
models for the execution of TPRs; and (b) system-
atically probe the TPR processing capabilities of
GPT-3-Curie and GPT-3-Davinci with and without
exposing them to examples from REPAIR-QA.

2 The REPAIR-QA dataset

In this section, we describe our method for elicit-
ing Third Position Repairs (TPR) from AMT crowd
workers (henceforth annotators). Overall, we set
this up as a dialogue completion task whereby the
annotators are given a dialogue snippet in which
a miscommunication has occurred: they are given
T1 (Fig. 1; the Trouble Source) and T2 (the er-
roneous system response). They are then asked
to provide a (Third Position) correction at T3 to
resolve the miscommunication.

Method: Eliciting TPRs We built our dialogue
completion tasks on Amazon Mechanical Turk
(AMT). Annotators were paid $0.29 per annota-
tion for their work (estimated at $11 per hour). To
generate the dialogue completion tasks in order to
elicit TPRs, we start from the AmbigQA dataset
(Min et al., 2020) since it contains ambiguous ques-
tions (i.e. questions that have multiple interpreta-
tions and answers) and their corresponding unam-
biguous questions along with their answers. For
each ambiguous question, Q, and the correspond-
ing pair of unambiguous questions with their an-
swers, (Q1, A1) and (Q2, A2), we build a dialogue
snippet to be completed by the annotator with a
TPR as follows: (1) We build an informative con-
text, C, that differentiates between questions Q1

and Q2; (2) The answers in AmbigQA are mostly
short, Noun Phrase answers, which do not reveal
how the ambiguous question was interpreted or
reveal the apparent miscommunication to the an-
notator. To remedy this, we transform these short

answers to full sentential form using the rule-based
approach of Demszky et al. (2018). This allows us
to derive sentential forms for A1, call it A′

1; (3) We
build the dialogue snippet with two turns, T1 and
T2 – see Fig. 1 – where T1 = Q and T2 = A′

1.
Annotators are told that their goal was to get a re-
sponse to Q2 (indicated by context C); then, given
the dialogue snippet which erroneously provides
an answer to Q1, they are asked to provide two
alternative TPRs at T3 to get a response to Q2

instead. For example, in Fig. 1: Q is T1; Q1 is
“What is the name of the princess in Frozen who
eventually becomes queen?”; A1 is “Elsa”; A′

1 is
T2; and C is “who eventually becomes queen vs.
the younger sister”. The context C is built by iden-
tifying the difference between Q1 and Q2. We
employ this approach as the AmbigQA unambigu-
ous questions have the same syntactic form as the
ambiguous question. Another big advantage of us-
ing the AmbigQA dataset is that Q2 can be seen
as the contextually resolved meaning of the TPR
which we call the gold ‘rewrite’ following (Anan-
tha et al., 2021). This gold rewrite is used below in
our repair execution models. See Appendix B for
more details.

Statistics and Quality Control The REPAIR-QA

dataset consists of 3305 examples (training: 2657,
test: 648) which are chosen and annotated from the
4749 examples from the AmbigQA dataset. Each
conversation in REPAIR-QA consists of two differ-
ent TPRs yielding a total 6610 TPR annotations.
Table 6 in Appendix shows some examples of the
collected data. For quality control, we randomly
select 100 TPR annotations from the testset to per-
form a qualitative inspection of the collected data.
We annotate them for (i) Quality: Does the TPR
convey the information needed to convey the nec-
essary correction?; (ii) Context-Dependence: Does
the TPR contain any context-dependent phenom-
ena (e.g. fragments, ellipsis, pronominals); and (iii)
Corrective: Is the TPR formulated explicitly as a
correction? (e.g. The TPR in Fig. 1 could have
been: “what about the name of the younger sister?”
which does not explicitly signal a correction). We
find that only 16% of the data contains some noise;
that 93% of TPRs contain some form of context-
dependency; and that 80% of the TPRs formulate
the TPR explicitly as a correction. To further mea-
sure the degree to which the interpretation of the
TPRs relies on the dialogue context, we measure
the unigram overlap between the TPR and the refer-
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BERT
Score

BLEU EM

T5-REPAIR-QA 97.48 72.06 30.40
GPT-3-Davinci 97.22 64.18 25.68
GPT-3-Curie 93.19 52.43 7.60

Table 1: Model performance on the testset of the
REPAIR-QA dataset.

BERTScore BLEU
T5-REPAIR-QA 1.48 20.12
GPT-3-Davinci 1.76 19.94
GPT-3-Curie (0.11) 1.85

Table 2: Model ability to generate corrective tokens
computed based on the difference in performance of the
prediction against the rewrite and the trouble source.

ence rewrite (viz. Q2 above). We find 28% overlap
between them, suggesting that the TPRs are highly
context-dependent.

Limitations As such, REPAIR-QA has two im-
portant limitations: (1) TPRs can in general some-
times – but rarely – occur at a distance of more than
two turns from the trouble-source turn (Schegloff,
1992). But the TPRs we collected are always in
the third turn following the trouble source: this is
an artefact not just of our data collection design as
a unilateral dialogue completion task, but also of
the architecture of most Conversational QA models
that REPAIR-QA is designed to be useful for; and
(2) overall we’d have preferred a more ecologically
valid setup where TPRs are elicited within a more
dynamic, interactive setting rather than as a dia-
logue completion task. Nevertheless, we believe
that this trade-off between difficulty of collecting
human-human dialogues, and the breadth of the
types of TPR sequences collected is justified.

3 TPR execution

We cast the TPR execution task as a sequence to
sequence problem, where input to the model is the
dialogue history up to and including the TPR turn,
and the model is trained to generate a rewrite of
the ambiguous, trouble-source question, reflecting
the correction in the TPR. We use a pre-trained T5
model (Raffel et al., 2022) for our experiments and
compare against OpenAI’s GPT-3 (Brown et al.,
2020) when prompted with TPR examples.

3.1 Repair Execution Results
The models are evaluated against metrics of
BERTScore (Zhang et al., 2020), BLEU and Exact
Match (EM) between the reference rewrite and the
generated output 2.

Table 1 shows the performance of all models
on the REPAIR-QA testset. The T5 model is fine-
tuned using the REPAIR-QAand its performance is
reported as T5-REPAIR-QA. The fine-tuned T5-
REPAIR-QA model achieves the best performance
against the gold rewrites on all the 3 metrics consid-
ered. The GPT-3 models (Davinci and Curie) are
few-shot prompted with 10 random examples, per
test instance, pooled from REPAIR-QA followed by
the test data; (see Appendix C for details); unlike
the T5-REPAIR-QA model which is fine-tuned us-
ing the REPAIR-QA training data. We see a slightly
lower performance for Davinci compared to the T5-
REPAIR-QA on the automatic evaluation; the Curie
model shows significantly inferior performance,
especially when looking at EM 3.

Generally, the correction that a TPR provides to
the trouble source question (T1 in Fig. 1) is very
specific and small (often just 1 or 2 words, e.g. “the
younger sister” in Fig. 1). Thus a higher BLEU
score is more likely even when the model predic-
tion is similar to the trouble source. To evaluate
the ability of the models to produce specifically the
corrective tokens, we evaluate the models’ predic-
tions against both the gold rewrite and the trouble
source itself, and compare these across all metrics.
We compute the metrics for the models’ prediction
against the gold rewrite on the one hand, and, the
trouble source separately on the other hand, and
compute the difference between them (simple sub-
traction). This difference in performance against
them is therefore attributable to whether the model
was able to produce the few corrective tokens. Ta-
ble 2 shows this differential evaluation: a similar
trend is seen on the models for the BLEU metric
but GPT-3-Davinci outperforms other models on
BERTScore. This result is discussed further below.

2We also tried an NLI-based text-classifier (Yin et al.,
2019) for evaluation but the metric was not suited for this
task, hence not reported here.

3We also did a zero-shot evaluation of a T5 model trained
only on QReCC (Anantha et al., 2021) – a contextual resolu-
tion dataset – against the REPAIR-QA testset: it performed very
poorly (BLEU = 37.44) indicating that the patterns of context-
dependency in the TPRs are very different from the general
patterns of context-dependency found in the QReCC dataset.
This further demonstrates the usefulness of REPAIR-QA.
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Q1 Q2
T5-REPAIR-QA 3.53 4.01
GPT-3-Davinci 4.56 4.27

Table 3: Human evaluation of TPR execution models

3.2 Human Evaluation
We asked two expert annotators (two co-authors
of the paper) to rate the quality of T5-REPAIR-QA

and GPT-3-Davinci model’s output rewrites for ex-
ecuting the TPRs. We separately asked them the
following questions: Q1: “On a scale of 1 to 5, how
well does the model prediction avoid the misunder-
standing caused by the ambiguity in the original
question?”; and Q2: “On a scale of 1 to 5, to what
degree is the model prediction asking for the same
information as the gold?”. While the answer to Q2
depends on the gold rewrites from REPAIR-QA, the
answer to Q1 does not. This is because in execut-
ing a TPR what we care about is not necessarily
the surface form of the output but instead the over-
all correction on a semantic level. The annotators
showed very high interannotator agreement on both
questions (average Krippendorf’s α = 0.8).

As Table 3 shows, the Davinci model’s perfor-
mance in the human evaluation is superior to the
T5-REPAIR-QA model for both Q1 and Q2. At first
glance, this would seem to be inconsistent with
the word overlap metrics in Table 1 since the fine-
tuned T5-REPAIR-QA model outputs show more
overall overlap with the gold rewrites. However, a
qualitative inspection of the respective outputs of
each model shows that the Davinci model manages
to produce rewrites which sufficiently capture the
meaning of the TPR even as it doesn’t always re-
produce exactly the same words. This explanation
is further supported by the BERTScore, semantic
similarity results in Table 2 which shows slightly
superior performance of the Davinci model (see Ta-
ble 5 in Appendix for an example comparison). We
believe that this is due to the fact the Davinci model
is only exposed to ten examples in the prompt each
time, whereas the T5-REPAIR-QA model is fine-
tuned on all the training data from REPAIR-QA.

4 Extrinsic evaluation of GPT-3’s TPR
capabilities in conversational QA

In this section, we use REPAIR-QA to evaluate the
TPR processing capabilities of OpenAI’s GPT-3
Davinci model extrinsically in an end-to-end, con-
versational QA setting. We do this by comparing:

Prompting BLEU EM Unknown
w/o TPR examples 11.40 11.71% 230

with TPR examples 16.98 31.90% 57

Table 4: End-to-end, TPR processing capability of GPT-
3 Davinci, with and without being exposed to TPR ex-
amples from REPAIR-QA

(a) the model’s response to the reference rewrite
(the corrected, unambiguous form of each
question); with

(b) the response returned after the dialogue snip-
pet with the TPR as its last turn.

If (a) and (b) are identical or highly similar, we
can infer that the model was able to interpret the
TPR correctly; independently of whether the re-
sponses are faithful. We compute the automatic
evaluation on the model’s response in (b) while
treating the model’s response in (a) as the ground
truth. This would evaluate if the model was con-
sistent in generating responses for both the rewrite
and the TPR dialogue snippet. This evaluation is
performed under two prompting conditions: With
TPR examples: where the model is exposed to 10
TPR examples in the prompt; and; Without TPR
examples: where the model is prompted without
any TPR examples. In both conditions, the pream-
ble instructs Davinci to generate unknown as the
answer if the question is either nonsense, trickery,
or Davinci has no clear answer. In addition, in
both cases, the model is instructed to provide short
form, Noun Phrase answers (for details of all of the
preambles used, see Appendix, Sec. C).

There could in general be two reasons for un-
known predictions after a TPR: (i) the Davinci’s
closed-book knowledge is insufficient to answer
the (disambiguated, corrected) question; or; (ii) It
was unable to interpret the TPR sequence. Since
we are interested only in (ii), we exclude all cases
where the model was not able to answer the un-
ambiguous question (i.e case (a) above), viz. the
reference rewrite (the meaning of the TPR). This
way we ensure that the model can actually answer
the target, rewritten / corrected question. After
these are excluded, the ‘Unknown’ column in Ta-
ble 4 contains the number of unknown responses to
the TPRs; showing how the model improves when
exposed to TPR examples in conversational QA.

For cases where both (a) and (b) above receive
answers from GPT3, we perform automatic evalua-
tion to measure the similarity between them: this is

565



also shown in Table 4. As a surface overlap metric,
BLEU is suitable for this evaluation since we com-
pare short answer tokens with many of these being
bare Noun Phrases, e.g. names of movies, persons,
dates, etc: there are no or few semantically similar
paraphrases of these answers.

As is evident in Table 4, the TPR processing
capability of Davinci in conversational QA when
not exposed to any TPR example is very poor, but
this improves significantly with a handful of TPR
examples in the prompt. This shows that state-of-
the-art LLMs do not handle TPRs well at all out-
of-the-box, validating the requirement for datasets
addressing specific dialogue phenomena like TPRs.

Even when the model is exposed to TPR se-
quences in the prompt (the “with TPR examples"
condition) the model’s performance still leaves a
lot to be desired: the model’s responses to the TPRs
matches the expected response only in 31.9% of
cases.

To verify the meaningfulness of the 31.9% ex-
act match and the corresponding low BLEU score
of 16.98 between model responses in (a) and (b),
we went on to do a manual inspection of the data.
Fig. 2 shows two examples of these responses:

User: Who plays the leprechaun in the leprechaun movie?
System: Warwick Davis
TPR: I was referring to leprechaun origins
Rewrite: Who plays the leprechaun in the Leprechaun
Origins movie?

Response to (a): Dylan Postl
Response to (b): Linden Porco
——————————————————————–
User: Who created the quote keep calm and carry on?
System: British government
TPR: I wanted to know the name of the ministry though.
Rewrite: Which ministry created the quote keep calm and
carry on?

Response to (a): British Ministry of Information
Response to (b): Ministry of Information

Figure 2: Two pairs of example responses provided
by Davinci in its responses to (a): the unambiguous,
corrected question rewrite; and; (b): the three turn TPR
sequence

We can see different answers when prompted
with the dialogue including the TPR ((b) above)
and when prompted with the rewrite (unambiguous
form of the input; (a) above). Such inconsistent
answers are frequent from the model even when
REPAIR-QA examples are provided in the prompt.

For more certainty, we further computed more fo-
cused BLEU scores only in cases where there was

no exact match between the model’s responses in
(a) and (b). The BLEU scores on these not exactly
matching responses, with and without exposure
to TPR examples were 8.81 and 8.08 respectively.
This shows that the model provides different, incon-
sistent answers for a large part of the REPAIR-QA

dataset even when exposed to TPR examples in
the prompt; which in turn shows that the model is
not able to interpret or integrate the TPR for too
large a part of REPAIR-QA. On a very small pro-
portion of cases, Davinci provides responses which
are similar (usually a partial match as in the second
example above: “British Ministry of Information”
vs. “Ministry of Information”), which is captured
by the BLEU score metric.

5 Conclusion

The ability to interpret and generate repairs is es-
sential to robust and faithful Conversational AI. In
this paper, we focused on Third Position Repair
(TPR) that’s been largely neglected in the NLP
community. We collect, analyse and release the
first large dataset of TPRs and use it to evaluate
strong baseline repair execution models, as well as
the conversational QA performance of Open AI’s
Davinci model when it encounters TPRs. The re-
sults show very poor out-of-the-box performance
on TPRs which then improves when the model
is exposed to REPAIR-QAdataset. But even then,
Davinci does not exhibit an acceptable performance
on TPRs when evaluated end to end in a Conversa-
tional QA setting. This is a symptom of the sparsity
of TPRs in the original dialogic data used to pre-
train Davinci and LLMs in general; and suggests
that LLM researchers should be more selective in
how they compile the datasets used for pretraining.

For this paper, we did not have a chance to evalu-
ate later releases of LLMs (e.g. GPT3.5; GPT4) - it
would be telling to see how much performance im-
provement the later models might exhibit on TPRs.
Our evaluation methods above in conjunction with
the REPAIR-QA dataset can be used easily to per-
form these evaluations. Finally, we hope that this
paper inspires further computational research into
miscommunication phenomena in dialogue in the
context of recent astonishing successes with LLMs.
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A Model Training and Inference

The T5 models reported in this paper are imple-
mented in pytorch using HuggingFace (Wolf et al.,

2020) library. The hyperparameter of the models
are set as default with the batch size set to 16. The
T5 models are trained on a single 16GB GPU and
fine-tuned for 5 epochs. The results in Table 1 for
T5 models for a single run on the train/test split.
For GPT-3 inference, we use OpenAI’s playground
4 API and get predictions from both Davinci (text-
davinci-003) and Curie (text-curie-001) models.

B Data Collection Details

We use Amazon Mechanical Turk5 for collecting
the human annotations for TPR. The data collection
was conducted anonymously.

Crowdworker Quality Control. We conduct a
pilot with 4 internal annotators to verify the instruc-
tions and revise them before deploying to AMT
crowdworkers. To control for the quality of an-
notations and the langauge, the crowdworkers are
restricted to i) Location is one of Australia, Canada,
New Zealand, United Kingdom, United States; ii)
HIT approval rate > 80% and; ii) Number of HITs
approved > 50. This was done explicitly to con-
trol the quality of the annotations collected after
examining the annotations from a pilot phase in
AMT.

Crowdworker Instructions. Figure 3 shows the
instruction provided to the crowdworker and Figure
4 shows the interface, which the crowdworker uses
to annotate the provided example. We explicitly
instruct the crowdworkers to mark examples in
which any of the information is unclear. To better
explain the concept of TPR to the crowdworkers,
we use the term late correction instead of TPR in
the annotation instructions.

C GPT-3 prompts

The prompt used to query GPT-3 model to get pre-
dictions for both rewrite and QA is presented here.
The text in blue indicate the tokens that the GPT-3
has to generate.

Rewriter prompts. Prompt used to generate
rewrites from GPT-3. We use 5 examples in
the prompts (single example is shown here for
reference).
"Rewrite the Question Q based on the late
correction LC.

4https://beta.openai.com/playground
5www.mturk.com
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User: What is the most current episode of Ray Donovan?
System: The title of the most current episode of Ray Donovan is you’ll Never Walk Alone.
User (TPR): What number was it in the series?

GPT-3-Davinci: What is the number of the most current episode of Ray Donovan titled
"You’ll Never Walk Alone"?
T5-QReCC+REPAIR-QA: What number was the most current episode of Ray Donovan?
Reference: What is the number overall of the most current episode of Ray Donovan?

Table 5: Prediction from different models on an example from REPAIR-QA.

User: Where do you hit to test your reflexes?
System: You hit to test your ankle jerk reflexes in Achilles tenden.

TPR-1: No, I meant your biceps, not ankle.
TPR-2: I should have been clearer. I wanted to know about the location to test for biceps reflexes.
Rewrite: Where do you hit to test your bicips reflexes?

User: Who sings i’m telling you i’m not going?
System: Jennifer Holliday sings i’m telling you i’m not going in the musical Dreamgirls.

TPR-1: I should have asked, who sang the song in 1982.
TPR-2: I wanted the singer in 1982, not in the musical Dreamgirls.
Rewrite: Who sings i’m telling you i’m not going in 1982?

User: Who is the lead singer of doobie brothers?
System: Johnston is the first lead singer of doobie brothers.

TPR-1: I want to know who was the second lead singer not the first.
TPR-2: I was wanting to know the second lead singer not the first.
Rewrite: Who is the second lead singer of doobie brothers?

User: Who has won the european cup the most?
System: Real Madrid has won the european cup the most.

TPR-1: Instead of club, can you tell me the country with the most.
TPR-2: I am looking for the country instead of the club with them most.
Rewrite: What country has won the european cup the most?

User: How much did titanic make at the box office?
System: Titanic ( 1953 film) made $2,250,000 at the box office.

TPR-1: I meant the 1997 version.
TPR-2: I was thinking of the 1997 one.
Rewrite: How much did Titanic ( 1997 film) make at the box office?

User: Who is winner of womens world cup 2017?
System: New Zealand is the winner of the Women’s Rugby World Cup in 2017.

TPR-1: Yeah, but who won the cricket world cup?
TPR-2: What I wanted to know is who won the cricket cup.
Rewrite: Who is the winner of the Women’s Cricket World Cup in 2017?

User: Who plays the king of france in the borgias?
System: Michel Muller plays King Charles VIII of France in The Borgias ( 2011 TV series).

TPR-1: I meant to ask who played louis xii.
TPR-2: Sorry but I was looking for louis xii.
Rewrite: Who plays King Louis XII of France in The Borgias ( 2011 TV series)?

Table 6: Examples from the REPAIR-QA dataset.
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Figure 3: Annotation Instructions provided to the crowd annotators.

Figure 4: Interface of the annotation page as shown to the annotators.
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Q: What is the percentage of agriculture in
gdp of india?
A: The percentage of agriculture in gdp of india in
2017 is 15.4.
LC: I am looking for the year 2014 instead.
Rewrite: What is the percentage of agriculture in
gdp of india in 2014?

Q: Who sang the song it’s the final count-
down?
A: Europe was the band that sang the song it’s the
final countdown, released in 1986.
LC: I was looking for the name of the lead singer.
Rewrite: Who sang lead vocals for the song it’s the
final countdown, released in 1986?
"

QA prompts. The prompt used for the conversa-
tional QA task is as below. We use 10 examples
in the prompts (single example is shown here for
reference).
"I am a highly intelligent question answering bot.
If you ask me a question that is rooted in truth, I
will give you only the answer phrase. If you ask
me a question that is nonsense, trickery, or has no
clear answer, I will respond with "Unknown".

Q: Who is the lead singer of doobie broth-
ers?
A: Johnston is the first lead singer of doobie
brothers.
Q: I want to know who was the second lead singer
not the first.
A: Michael McDonald

Q: Who sang dedicated to the one i love?
A: The Shirelles sang Dedicated to the one I love
in 1959.
Q: Could you also tell me who sang the 1967
version of dedicated to the one I love?
A: The Mamas and the Papas
"
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Abstract

This paper explores the application of machine
learning techniques to predict where hedging
occurs in peer-tutoring interactions. The study
uses a naturalistic face-to-face dataset anno-
tated for natural language turns, conversational
strategies, tutoring strategies, and nonverbal
behaviors. These elements are processed into
a vector representation of the previous turns,
which serves as input to several machine learn-
ing models, including MLP and LSTM. The re-
sults show that embedding layers, capturing the
semantic information of the previous turns, sig-
nificantly improves the model’s performance.
Additionally, the study provides insights into
the importance of various features, such as in-
terpersonal rapport and nonverbal behaviors,
in predicting hedges by using Shapley values
(Hart, 1989) for feature explanation. We dis-
cover that the eye gaze of both the tutor and
the tutee has a significant impact on hedge pre-
diction. We further validate this observation
through a follow-up ablation study.

1 Introduction

Effective communication involves various conver-
sational strategies that help speakers convey their
intended meaning and manage social interactions at
the same time. These strategies can include the use
of self-disclosure, praise, reference to shared expe-
rience, etc. (Zhao et al., 2014). Hedges are one of
those strategies that is commonly used in dialogue.
Hedges are words or phrases that convey a degree
of uncertainty or vagueness, allowing speakers to
soften the impact of their statements and convey
humility or modesty, or avoid face threat. Although
hedges can be effective in certain situations, under-
standing when and how to use hedges is essential
and challenging.

The use of hedges is especially significant in
tutoring interactions where they may facilitate cor-
recting a wrong answer without embarrassing the
recipient. However, the use of hedges in this con-

text is not limited to expert educators. They are
also found to be abundant in peer-tutoring settings.
In fact, Madaio et al. (2017a) found that confident
tutors tend to use more hedges when their rapport
with the tutee is low, and that this pattern leads to
tutees attempting more problems and solving more
problems correctly. Hence, the detection and cor-
rect deployment of hedges, at the right time, is not
just pleasant, but crucial for the development of
effective intelligent peer tutoring systems.

While the use of hedges in conversation is an
important aspect of effective communication, au-
tomatically generating hedges in real-time at the
right time, can be a challenging task. In recent
years, there have been several studies of automatic
hedge detection (Raphalen et al., 2022; Goel et al.,
2019), particularly in the context of dialogue sys-
tems. However, despite significant advances in
detection, generating hedges in a timely and appro-
priate manner remained unsolved. For example,
the RLHF-based training method enables the devel-
opment of robust language models that align with
human preferences (Ouyang et al., 2022). However,
this approach does not explicitly instruct large lan-
guage models (e.g., ChatGPT) in pragmatic and
social skills, such as the appropriate use of hedges
during communication. This lack of specific train-
ing can result in a gap in the model’s ability to
effectively integrate these conversational nuances
into its responses in at the correct time. This limi-
tation can affect the quality of communication and
highlights the need for further research on effec-
tive hedge strategie generation; that is, to generate
hedges at the right time.

Despite the widespread use of hedges in com-
munication, there is still much to learn about their
timing and the effectiveness of their use, partic-
ularly in dialogue rather than running text, and
specifically in the current article, in peer-tutoring
environments.

To address this gap in the literature, our research
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focuses on two key questions:
RQ1: First, can we predict when hedges should

be generated in peer-tutoring environments?
To address this question we investigate whether

it is possible to identify the points at which hedges
should be introduced during a peer tutoring dia-
logue.

RQ2: Second, what features contribute to accu-
rate predictions? of where to place hedges?

To address this question we focus on the ex-
plainability of classification models using Shapley
values (Sundararajan and Najmi, 2020) .

2 Related Work

2.1 Hedges

Hedges are a common rhetorical device used to di-
minish the impact of an utterance, often to avoid un-
necessary embarrassment on the part of the listener
or to avoid the speaker being interpreted as rude. In
linguistic terms, hedges diminish the full semantic
value of an expression (Fraser, 2010). Proposi-
tional hedges, also called Approximators, refers to
the use of uncertainty (Vincze, 2014), vagueness
(Williamson, 2002), or fuzzy language (Lakoff,
1975), such as “sort of” or “approximately”. On the
other hand, Relational hedges are used to convey
the subjective or opinionated nature of a statement,
such as “I guess it will be raining tomorrow”. Apol-
ogizer (Raphalen et al., 2022; Goel et al., 2019;
Fraser, 2010) is an expression used to mitigate the
strength of an utterance by using apologies, is an-
other type of hedges. such as “I am sorry, but you
shouldn’t do that.” Although the different types of
hedges function differently, they all share a com-
mon role of mitigation in conversation. Therefore,
in this paper, we focus on simply predicting hedges
vs non-hedges.

As described above, in tutoring, including peer
tutoring, hedges are frequently used and have a pos-
itive impact on performance (Madaio et al., 2017a).
Powerful language models such as GPT-4 (OpenAI,
2023) and ChatGPT (OpenAI, 2022) are now capa-
ble of generating hedges with appropriate prompts,
but these language models do not actively generate
hedges (Abulimiti et al., 2023), fIn other words,
the question of how to use thedges correctly in the
next conversational action remains unsolved.

2.2 Conversational Strategy Prediction

The development of approaches for predicting con-
versational strategies – or particular ways of say-

ing things – has progressed significantly over the
past few years in the field of dialogue systems.
Early studies, such as the COBBER, a domain-
independent framework, used a Conversational
Case-Based Reasoning (CCBR) framework based
on reusable ontologies (Gómez-Gauchía et al.,
2006). The aim was to help people use a com-
puter more effectively by keeping them in the right
mood or frame of mind. Methods such as reinforce-
ment learning have also been introduced in non-
task-oriented dialog systems, including a technique
known as policy learning (Yu et al., 2016). Rein-
forcement learning has been explored, as well,for
training socially interactive agents that maximize
user engagement (Galland et al., 2022).

The Sentiment Look-ahead method is used to
predict users’ future emotional states and to re-
ward generative models that enhance user senti-
ment (Shin et al., 2020). The rewards include re-
sponse relevance, fluency, and emotion matching.
These rewards are built using a reinforcement learn-
ing framework, where the model learns to predict
the user’s future emotional state. Romero et al.
(2017) designed a social reasoner that can manage
the rapport between user and system by reasoning
and applying different conversational strategies.

More recently, deep learning-based approaches
have emerged. For example, the Estimation-Action-
Reflection (EAR) framework combines conversa-
tional and recommender approaches by learning
a dialogue policy based on user preferences and
conversation history (Lei et al., 2020).

Perhaps the most recent advances in the field
have focused on how to create an empathetic di-
alogue system. MIME (Majumder et al., 2020)
used the emotion mimicry strategy to match the
user’s emotion based on the text context. EmpDG
(Li et al., 2020) generated empathetic responses
using an interactive adversarial learning method
to identify whether the responses evoke emotional
perceptivity (the ability to perceive, understand,
and be sensitive to the emotions of others.) in
dialogue. The Mixture of Empathetic Listeners
(MoEL) model (Lin et al., 2019) generates em-
pathetic responses by recognizing the user’s emo-
tional state, using emotion-specific multi-agent lis-
teners to respond, and then combining these re-
sponses based on the emotion distribution. This
process effectively merges the output states of the
listeners to create an appropriate empathetic re-
sponse. The model then crafts an empathetic re-
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sponse grounded in the user’s emotions, which are
monitored by the emotion tracker. Despite the no-
table success of MIME and MoEL in predicting
emotions or conversational strategies, they do not
incorporate the social context (e.g., the relation-
ship between speakers), or the emotional tenor of
the conversation up until that point, nor do they in-
clude important nonverbal behaviors into reasoning
and decision-making processes. However, such ele-
ments are fundamental for the correct use of social
language, and their absence potentially limits the
effectiveness and naturalness of these models.

Predicting the appropriate emotion or conversa-
tional strategies in a conversation is a challenging
task, mainly because determining what is “appro-
priate” in a conversation is rather subjective and is
certainly context-dependent. For example, EmpDG
(Li et al., 2020) model achieved an accuracy of ap-
proximately 0.34 across the 32 evenly distributed
labels in the Empathetic Dialogue dataset (Rashkin
et al., 2019). indicating the complexity of the prob-
lem at hand. Similarly, MoEL (Lin et al., 2019)
model achieved varying degrees of accuracy in the
same dataset - 38% for the top 1, 63% for the top 3,
and 74% for the top 5 for emotion detection, further
emphasizing the difficulty of the task.

The current paper aims to fill the lacunae in prior
work by integrating social context and nonverbal
behaviors as predictive features to construct predic-
tive models for hedges.

3 Methodology

3.1 Task Description

Suppose we have a set of dialogues
D = {d1, d2, d3, ...dn}. Each dialogue
d = {u1, u2, u3...um} consists of m turns,
with ui representing a specific turn. Both tutor and
tutee turns in these dialogues can be categorized
as either hedges or non-hedges. However, for
the purposes of our analysis, we will primarily
focus on the tutor’s turns. The label of a particular
turn ui is denoted as li. Furthermore, every turn
can be depicted as a feature vector X , composed
of elements (x1, x2, ..., xN ). Here, N signifies
the total number of features used to characterize
a turn. Each turn in the dialogue is assigned a
fixed window size (ω) of the dialogue history,
represented as: hi = {umax(1,i−ω), ui−ω+1, ...ui}.
The primary objective of this research is to develop
a model, denoted M , capable of predicting the
type of hedge l′i+1 that a tutor will use next, based

on the dialogue history hi. The effectiveness of the
model is measured using standard classification
metrics, such as precision, recall, and F1 score.

Predicting hedges in a peer-tutoring conversation
can be simplified to a binary classification problem.
The features used as inputs are extracted from the
turns in the interaction (further details in Section
3.3), while the output is a binary value showing
whether or not hedges are present in each turn.

3.2 Corpus

The dataset used in the current work is the same
as that employed in our previous work on hedges
(Madaio et al., 2018). It is a subset of a larger in-
vestigation into the role of social, rapport-building
conversational strategies in task-oriented dialogue.
The corpus consists of face-to-face interaction from
20 same-gender dyads of American teenagers, with
an average age of 14.3 years (and a range of ages
from 13 to 16 years), gender-balanced 1 , and
recorded twice over two weeks. However, due
to technical issues, data from only 14 dyads’ data
were usable. The participants were asked to to take
turns tutoring one another in different aspects of
linear algebra. Each hour-long session was divided
into 4 phases: an initial social period, followed
by a first peer tutoring period, then a second short
social period, and finally, the teens switched roles,
with the tutee becoming tutor for the second task
period. For the 14 dyads we used for our model, 28-
hour-long face-to-face interactions were recorded
over the period of two weeks. The recorded video
and audio data were transcribed, resulting in ap-
proximately 9479 turns for the 14 dyads. These
included 8399 non-hedges and 1080 hedges. 4214
non-hedges and 507 hedges in the tutors’ turns
since, as described above, we looked only at tutor
hedges for this analysis (although note that both
tutor and tutee hedges in prior turns were used as
input). A “hedge turn” is any turn that includes
hedging language. We also retained non-speech
segments such as laughter and fillers.

Peer tutoring is a popular teaching method used
in many schools and educational settings. As de-
scribed above, and in Madaio et al. (2017b), even

1The corpus used here comes from earlier work by the
last author and her colleagues, as cited above, and was used
in accordance with the original experimenters’ Institutional
Review Board (IRB) approval. That approval required that
the children’s data not be released, which means that we can-
not share the corpus. However, a pixelated example of the
video data is available at github.com/neuromaancer/
hedge_prediction.
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though these teenagers may be inexperienced, in
contexts of low rapport, when they use hedges dur-
ing tutoring, their tutees are encouraged to attempt
more problems and succeed in solving more of
them. This positive outcome justifies the use of this
dataset for studying hedges in tutoring interactions.
While we recognize the importance of exploring
the use of hedge with expert tutors in the future,
our current focus on untrained peer tutors provides
a unique perspective on how hedges can impact
learning, even when the tutors themselves are not
highly experienced. The methods and results from
our study can be used as a foundation for future
research, which could include the investigation of
expert tutors and the potential differences in their
use of hedges.

3.3 Features

In this section, we outline the features used as input
vectors (i.e., ui vector) for our prediction model,
which seeks to properly predict the hedging strat-
egy for the tutor’s upcoming turn. In total, we have
a vector with a length of 438 to represent a turn.

3.3.1 Turn embedding
Turn embedding is a common technique in natu-
ral language processing that involves representing
a turn as a vector. In this study, we apply a sen-
tence transformer (Reimers and Gurevych, 2019)
to generate turn embeddings from the tutor-tutee
conversation. This feature enables us to capture the
semantic meaning of the turn in the context of the
conversation, which can be helpful for predicting
hedges.

3.3.2 Conversational Strategies (CS) of the
previous turns

Conversational strategies refer to the different ways
of speaking used by both speakers to manage social
interaction. Strategies considered in this study are
self-disclosure, praise, violation of social norms,
and hedges. Self-disclosure (Derlega et al., 1993)
refers to situations in which the tutor or tutee shares
personal information, which is often used to build
rapport. Praise (Brophy, 1981) is a form of posi-
tive feedback that acknowledges and reinforces the
other person’s behaviors or attributes. Violation
of social norms (Zhao et al., 2014), which in this
population often consists of friendly teasing, is a
conversational move in speaker demonstrates the
special nature of the relationship with the listener
by engaging in slightly transgressive behavior. The

conversational strategy annotation was carried out
by Madaio et al. (2018), and inter-rater reliability
achieved a minimum Krippendorff’s alpha of over
.7 for all strategies.

In terms of hedges, we note that we only use the
speakers’ previous hedge strategies to predict the
tutor’s next hedge strategy. This avoids any issues
with predicting label leakage.

3.3.3 Tutoring Strategies (TS) in the previous
turns

Tutoring strategies (Madaio et al., 2016) refer to
the different techniques employed by the tutor or
tutee to facilitate learning. Strategies considered
in this study include deep/shallow questions, meta-
communication, knowledge building, and knowl-
edge telling. The deep question encourages critical
thinking and higher-order cognition. The shallow
question is used to confirm or clarify understand-
ing. Meta-communication is a strategy whereby
the tutor or tutee refers to the tutoring process or
the tutor/tutee’s self-evaluation of their own knowl-
edge, which can help to clarify misunderstandings
and promote effective communication. Knowl-
edge building involves introducing new concepts
or ideas, discussing the reasoning-mathematical
solving steps, and providing examples. Knowledge
telling refers to providing information (i.e., simply
stating numbers, variables). The tutoring strategies
annotation was also carried out by Madaio et al.
(2018), with annotators achieving a minimum Krip-
pendorff’s alpha of .7 for all tutoring strategies.

3.3.4 Dialogue Act (DialAct) of the previous
turns

Dialogue acts are types of speech acts (Searle,
1965) used by tutors and tutees during their in-
teractions. In our study, we use the widely-used
DAMSL (Dialogue Act Markup in Several Layers)
(Jurafsky, 1997) coding schema to annotate dia-
logue turns by using a state-of-the-art dialogue act
classifier with context-aware self-attention (Raheja
and Tetreault, 2019). In our dataset, only 6 dialogue
acts were found, they are Abandoned or Turn-Exit
(%) , Acknowledge (Backchannel) (b), Backchan-
nel in question form (bh), Yes-No-Question (qy),
Statement-non-opinion (sv) and Statement-opinion
(sd).

3.3.5 Rapport in the previous turns
As our previous work demonstrates, the level of
rapport between tutor and tutee plays a role in the
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use of hedges. We therefore include it as a feature
in our study. Rapport is “The relative harmony of
relations felt by both participants” (Spencer-Oatey,
2005). The rapport annotation was carried out by
Amazon Mechanical Turk (AMT) annotators as de-
scribed in Madaio et al. (2018). Rapport level was
operationalized as a 7 point Likert scale, where
a higher score indicates a stronger level of rap-
port. For the annotation of rapport, the annotators
employed the “thin slice” method (Ambady and
Rosenthal, 1993), whereby the experimenter seg-
mented each video into 30-second clips and ran-
domized the order. To ensure the quality of rapport
annotations, three annators evaluated each clip, and
the experimenter applied the inverse-bias correc-
tion method (Parde and Nielsen, 2017) for selecting
a single score for each clip. In the current study,
when the dialogue history is contained within a
single slice, we directly use the annotated rapport
level of that particular slice as the historical rapport
level. However, if the dialogue history extends over
two slices, we select the rapport level of the slice
containing the majority of the dialogue history.

3.3.6 Nonverbal Behaviors (NB)

Nonverbal behaviors, such as head nod, smile, and
gaze, are an essential aspect of interpersonal com-
munication that can also contribute to the devel-
opment of rapport (Tickle-Degnen and Rosenthal,
1990). The gaze and smile annotation was carried
out by Madaio et al. (2018), we annotated the head
nods with 2 annotators. All the annotations were
carried out after annotators reached an inter-rater
reliability of 0.7 or above on Krippendorff’s alpha.
We collected all nonverbal behaviors that occurred
during one turn and encoded them using one-hot
encoding. For head nods and smiles, we used a
binary labeling approach, marking 1 for their oc-
currence and 0 for non-occurrence. As gaze serves
as a potent indicator of attention, we categorized
it into 4 distinct types: no gaze appeared in the
video, gaze at partner, gaze at worksheet, and gaze
elsewhere.

Mutual gaze between interlocutors, mutual
smiles, and mutual head nods serve as great indi-
cators of alignment and rapport in communication.
These are not encoded separately, as our encoding
process for nonverbal behaviors captures the behav-
iors of both participants within a turn, not only the
current turn holder. Our current approach success-
fully captures these important mutual signals.

3.3.7 Contextual Information (ConInfo) in the
previous turns

Our model also incorporates contextual informa-
tion that characterizes the discourse environment
between the two interlocutors. Specifically, we
include features such as the session and period
numbers, which help to encapsulate the temporal
dynamics of the tutoring interactions. We also con-
sider the math problem ID and the correctness of
the current problem response, which act as markers
of the present learning context. These features can
illuminate the complexity of the ongoing problem
and the students’ performance, potentially influ-
encing their use of hedges. The tutee’s and tutor’s
pre-experiment test scores are also included, serv-
ing as initial measures of their knowledge before
the tutoring session. This data can help to iden-
tify the starting knowledge disparity between the
tutor and the tutee. It is plausible that these pre-test
scores might also be linked with the students’ level
of confidence, which could subsequently impact
their use of hedges (Madaio et al., 2017a).

Norman et al. (2022) suggested a link between
verbal alignment signals, such as backchannels
(e.g., “um”, “hhm”, “oh..”), and learning gains in a
cooperative learning environment. Given the role
of hedging as a social language skill that improves
learning performance, we hypothesize its connec-
tion to dynamic learning gains. Consequently, we
incorporated the frequency of these verbal align-
ment signals from the previous four conversational
turns into our model input.

3.4 Vector Representation

Before presenting the specific models, we first de-
scribe how we convert each sequence of turns into
a vector representation. Our vector representation
consists of three basic parts: turns as a sequence
of tokens, annotations based on the turn (e.g., con-
versational strategies), and the nonverbal behaviors.
Figure 1 shows that we divide a vector of turns into
6 parts: turn embedding, conversational strategies
(CS), tutoring strategies (TS), nonverbal behaviors
(NB), contextual information (ConInfo) and dia-
logue acts (DialAct). After encoding each turn in
this fashion, we use the four previous turns as a
history tensor of a turn. This history ten tensor
will be the input to the prediction models, and the
model’s output will be this turn’s hedge label.
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Figure 1: Vector Representation

3.5 Prediction as Classification

We mentioned in the previous section that we trans-
form the prediction problem into a classification
problem. This means that the corresponding hedge
strategy is obtained by classifying different previ-
ous interactions (i.e., dialogue history) and histori-
cal characteristics (e.g., rapport, etc.). The classifi-
cation models used are presented here.

The selection of learning models in this study
is strategic and based on our research objectives.
Our primary aim is not to engineer a perfect system
for hedging. Instead, we seek to comprehend the
variables that influence hedging in dialogue. As
such, our approach leans towards the use of mod-
els that are effective in contextual understanding.
For example, Long Short-Term Memory networks
(LSTMs) were chosen over Multi-Layer Percep-
trons (MLPs) due to their superior ability to man-
age and interpret context, an essential factor in our
exploration of hedging phenomena.

3.5.1 LightGBM
In this work, we used LightGBM (Ke et al., 2017),
a gradient boosting framework known for its effi-
ciency. We use it to predict hedges in dialogues,
relying only on dialogue features such as conver-
sational strategies, tutoring strategies, nonverbal
behaviors, and contextual information, while turn
embeddings are not included.

3.5.2 XGBoost
We also used the Extreme Gradient Boosting (XG-
Boost) algorithm (Chen and Guestrin, 2016), which
is a decision tree-based ensemble machine learning

algorithm that uses a gradient boosting framework.
Similar to LightGBM, the turn embedding is not
used.

3.5.3 Multi-layer perceptron (MLP)
We constructed a multi-layer perceptron using two
sets of features. These included a pre-trained
contextual representation of the turn, specifically
from the SentBERT model (Reimers and Gurevych,
2019) which is the most prevalent sentence embed-
ding tool, and the concatenation of all the features
mentioned in Section 3.3.

3.5.4 Long Short-Term Memory (LSTM)
We use the same features and apply them to
LSTM (Hochreiter and Schmidhuber, 1997) and
also LSTM with attention (Bahdanau et al., 2015).
LSTM has a good ability to capture temporal cor-
relations, and we expect this ability to enhance
prediction performance.

3.6 Implementation Details

In order to address the imbalance in our dataset,
where the ratio of hedge to non-hedge instances is
approximately 1:10, we used the Synthetic Minor-
ity Over-sampling Technique (SMOTE) (Chawla
et al., 2002) for each model to augment our learn-
ing process. SMOTE is a popular method that
generates synthetic examples in a dataset to coun-
teract its imbalance. Given the variable nature
of model performance, we implemented a 5-fold
cross-validation strategy to evaluate the models. In
order to account for the imbalanced nature of the
dataset, we opted to use a lower number of folds in
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Models F1-score Precision Recall

LightGBM (w/o emb) 0.24 (±0.07) 0.17 (±0.03) 0.45 (±0.07)
XGBoost (w/o emb) 0.24 (±0.07) 0.16 (±0.03) 0.45 (±0.07)

MLP 0.25 (±0.06) 0.16 (±0.03) 0.52 (±0.07)
MLP (only emb) 0.26 (±0.05) 0.16 (±0.02) 0.74 (±0.06)
MLP (w/o emb) 0.26 (±0.06) 0.17 (±0.06) 0.56 (±0.07)

LSTM 0.25 (±0.06) 0.16 (±0.03) 0.50 (±0.07)
LSTM (only emb) 0.28 (±0.07) 0.19 (±0.08) 0.52 (±0.07)
LSTM (w/o emb) 0.25 (±0.05) 0.15 (±0.02) 0.75 (±0.06)
AttnLSTM 0.24 (±0.06) 0.15 (±0.03) 0.57 (±0.07)
AttnLSTM (only emb) 0.25 (±0.07) 0.17 (±0.03) 0.45 (±0.07)
AttnLSTM (w/o emb) 0.23 (±0.06) 0.15 (±0.07) 0.57 (±0.07)

Dummy 0.11 (±0.08) 0.14 (±0.06) 0.10 (±0.04)

Table 1: Comparison of MLP and LSTM models for predicting hedges

the cross-validation process. By choosing 5 folds
instead of a higher number, we aimed to ensure
that each fold would contain a sufficient represen-
tation of samples from each class. The model that
delivered the best performance during this cross-
validation process was then chosen to make pre-
dictions on the test set. For the neural models, we
adjusted the loss function to account for class im-
balance, thereby compelling the models to accom-
modate less frequent classes more effectively. The
code is available in https://github.com/
neuromaancer/hedge_prediction

4 Results

4.1 Classification Results

To answer the research question 1, we conducted
classification experiments on different models. Ta-
ble 1 offers an in-depth comparison of multiple
machine learning models for predicting hedges in
a peer-tutoring dataset. We also incorporated a
dummy classifier for comparison, which generates
predictions in accordance with the class distribu-
tion observed in the training set. The performance
metrics are F1 score, precision and recall, all of
which include confidence intervals (α = 0.05).
The dataset is composed of several types of input
features described in Section 3.3. The models used
different combinations of these inputs. (w/o emb)
indicates that the model uses only the features with-
out turn embeddings. If not specified, the model
uses all features plus turn embeddings.

From Table 1, the LightGBM and XGBoost mod-
els without embeddings achieved relatively low

scores for F1 scores, precision and recall, indicat-
ing limited performance in terms of balanced pre-
cision and recall. The MLP models, particularly
those using only embeddings, showed a remark-
able recall of 74%, but at the cost of reduced pre-
cision. The LSTM model using only turn embed-
dings demonstrated balanced performance across
all metrics, achieving the highest precision of 19%
and a competitive F1 score of 0.28. However, the
attention-based LSTM (AttnLSTM) model did not
significantly outperform the standard LSTM model
in any metric.

The inclusion of turn embeddings significantly
impacts model performance. Models with only em-
beddings perform better in terms of F1 score and
recall, suggesting that the semantic information
captured in these embeddings, which represented
the semantic information of turns, is crucial for
hedge prediction. Second, models without embed-
dings also performed reasonably well in F1 score,
implying that other features such as rapport, con-
versational strategies, tutoring strategies, nonverbal
behaviors, and contextual information are also im-
portant. These features should not be overlooked.

The LightGBM and XGBoost models, which
only use features without turn embeddings, also
display competitive performance compared to the
MLP, LSTM, and AttnLSTM models using all fea-
tures. This suggests that although turn embeddings
provide valuable information for hedge prediction,
models can still achieve satisfactory results even
without them. The AttnLSTM models, which incor-
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Model

Feature
N/A Rapport CS TS NB ConInfo DialAct

XGBoost 0.24 (±0.07) 0.15 (±0.08) 0.10 (±0.08) 0.15 (±0.09) 0.08 (±0.07) 0.10 (±0.08) 0.12 (±0.08)
LightGBM 0.24 (±0.07) 0.16 (±0.08) 0.09 (±0.08) 0.10 (±0.07) 0.10 (±0.10) 0.12 (±0.09) 0.13 (±0.08)

LSTM 0.25 (±0.05) 0.24 (±0.05) 0.26 (±0.06) 0.24 (±0.06) 0.22 (±0.06) 0.25 (±0.07) 0.21 (±0.06)
AttnLSTM 0.23 (±0.06) 0.20 (±0.06) 0.22 (±0.05) 0.25 (±0.05) 0.24 (±0.05) 0.23 (±0.07) 0.22 (±0.06)
MLP 0.26 (±0.06) 0.25 (±0.06) 0.25 (±0.06) 0.26 (±0.06) 0.25 (±0.06) 0.27 (±0.06) 0.21 (±0.07)

Table 2: F1 scores after the feature ablation, CS: Conversational Strategies; TS: Tutoring Strategies; NB: Nonverbal
Behaviors; ConInfo: Contextual Information; DialAct: Dialogue Act.

porate attention mechanisms, do not show signifi-
cant improvements over the regular LSTM models.
This could be due to the limited amount of data
available, which cannot unleash the potential of the
attention mechanism.

Since good performance can also be achieved
using the extracted features, in order to answer our
research question 2, in the next subsections we will
mainly investigate the importance of features in
predicting hedges.

4.2 Features Explanation with Shapley values

Shapley values (Hart, 1989), originating from co-
operative game theory, have emerged as a powerful
model-agnostic tool to explain the predictions of
machine learning models. This approach provides
a way to fairly distribute the contribution of each
feature to the overall prediction for a specific in-
stance. By calculating the Shapley value for each
feature, we gain insight into the importance of in-
dividual features within the context of a specific
prediction. This interpretability technique has been
adopted across various machine learning models.
In this study, we use Shapley values to interpret
the contributions of extracted features in our clas-
sification models using the SHAP python package
(Lundberg and Lee, 2017).

Figure 2 in the Appendix illustrates the impor-
tance of each feature for prediction when only fea-
tures are used as input to different prediction mod-
els. The importance of features within the models
can differ depending on their architectures. For
simplicity, we identify the features that frequently
appear in these 4 figures as significant indicators.
Therefore, we have selected some of the most rep-
resentative features in predicting hedges in Table
3.

Based on Table 3, certain features have a sig-
nificant impact on the likelihood of using hedges
in tutoring conversations. Rapport has a negative
valence, suggesting that higher rapport between the
participants results in a lower likelihood of hedges

Features Valence

correctness +
no gaze from tutor -
problem id -
rapport -
tutee’s deep question -
tutee’s gaze at tutor -
tutee’s pre-test -
tutor’s gaze at elsewhere -
tutor’s praise -

Table 3: Features and their Valences

being used. This confirms the finding cited above,
that hedges are more frequent in low rapport in-
teraction (Madaio et al., 2017c). Interestingly, the
“problem ID” feature also has a negative valence,
indicating that as the complexity or difficulty of the
problem increases, the likelihood of using hedges
decreases. This could be because tutors tend to be
more assertive or confident when addressing more
challenging problems.

Moreover, certain conversational features such
as “tutee’s deep question” and “tutor’s praise” have
a negative valence, implying that these actions tend
to decrease the likelihood of hedges. This could be
because deeper questions or praise might indicate
a more open and confident dialogue, thus reducing
the need for hedges.

The table also reveals a negative correlation be-
tween various non-verbal cues such as “no gaze
from tutor”, “tutee’s gaze at tutor”, and “tutor’s
gaze at elsewhere”, and the occurrence of hedges.
When the tutor is not gazing at the tutee, the like-
lihood of hedges decreases. The tutee’s gaze at
the tutor and the tutor’s gaze at elsewhere are nega-
tively associated with the use of hedges. This could
indicate that when tutors’ attention is focused else-
where, they are attending less to how best to convey
instruction or correction. To our knowledge, this is
the first demonstration that specific nonverbal cues
substantially influence the likelihood of a hedge
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being used in the succeeding turn of peer-tutoring
interactions.

4.3 Ablation Study

We next examine the aforementioned models with
different features ablated from input. This ap-
proach allows us to identify which features, when
absent, lead to the best or worst performance
in each model, implying that these features may
not have contributed positively (or negatively) to
the model’s performance. Our study considered
6 groups of features: Conversational Strategies
(CS), Tutoring Strategies (TS), Nonverbal Behav-
iors (NB), Contextual Information (ConInfo), Dia-
logue Act (DialAct), and Rapport.

Table 2 shows the different F1 scores as a con-
sequence of removing the different features. For
XGBoost and LightGBM, the worst performance
is observed when NB and CS were removed, re-
spectively, which implies that these features may
provide important information for these models.
The LSTM and MLP models showed a significant
drop in performance when the DialAct feature was
removed, suggesting a substantial dependency of
these models on the DialAct feature for their pre-
diction capabilities. Interestingly, the best perfor-
mance of AttnLSTM was achieved when the rap-
port feature was removed, suggesting that the at-
tention mechanism could compensate for loss of
rapport.

5 Conclusion and Future Work

This study presents an effective approach to predict
where hedges occur in peer-tutoring interactions
using classic ML models. Our results show the
importance of considering various types of input
features, such as turn embeddings, rapport, conver-
sational strategies, tutoring strategies, nonverbal
behaviors, and contextual information. Moreover,
Shapley values applied to the predictions of the
different models show, for the first time, that the
gaze of both tutor and tutee may play a critical
role in predicting hedges. This observation is sub-
stantiated by subsequent ablation studies, where
classic classification models, like XGBoost and
LightGBM, experienced a significant decline in F1
score when removing nonverbal behavior features.

For future work, several directions can be pur-
sued. First, the investigation of hedge generation in
the context of expert tutors could provide valuable
insights into how experienced tutors use hedges

differently and how these differences might affect
learning outcomes. Second, incorporating rein-
forcement learning techniques to enhance specific
aspects of the interaction, such as learning perfor-
mance, could improve the practical applications of
our findings.
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Appendix: SHAP Value Graphs
The vertical axis indicates the mean contribution of the feature over the model decision. The horizontal

axis indicates how the distribution of features influences the model decision.

(a) Feature Importance for AttnLSTM (without emb) (b) Feature Importance for MLP (without emb)

(c) Feature Importance for XGBoost (d) Feature Importance for LightGBM

Figure 2: Feature Importance for Different Models
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Abstract

The rate of scientific publications is increas-
ing exponentially, necessitating a significant
investment of time in order to read and com-
prehend the most important articles. While
ancillary services exist to facilitate this process,
they are typically closed-model and paid ser-
vices or have limited capabilities. In this paper,
we present PaperPersiChat, an open chatbot-
system designed for the discussion of scientific
papers. This system supports summarization
and question-answering modes within a single
end-to-end chatbot pipeline, which is guided
by discourse analysis. To expedite the devel-
opment of similar systems, we also release the
gathered dataset, which has no publicly avail-
able analogues.

1 Introduction

Scientific papers are a crucial part of academic re-
search and are used to disseminate new findings,
theories and knowledge to the wider community.
At the same time, rapid scientific progress makes it
challenging to keep up with new technologies with-
out spending a lot of time reading papers. While
traditional summarizing services like Elicit1 and
Scholarcy2 can be helpful, they often unable to ex-
plain sophisticated and complex concepts. More
advanced solutions, such as Explainthepaper3, have
emerged to address this limitation as they can eluci-
date user-highlighted text, but also require the user
to read the article beforehand.

Dialogue systems are an alternative capable of
combining extractive and generative approaches.
Grounding-based approaches were suggested to
eliminate issues associated with the hallucinations
of LMs (Cai et al., 2022; Gao et al., 2022). The
release of ChatGPT4 has propelled chatbots to the

1https://elicit.org
2https://www.scholarcy.com
3https://www.explainpaper.com
4https://chat.openai.com/

forefront of text data processing. The ChatGPT
API and proprietary solutions have enabled the cre-
ation of communication services like ChatPDF5

and xMagic6. However, these are services with a
closed architecture and paid for.

Interestingly, there are no publicly available
open systems that do not use the API of LLMs. One
of the reasons, is the lack of open-source datasets
for dialogue on scientific grounding. To bridge
this gap, we present PaperPersiChat7, a chatbot
pipeline designed for the scientific paper domain.
It capable of communicating on the basis of a user-
selected paper by providing summaries and answer-
ing clarifying questions. Our second contribution
is the training dataset that can be used to develop
solutions for similar tasks. Our code is available at
https://github.com/ai-forever/paper_persi_chat.

2 Related Work

The incorporation of external information, referred
to as grounding, has been shown to enhance the
quality of the generation by improving the factual
component. Several approaches utilize knowledge
bases or web mining (Glaese et al., 2022; Thoppi-
lan et al., 2022), while others focus on extracting
information from individual documents. Cai et al.
(2022) proposed a transformer-based model which
retains context semantics while sacrificing text de-
tails due to the use of averaging word embeddings.
UniGDD (Gao et al., 2022) and DIALKI (Wu et al.,
2021) systems also consider document-grounded
generation but are limited by context length or in-
vestigated for task formulations different from ours.

The main limitation of such systems is the lack
of training datasets. CMU DoG (Zhou et al., 2018)
was proposed for grounding-based movie conver-
sations but contains few documents which com-

5https://www.chatpdf.com
6https://www.xmagic.ai
7PaperPersiChat is running online on http://www.

PaperPersiChat.tech
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Figure 1: The architecture of PaperPersiChat. The discussion of the single i-th segment is demonstrated. User input
is shown in red frames, chatbot answers in blue and the trainable pipeline submodules in green. DM refers to the
Dialogue Management submodule. The light-purple part of the Question Answering (QA) system runs in a loop
over segments while the retrieved grounding is empty. The current segment texts are labelled with a gear icon.

plicates generalization. Larger datasets, such as
the Wizard of Wikipedia (Dinan et al., 2019), are
labeled more roughly and are not tailored to the
scientific domain either. At the same time, recent
approaches employ synthetic training datasets col-
lected via ChatGPT (Askari et al., 2023). We fol-
low this idea and propose a dataset collection pro-
cess, which we used to train our pipeline later.

3 System Overview

Figure 1 shows the general architecture of the Pa-
perPersiChat system. The chatbot discusses paper
segments step by step, with each segment contain-
ing one or several sections of the paper. The dia-
logue ends when all segments have been discussed
or too much negative feedback has been received.

For each segment, the chatbot firstly suggests
discussing it. If the suggestion is accepted, it pro-
vides a short summary and proceeds to the question-
answering session. Otherwise, the chatbot moves
to the discussion of the succeeding segment. For
each question query, the QA module attempts to
extract grounding from the current segment. How-
ever, if this fails, it continues to look over all other
segments. In case when QA module can’t find an
answer in the entire paper, it informs the user about
that. If the user’s query is not a question, the system
moves to the discussion of the following segment.
Further details are described in Section 5.

4 Data

There is a lack of publicly available datasets for
training the dialogue systems with scientific text

grounding. Since manual markup requires signif-
icant resources, we constructed the dataset auto-
matically. As the source, we used 63,321 computer
science papers from the Semantic Scholar Open Re-
search Corpus published at top science conferences
between 2000 and 2021. We utilized its subset
to collect our dataset, which consists of two parts:
instances collected via OpenAI’s Davinci or Chat-
GPT 8.

The Davinci model processed complex instruc-
tions and tried to produce the part of the dialogue
related to the whole segment discussion part (see
Figure 1). In this way, we collected 3,588 raw out-
puts and each of them was processed further into a
summary and dialogue turns. All these summaries
were used to train the summarization submodule.
Further filtering was done to remove unparsed out-
puts, short dialogues and dialogues with inconsis-
tent structure (including incorrect speaker order).
This yielded a set of 2,817 dialogues that were used
to train the models from the QA session module.
To construct qualitative dialogues for QA, and also
to manage the inputs of the dialogue participants,
we used two ChatGPT models talking to each other.
The resulting dataset totals 2,817 dialogues pro-
duced by Davinci and 8,787 dialogues produced
by ChatGPT, with an average of four turns per
dialogue. We have made this dataset publicly avail-
able via https://huggingface.co/datasets/ai-forever/
paper_persi_chat.

8https://platform.openai.com/docs/models
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5 Submodule Details

This section provides details about submodules of
the PaperPersiChat pipeline.

Dialogue Discourse Flow Management (DM)
This component is employed to classify the user’s
reaction and navigate to the pertinent pipeline steps.
It is composed of two models: a dialogue discourse
parser and an agreement classifier. To acquire the
discourse parser, we trained the parser proposed
by Shi and Huang (2019) from scratch on CDSC
(Zhang et al., 2017). To classify the last relation
in the dialogue, the pipeline passes the last ten ut-
terances of the dialogue history as the parser input.
In this pipeline, we consider only the following
dialogues acts: Agreement, Disagreement, Ques-
tion and Negative Reaction. Since the discourse
parser has broad classes and can not distinguish
well “yes” and “no” cases, an auxiliary agreement
classifier based on the SBERT model (Reimers and
Gurevych, 2019) was trained using the open-source
CDSC and IAC (Walker et al., 2012) corpora.

Summarization This component briefly sum-
marizes the current segment text. Here, the BART
model (Lewis et al., 2020) was selected for gen-
eration due to its state-of-the-art performance in
similar tasks. We trained it using the 3,204 sam-
ples and started from DistilBART9. Evaluation of
the model on 356 test samples from our dataset
yielded ROUGE-1 score of 51.43, ROUGE-2 score
of 30.80, and ROUGE-L score of 40.97.

Coreferences Resolver We utilized the pre-
trained SpanBERT from AllenNLP Framework 10.
Here, we use the concatenation of the user query
and four last utterances from the dialogue history
as the SpanBERT input and replace entities with
coreferences in the query to get the final QA input.

Extractive QA The QA module extracts the
most relevant text sufficient to answer the user’s
question, namely grounding. To ensure the class
balance as in SQuAD2.0, we added more hard neg-
ative examples (questions with empty answers) by
selecting questions generated for similar segments.
The similarity scores were calculated as the cosine
distance between Specter 11 embeddings. As the
final model, we fine-tuned DeBERTA-v3 12.

Response Generation This component gener-

9https://huggingface.co/sshleifer/distilbart-cnn-12-6
10https://demo.allennlp.org/coreference-resolution/

coreference-resolution
11https://huggingface.co/allenai/specter
12https://huggingface.co/deepset/deberta-v3-base-squad2

Figure 2: Screenshot of the interface window with a
dialogue example generated using PaperPersiChat.

ates the target response text based on the query,
dialogue history and grounding text extracted by
DeBERTa. We conducted experiments for BART
(Lewis et al., 2020) and DialoGPT (Zhang et al.,
2020) for two options of groundings: extracted by
the pretrained or by the fine-tuned DeBERTa.

To construct model inputs, we concatenated
query, dialogue history and grounding via special
separation tokens.The BART model trained using
groundings from the fine-tuned DeBERTa yielded
the best results, with a ROUGE-1 of 61.71 and a
BLEU-1 of 50.3 on our test set. In comparison, the
BART model trained using groundings extracted by
the pretrained QA model got ROUGE-1 of 49.41
and the best DialoGPT model got 61.42.

6 User Interface

Figure 2 depicts a screenshot of a sample dialogue
between the user and the proposed chatbot. Here,
the bot suggests discussing the Related Work sec-
tion; the user agrees and the system moves to the
QA session. If during the session the bot cannot
find a grounding for a question, it informs the user
that there is not enough information in the paper.
The QA session continues until the user ceases ask-
ing questions, after which the dialogue advances to
the next section.

During the dialogue, the user enters his message
in the corresponding field and then the dialogue
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Figure 3: Screenshot of the chat settings.

history above the input field is updated with the ad-
dition of the last user’s query and the bot’s response.
Then the process repeats.

The auxiliary menu to the left, illustrated in Fig-
ure 3), assists the user in selecting a paper for dis-
cussion, switching to another segment (via radio
buttons), or clearing the dialogue history. Addi-
tionally, the menu provides short instructions to
facilitate communication with the bot. There are
several options to select a paper for discussion:

• Select any paper from our dataset (63,321 pa-
pers) by searching. For this option, the user
just needs to enter a few keywords separated
by a space and press the “Search” button.

• Select a paper from a suggested sublist.
• Upload new paper in the PDF format.

7 Conclusion

We have presented PaperPersiChat, chatbot based
only on open-source models and capable of engag-
ing in conversations about scientific papers. For
each paper segment, the bot offers the user an op-
portunity to get a summary and moves to the QA
session mode in the case of agreement. The dia-
logue flow is controlled by a discourse analyzer.
We also presented a novel dataset to facilitate the
development of similar systems. Future work in-
cludes refining individual submodules and dialogue
management to promote greater flexibility.
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Abstract

We demonstrate an embodied conversational
agent that can function as a receptionist and
generate a mixture of open and closed-domain
dialogue along with facial expressions, by us-
ing a large language model (LLM) to develop
an engaging conversation. We deployed the
system onto a Furhat robot, which is highly
expressive and capable of using both verbal
and nonverbal cues during interaction. The sys-
tem was designed specifically for the National
Robotarium to interact with visitors through
natural conversations, providing them with in-
formation about the facilities, research, news,
upcoming events, etc. The system utilises the
state-of-the-art GPT-3.5 model to generate such
information along with domain-general conver-
sations and facial expressions based on prompt
engineering.

1 Introduction

The progress in robotics and artificial intelligence
in recent decades has led to the emergence of robots
being utilized beyond their conventional industrial
applications. Robot receptionists are designed to
interact with and assist visitors in various places
like offices, hotels, etc. by providing information
about the location, services, and facilities. The
appropriate use of verbal and non-verbal cues is
very important for the robot’s interaction with hu-
mans (Mavridis, 2015). Most research in the field
has been mainly focused on developing domain-
specific conversation systems, with little explo-
ration into open-domain dialogue for social robots.

Conventional agents are often rule-based, which
means they rely on pre-written commands and key-
words that are pre-programmed. This limits the

Figure 1: A user interacting with the FurChat System.

interaction with humans to little or no freedom of
choice in answers (Tudor Car et al., 2020). The ad-
vancement of large language models (LLMs) in the
past year has brought an exciting revolution in the
field of natural language processing. With the de-
velopment of models like GPT-3.51, we have seen
unprecedented progress in tasks such as question-
answering and text summarization (Brown et al.,
2020). However, a question remains about how to
successfully leverage the capabilities of LLMs to
create systems that can go from closed domain to
open, while also considering the embodiment of
the system.

In this work, we present FurChat2, an embodied
conversational agent that utilises the latest advances
in LLMs to create a more natural conversational
experience. The system seamlessly combines open
and closed-domain dialogues with emotive facial
expressions, resulting in an engaging and person-
alised interaction for users. The system was ini-
tially designed and developed to serve as a recep-

1https://platform.openai.com/docs/
models/gpt-3-5

2A demonstration video of the system is available here.
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Figure 2: System Architecture of the current FurChat system.

tionist for the National Robotarium, in continuation
of the multi-party interactive model developed by
Moujahid et al. (2022b), and its deployment shows
promise in other areas due to the LLMs versatile
capabilities. As a result, the system is not limited
to the designated receptionist role, but can also
engage in open-domain conversations, thereby en-
hancing its potential as a multifunctional conversa-
tional agent. We demonstrate the proposed conver-
sational system on a Furhat robot (Al Moubayed
et al., 2013) which is developed by the Swedish
firm Furhat Robotics3. With FurChat, we demon-
strate the possibility of LLMs for creating a more
natural and intuitive conversation with robots.

2 Furhat Robot

Furhat is a social robot created by Furhat Robotics.
To interact with humans naturally and intuitively,
the robot employs advanced conversational AI and
expressive facial expressions. A three-dimensional
mask that mimics a human face is projected
with an animated face using a microprojector
(Al Moubayed et al., 2013). A motorised platform
supports the robot’s neck and head, allowing the
platform’s head to spin and node. To identify and
react to human speech, it has a microphone array
and speakers. Due to the human-like appearance
of Furhat, it is prone to the uncanny valley effect
(Ågren and Silvervarg, 2022).

3https://furhatrobotics.com/

3 System Architecture

As shown in Figure 2, the system architecture repre-
sents a conversational system that enables users to
interact with a robot through spoken language. The
system involves multiple components, including
automatic speech recognition (ASR) for converting
user speech to text, natural language understanding
(NLU) for processing and interpreting the text, a di-
alogue manager (DM) for managing the interaction
flow, and natural language generation (NLG) pow-
ered by GPT-3.5 for generating natural sounding
responses(Ross et al., 2023). The generated text is
then converted back to speech using text-to-speech
(TTS) technology and played through the robot’s
speaker to complete the interaction loop. The sys-
tem relies on a database to retrieve relevant data
based on the user’s intent.

3.1 Speech Recognition

The current system uses the Google Cloud Speech-
to-Text4 module for ASR. This module, which tran-
scribes spoken words into text using machine learn-
ing algorithms, is integrated into the system by
default through the Furhat SDK.

3.2 Dialogue Management

Dialogue Management consists of three sub-
modules: NLU, DM and a database storage. The
NLU component analyses the incoming text from

4https://cloud.google.com/
speech-to-text
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the ASR module and, through machine learning
techniques, breaks it down into a structured set of
definitions (Otter et al., 2021). The FurhatOS pro-
vides an NLU model to classify the text into intents
based on a confidence score. We provide multi-
ple custom intents for identifying closed-domain
intents using Furhat’s NLU capabilites.

The in-built dialogue manager in the Furhat SDK
is responsible for maintaining the flow of conver-
sation and managing the dialogue state based on
the intents identified by the NLU component. This
module is responsible for sending the appropriate
prompt to the LLM, receiving a candidate response
from the model, and subsequent processing of the
response to add in desired facial gestures (see §3.4).

An open challenge faced by present-day LLMs
is the hallucination of nonfactual content, which
potentially undermines user trust and raises con-
cerns of safety. While we cannot fully mitigate
hallucinated content in the generated responses, in
order to tone-down this effect, we create a custom
database following suggestions from Kumar (2023).
We do so by manually web-scraping the website of
the National Robotarium5. The database consists
of a dictionary of items with the intents as keys
and scraped data as values. When an appropriate
intent is triggered, the dialogue manager accesses
the database to retrieve the scraped data, which is
then sent with the prompt (further details in §3.3))
to elicit a response from the LLM.

3.3 Prompt engineering for NLG

The NLG module is responsible for generating a
response based on the request from the dialogue
manager. Prompt engineering is done to elicit an ap-
propriate sounding response from the LLM, which
generates natural dialogue that results in engaging
conversations with humans. The current system
uses text-davinci-003, which is one of the
most powerful models in the GPT-3.5 series and it
is priced at $0.0200 per 1000 tokens.

Producing relevant responses was achieved us-
ing the combined technique of few-shot learning
and prompt engineering, which enabled us to try
different variations in techniques and produce a
variety of output by the LLM.

During prompt engineering, the personality of
the robot and the context of the application are de-
scribed, along with the past few dialogue histories
and scraped data from the database in a particular

5https://thenationalrobotarium.com/

response format. Moreover, the prompt engineer-
ing methodology involves using the LLM to gener-
ate an appropriate emoticon based on the conversa-
tion. In the context of emotional expression during
an interaction, selecting an appropriate emoticon
depends on understanding the underlying emotions
being conveyed by the visitors and adhering to the
display rules of the specific social situation. If
the dialogue reflects joy or humor, a happy facial
gesture might be fitting. On the other hand, if
the conversation conveys empathy or sadness, a
sad face could be more suitable. These emoticons
are then integrated with the robot’s facial gestures
to generate facial expressions (see §3.4), thereby
enabling a text-based LLM to integrate in the em-
bodied Furhat robot. The explicit specification of
the personality and context in the prompt aids in
creating a natural conversation between the robot
and the human that is coherent and relevant to the
topic. The sample format of the prompt used is as
follows:

This is a conversation with a robot receptionist,
<Robot Personality>, <Data from the Database>,
<Dialogue history>, <Response Format along with
sample emoticons>.

3.4 Gesture Parsing

The Furhat SDK offers a range of built-in facial
gestures that can be enhanced by custom facial
gestures that meet specific needs. The latest GPT
models have the ability to recognise emotions and
sentiments from text, which is used in the system
(Leung et al., 2023). Rather than simply recognis-
ing sentiments in the text, the model is tasked with
generating appropriate emotions for the conversa-
tion from the text After receiving the response from
the model, the matched conditional clause in the
dialogue manager will trigger an expression from
the pre-developed set of gestures, which will be
triggered along with the generated speech.

3.5 Text-To-Speech Generation

For converting the text to speech, the Amazon
Polly6 service is used. This service is available
within FurhatOS by default.

4 Example Dialogue

An example dialogue between a human and the
robot is illustrated in Table 1.

6https://docs.aws.amazon.com/polly/
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At the outset, the robot remains in an idle state. Once
the user enters the vicinity of the robot, the conversation
begins.
R: [robot] Hello, I am the Receptionist here at the Na-
tional Robotarium. Would you like to know about this
facility? <Robot smiles>
U: [user] Yes, tell me about this facility.
R: [robot] Sure. <Robot smiles>
R: [robot] The National Robotarium is a state-of-the art
research facility located on the Heriot-Watt campus in
Edinburgh. . . .
U: [user] That’s great. Is there any ongoing healthcare
researches here
R: [robot] Yes. <Robot smiles> The National Robotar-
ium is part of a multimillion-pound collaborative project
called SPRING and is focused on developing socially as-
sistive robots for healthcare settings. SPRING will focus
on supporting elderly patients and improving psycholog-
ical well-being and the relationship between patients and
hospital professionals. <Robot nod>
U: [user] That’s nice. Can you tell a joke?
R: [robot] <Robot smiles> Sure, Why did the robot go
to the bar? <Robot winks> To get a screwdriver!
U: [user] Can you suggest me a movie about robots?
R: [robot] Sure thing! <Robot smiles> How about "I,
Robot"? It’s a classic that deals with the exploration of
robotics and AI. <Robot nod>

Table 1: Sample Conversation between the user and the
robot. For a full system description, please refer to §3.

5 Conclusions and Future Work

We demonstrate FurChat, an embodied conver-
sational agent with open and closed domain di-
alogue generation and facial expressions generated
through LLMs, on a social robot in a receptionist
environment. The system is developed by inte-
grating the state-of-the-art GPT-3.5 model on top
of the Furhat SDK. The proposed system uses a
one-to-one interaction method of communication
with the visitors. We plan on extending the sys-
tem to handle multi-party interaction (Moujahid
et al., 2022a; Addlesee et al., 2023; Lemon, 2022;
Gunson et al., 2022), which is an active research
topic in developing receptionist robots. It is also
crucial to address the issue of hallucination from
the large language model and this problem can be
mitigated by fine-tuning the language model and
directly generating conversations from it without
relying on any NLU components which we plan to
implement in the future.

We plan to showcase the system on the Furhat
robot during the SIGDIAL conference to all the
attendees and show them the capabilities of using
LLMs for dialogue and facial expression generation
as described in this paper.
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Abstract

Human users tend to selectively ignore informa-
tion that contradicts their pre-existing beliefs or
opinions in their process of information seek-
ing. These “self-imposed filter bubbles” (SFB)
pose a significant challenge for cooperative ar-
gumentative dialogue systems aiming to build
an unbiased opinion and a better understanding
of the topic at hand.

To address this issue, we develop a strategy
for overcoming users’ SFB within the course
of the interaction. By continuously modeling
the user’s position in relation to the SFB, we
are able to identify the respective arguments
which maximize the probability to get outside
the SFB and present them to the user. We im-
plemented this approach in an argumentative
dialogue system and evaluated in a laboratory
user study with 60 participants to show its va-
lidity and applicability. The findings suggest
that the strategy was successful in breaking
users’ SFBs and promoting a more reflective
and comprehensive discussion of the topic.

1 Introduction

Spoken dialogue systems are getting increasingly
popular, especially as they enable easy access to
requested information from online sources, such as
search engines or social media platforms. Specif-
ically, with regard to more complex interactions,
two important phenomena can be observed that can
result in information bias.

On the one hand, due to filter algorithms, in-
formation content is selected based on previous
online behavior, which leads to cultural/ideologi-
cal bubbles, the so-called “Filter Bubbles” (Pariser,
2011). On the other hand, Nickerson (1998) points
out that users who are confronted with controver-
sial topics tend to focus on a “biased subset of
sources that repeat or strengthen an already estab-
lished or convenient opinion.” This user behavior
leads to the so-called “Self-imposed Filter Bubbles”
(SFB) (Ekström et al., 2022; Aicher et al., 2022b)

and “echo chambers” (Quattrociocchi et al., 2016;
Anand, 2021; Donkers and Ziegler, 2021). Both are
manifestations of “confirmation bias”, a term typi-
cally used in psychological literature. These phe-
nomena are mutually dependent according to Lee
(2019) as the SFB is reinforced and perpetuated
due to algorithmic filters delivering content aligned
with presumed interests based on search histories.
Moreover, Bakshy et al. (2015) claim that studies
have shown that individual choice has even more
of an effect on exposure to differing perspectives
than “algorithmic curation”. In this paper, we fo-
cus on the second phenomenon, namely the user’s
SFB regarding a controversial topic during the in-
teraction with an argumentative dialogue system
(ADS). Building upon the work of Aicher et al.
(2022b, 2023), we model the user’s SFB using the
following four main dimensions: Reflective User
Engagement (RUE), Personal Relevance (PR), True
Knowledge (TK) and False Knowledge (FK).

The concept of RUE encapsulates the user’s crit-
ical thinking, building upon the definition estab-
lished in our prior work (Aicher et al., 2021a). On
the other hand, PR pertains to the individual user’s
assessment of the significance of subtopics, further
on called “clusters”, in relation to the overarching
topic of discussion. True Knowledge (TK) is char-
acterized as the information already possessed by
the user on a particular topic. Conversely, False
Knowledge (FK) entails the user’s false beliefs and
misinformation on the respective topic. Based upon
these dimensions we have the ability to construct
a model for assessing the likelihood of a user be-
ing caught within an SFB. In order to achieve this,
we ascertain the user’s position along these four
dimensions and consistently update it throughout
the course of the dialogue. Building upon SFB-
Model we 1) introduce a rule-based system policy
to break the user’s SFB during an ongoing interac-
tion and 2) validate our policy in a laboratory study
by comparing it to a user-interest-driven system
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policy.
The remainder of this paper is as follows: Sec-

tion 2 gives an overview of related literature, fol-
lowed by a description of the underlying SFB-
Model and our proposed rule-based SFB-breaking
policy in Section 3. Section 4 discusses an exem-
plary integration of our model/policy in an ADS,
which is evaluated in a laboratory study described
in Section 5. Section 6 covers the respective study
results, followed by a discussion of the former and
study limitations in Sections 6 and 8. We close
with a conclusion and a brief discussion of future
work in Section 9.

2 Related Work

In the following, we provide a brief overview of
the existing literature on the main aspects of the
work presented herein, Confirmation Bias and Self-
imposed Filter Bubbles and Argumentative Dia-
logue Systems.

2.1 Confirmation Bias and Self-imposed Filter
Bubbles

As previously pointed out, a central issue in the
process of opinion building is the phenomenon
known as “confirmation bias”. This bias refers to
the tendency of users to seek or interpret evidence
in ways that align with their existing beliefs, expec-
tations, or hypotheses (Nickerson, 1998). Given
our goal of achieving a well-founded and unbiased
exploration of information, we are determined to
counteract the user’s inclination to focus solely
on information that confirms their preexisting be-
liefs (Allahverdyan and Galstyan, 2014).

To address this challenge, Huang et al. (2012)
propose the utilization of computer-mediated
counter-arguments within decision-making pro-
cesses. Additionally, Schwind and Buder (2012)
consider preference-inconsistent recommendations
as a promising approach to stimulate critical think-
ing. However, given our cooperative approach
and the objective of maintaining the user’s mo-
tivation to explore arguments without bias, intro-
ducing an excessive number of counter-arguments
could potentially lead to undesirable negative emo-
tional consequences, such as annoyance and confu-
sion (Huang et al., 2012).

In order to identify a means of mitigating these
consequences, it is crucial to consider how a gen-
uine and profound critical reflection can be stim-
ulated. When users engage in critical thinking in

a weak sense, this implies contemplating positions
that differ from their own (Mason, 2007), but often
involves a tendency to defend their own viewpoint
without thorough introspection (Paul, 1990). Crit-
ical thinking in a strong sense involves reflecting
on one’s own opinions as well, which aligns with
our objective. However, the substantial energy and
effort (Gelter, 2003) required for this robust critical
reflection are frequently lacking due to a deficiency
in individuals’ inherent need for cognition (Mal-
oney and Retanal, 2020). Given users’ tendency to
defend their own views (Paul, 1990), a system that
confronts them with opposing viewpoints might not
necessarily foster critical reflection; on the contrary,
it could lead to a reinforcement of their existing
stance. Hence, there is a need for an intelligent
system capable of adjusting the frequency, timing,
and selection of counter-arguments (Huang et al.,
2012). To the best of our knowledge we are the
first to provide such a system, which integrates a
model to determine the user’s Self-imposed Fil-
ter Bubble (SFB) and adapts its strategy accord-
ingly. This adaptation aims to identify the most
suitable arguments and still maintaining the user’s
interest, ensuring a well-balanced exploration of
viewpoints.

In contrast to Del Vicario et al. (2017), who
study online social debates and try to mathemati-
cally model the related polarization dynamics, we
define a model for this “seeking or interpreting of
evidence in ways that are partial to existing beliefs,
expectations or a hypothesis in hand” (Nickerson,
1998) consisting of four dimensions building upon
our previous work (Aicher et al., 2022b, 2023).
The respective dimensions are based on a well-
established framework in persuasion research, the “
Elaboration Likelihood Model” (ELM) (Petty et al.,
2009).

2.2 Argumentative Dialogue Systems

Within this paper we define a system policy aiming
to help users overcome their SFBs in a coopera-
tive argumentative dialogue. Argumentative dia-
logue systems (ADS) enable users to engage in
information-seeking and to explore pro and con
arguments on a controversial topic by accessing
large-scale argumentation structures and assist in
a well-founded opinion building (Waheed et al.,
2021; Aicher et al., 2021b,a, 2023). The “ability
to engage in argumentation is essential for humans
to understand new problems, to perform scientific
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reasoning, to express, to clarify and to defend their
opinions in their daily lives” (Palau and Moens,
2009) and thus, enables to reflect controversial top-
ics critically. A consensual dialogue is much more
likely to resolve diverging perspectives on evidence
and repair incorrect, partial, and subjective read-
ings of evidence than a persuasive one (Villarroel
et al., 2016). Hence, it is crucial for the argumenta-
tive dialogue system, in which our SFB-Model is
embedded, that it does not try to persuade or win a
debate against a user.

Most approaches to human-machine argumenta-
tion utilize different models to structure the interac-
tion and are embedded in a competitive, persuasive
scenario. For instance, Slonim et al. (2021) intro-
duced the IBM Debater, which is an autonomous
debating system that can engage in a competitive
debate with humans via natural language. Another
speech-based approach was introduced by Rosen-
feld and Kraus (2016), presenting a system based
on weighted Bipolar Argumentation Frameworks
(wBAG). Arguing chatbots such as Debbie (Rak-
shit et al., 2017) and Dave (Le et al., 2018) interact
via text with the user. A menu-based framework
that incorporates the beliefs and concerns of the op-
ponent was presented by Hadoux et al. (2022). In
the same line, Chalaguine and Hunter (2020) used a
previously crowd-sourced argument graph and con-
sidered the concerns of the user to persuade them.
Another introduced persuasive prototype chatbot
is tailored to convince users to vaccinate against
COVID-19 using computational models of argu-
ment (Chalaguine and Hunter, 2021). As pointed
out in Subsection 2.1 in contrast to those persuasive
approaches we chose collaborative exploration of
arguments, enabling users to express their prefer-
ences and thus providing a more suitable basis than
the previously mentioned, competitive ADS.

3 Self-imposed Filter Bubble Model

In the following section we will give a short
overview on the SFB-Model we adapted to and
its respective dimensions. This serves as a basis
for our system’s SFB-breaking policy introduced
in Subsection 3.3.

3.1 SFB-Model Dimensions

We adapted the SFB-Model introduced by Aicher
et al. (2022b) which is motivated by the “Elab-
oration Likelihood Model” (ELM) (Petty et al.,
2009). As already mentioned, it incorporates of

four dimensions, which span a four-dimensional
space to describe the user’s SFB: Reflective User
Engagement (RUE), Personal Relevance (PR), True
Knowledge (TK) and False Knowledge (FK).

The Reflective User Engagement (RUE) de-
scribes the critical-thinking and open-mindedness
demonstrated by the user. It takes into account the
polarity and number of heard arguments. This can
be mapped onto the request for more information,
either on the pro or con side of the topic of the
discussion. Thus, it measures how balanced the
user is exploring a topic. The RUE has first been
introduced by Aicher et al. (2021a), to whose work
we refer to for details of its calculation.

The Personal Relevance (PR) refers to the user’s
individual assessment of how relevant a cluster is
with regard to the topic of the discussion. The
greater the relevance a cluster holds for a user, the
stronger their inclination to delve into the corre-
sponding arguments associated with it. As this is
impossible to ascertain through implicit methods,
the Personal Relevance (PR) is explicitly queried
within the dialogue when transitioning to a new
cluster, with respect to the previous cluster.

The True Knowledge (TK) serves as a measure
for the information gain and is defined as the new
information the user is provided with by talking to
the system. It can be determined by comparing the
total information provided by the system and the
information, which is already known to the user.
For its determination, the user is required to pro-
vide feedback on each known argument. For each
cluster, this number of known arguments is sub-
tracted from the total number of arguments heard
within the cluster. As we want the user to explore as
much information as possible, a high TK increases
the chance to explore other aspects and viewpoints.
Thus, the bigger the TK of the users, the more
unlikely they find themselves in an SFB.

The concept of “False Knowledge (FK)1” per-
tains to inaccurate information held by a user re-
garding a specific topic. When a user possesses
false beliefs about specific clusters, it increases

1Regarding the terminology, please note that the term
“False Knowledge” was chosen to facilitate a simplified three-
dimensional representation, wherein the dimensions of “True”
and “False Knowledge” are merged into the single dimension
of “Knowledge”. This choice is intended solely for the pur-
pose of simplified illustration as the actual calculation occurs
within a four-dimensional space. Without loss of generality
the information stored in the system’s database is defined as
factually accurate, thereby classifying information contradict-
ing it as wrong.
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the probability to be caught in an SFB and fos-
ters reluctance toward conflicting information and
viewpoints. Likewise to the “True Knowledge”,
the “False Knowledge” is determined by the user
indicating that they consider an argument to be
factually incorrect.

3.2 SFB-Model

Argumentative discussions are complex and con-
sist of a lot of different cluster, which contain argu-
ments referring to the same content-related aspects.
For each of these clusters, a corresponding SFB
vector

#      »

sfbk = (prk, rk, tkk, fkk)
T , k ∈ N is de-

fined, contributing to the overall SFB vector
#           »

SFBk

for the entire discussion topic. It is important to dif-
ferentiate between the SFB and the SFB-vector of a
user (refer to Figure 1). The SFB-vector is concep-
tualized as a vector originating from the coordinate
system’s origin and terminating at the user’s posi-
tion in the four-dimensional space. The SFB, on the
other hand, constitutes the region within the four-
dimensional space that signifies a specific proba-
bility of users to be caught in their SFB. Figure 1
presents an illustration2 of two positions of this vec-
tor, and the respective SFB (dark blue geometric
shape) for a single cluster. As it is very difficult to
establish precise boundaries of the SFB, we estab-
lish a probability denoting a user’s position within
or outside the SFB. A short SFB-vector (dashed red
arrow) corresponds to a high probability of the user
to be caught within the SFB. Conversely, a large
SFB vector (continuous green arrow) that extends
further beyond the SFB diminishes the likelihood
of the user to be caught in the SFB. The overall SFB
vector

#        »

SFB = (PR,RUE, TK,FK)T , consists
of the overall cluster values for each dimension,
derived from a weighted mean calculation (Aicher
et al., 2023).

3.3 SFB-breaking policy

Building upon the model described in Subsec-
tion 3.2, we propose a rule-based system policy
with the objective of breaking the user’s SFB. Uti-
lizing data from a prior crowd-sourcing user study,
we investigated how SFB dimensions changed un-
der two distinct system policies. The first policy,
as outlined in Section 5, follows the interest-based
approach, selecting arguments based on the esti-

2Please note that this illustration serves solely explanatory
purposes, and thus is reduced to a three dimensional space (by
merging TK and FK and that the actual form and structure of
the SFB may deviate.

Figure 1: Schematic sketch of a clusterwise SFB-vector
and SFB for a cluster k. The probability of an SFB
is very high in proximity to the origin and/or when a
dimension approaches a value close to zero. As a four-
dimensional space is challenging to visualize, we consol-
idate the dimensions of TK and FK into the Knowledge
dimension. The red dashed vector indicates the position
of a user within the SFB. The green continuous arrow
indicates the position of a user outside the SFB.

mation of the user’s greatest interests. The second
policy involves the random presentation of argu-
ments from the remaining set. The calculated aver-
ages across all participants were utilized as bench-
mark values for identifying regions where there
is a higher probability of being caught in an SFB
(very high probability = interest average; medium
probability = random average).

Given that PR and FK cannot be ascertained
beforehand but only in hindsight, the rule-based
policy focuses on maximizing the RUE and TK di-
mension, which can be computed in advance. If the
values for PR or fK deteriorate (become smaller) af-
ter introducing a new argument, we assign a greater
weight to the associated cluster and respective ar-
guments to counteract this.

To ensure logical coherence, it is important that
potential argument candidates are logically con-
nected to the requested argument, either through
sibling relationships or by sharing the highest de-
gree of overlap in their respective cluster affilia-
tions. Once candidates are identified, they are eval-
uated against the user-selected argument in terms of
the corresponding RUE and TK dimensions. Sub-
sequently, the argument with the maximum values
in these dimensions is presented. In cases where
the system selects an argument different from the
user’s choice, the system response includes an ex-
planation such that the user understands the sys-
tem’s choice.

Following an initialization phase (first five argu-
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ment requests) aimed at detecting and rewarding
shifts in users’ exploration behaviors, the user’s
current SFB-vector is compared to the data-based
SFB-margins (interest, random) after each interac-
tion turn. If the SFB-vector falls within the first
area (below the interest margin), the ADS will con-
sistently opt to select the best available argument in
each turn. When the SFB-vector is situated within
the second region (above the interest margin, be-
low the random margin), a decision is made based
on recent changes in the SFB vector over the pre-
ceding three interaction turns. This determines
whether the system offers an “SFB-breaking” argu-
ment or the requested argument. If the SFB-vector
surpasses the random margin, the ADS presents the
requested argument, contingent upon the precondi-
tion that the absolute value of the SFB-vector did
not decrease in the preceding turn.

4 SFB-Model and Policy Integration into
the ADS

In the following, the relevant components of the
ADS, namely the knowledge base and dialogue
model, focusing on the exemplary integration of
our SFB-Model. In order to combine the presented

Move Description SFB Dim
whypro Request pro argument rk, tkk
whycon Request con argument rk, tkk
suggest Suggest any argument rk, tkk

prefer Prefer current argument rk
reject Reject current argument rk

know Current argument is already known tkk,i
3

false Current argument is incorrect fkk

exit Terminates the conversation

Table 1: Description of potential user actions along with
their corresponding impact on SFB dimensions.

model with existing argument mining approaches,
ensuring its adaptability with respect to discussed
topics, we adhere to the bipolar argument annota-
tion scheme introduced Stab and Gurevych (2014)4.
This scheme encompasses argument components
(nodes), structured in the form of bipolar argumen-
tation trees. The overall topic represents the root
node in the graph. We consider two relationships
between these nodes: support or attack. Each com-
ponent, excluding the root node (which has no re-

4Due to the generality of the annotation scheme, the system
is not confined to the data considered herein. In general, any
argument structure that aligns with the applied scheme can be
utilized.

lation), has exactly one unique relation to another
component. This results in a non-cyclic tree struc-
ture, wherein each node, or “parent”, is supported
or attacked by its “children”. If no children exist,
the node is a leaf and marks the end of a branch.

Furthermore, the SFB-Model necessitates se-
mantically clustered arguments, wherein each ar-
gument pertains to one or more clusters related to
the discussed topic. Given that an argument can en-
compass multiple aspects of a topic, it may belong
to several overlapping clusters (Daxenberger et al.,
2020). Every argument directly addresses one or
more clusters. Since each argument component tar-
gets the preceding parent, it indirectly refers to all
preceding parents. Consequently, we stipulate that
each argument component inherits the clusters of
its preceding nodes, meaning it indirectly encom-
passes all clusters that its parent addresses, whether
directly or indirectly. Notably, the root node is not
affiliated with a cluster.

In this ADS, a sample debate on the topic Mar-
riage is an outdated institution provides a suitable
manually clustered argument structure. It serves
as the knowledge base for the arguments and is
sourced from the Debatabase of the idebate.org5

website. It consists of a total of 72 argument com-
ponents, their corresponding relations, and is en-
coded in an OWL ontology (Bechhofer, 2009) for
further use. In each whypro/con move, a single
supporting/attacking argument component is pre-
sented to the user. To prevent the user from being
overwhelmed by the amount of information, the
available arguments are presented to the users in-
crementally upon their request. In order to inte-
grate the SFB-Model 3.2, the dialogue model has
to provide respective user moves. The interaction
between the system and the user is separated into
turns, consisting of a user action and the corre-
sponding natural language answer from the system.
The system’s response is based on the original tex-
tual representation of the argument components,
which is embedded in moderating utterances. Ta-
ble 1 shows the required6 possible moves (actions)
the user is able to choose from. This allows the user
to navigate through the argument tree and inquire

5https://idebate.org/debatabase (last ac-
cessed July 23rd, 2022). Material reproduced from www.
idebate.org with the permission of the International De-
bating Education Association. Copyright © 2005 International
Debate Education Association. All Rights Reserved.

6Only moves that are relevant for the SFB-Model are
shown. Other moves are not listed due to their mere
navigational/meta-informational purposes.
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for more information. The determiners show which
moves are available depending on the position of
the current argument.

As shown in Table 1, rk, tk, and fk are directly
influenced by respective user moves and thus up-
dated immediately. However, this does not apply
to PR, which does not directly refer to the dialogue
content but rather serves as a meta reflection. Since
prk does not directly pertain to the argument, but
rather to the respective cluster, this information
is requested in a separate pop-up window during
the interaction. To avoid inconveniencing the user
(given that the cluster might remain the same over
a certain number of moves), we update prk when-
ever the corresponding clusters change (when a new
cluster k2 is addressed and the old cluster k1 is no
longer addressed). The user’s spoken input is cap-
tured through browser-based audio recording using
the Google Speech Recognition API. Subsequently,
it is processed by an NLU framework (Abro et al.,
2022) that employs an intent classifier based on a
BERT Transformer Encoder (Devlin et al., 2019)
and a bidirectional LSTM classifier. After recog-
nizing a user move, the spoken system response is
presented using speech synthesis provided by the
Google Web Speech API. An exemplary dialogue
is shown in Appendix A.1.

5 User Study

We conducted a user study from October 4th to
15th, 2022, involving 60 participants. The partic-
ipants were divided into two groups: one group
was presented with arguments based on their inter-
ests (referred to as the “interest” group), whereas
the other group was presented with arguments
that might challenge their existing beliefs (referred
to as the “SFB-breaking” group). In the inter-
est group, the system presented arguments that
precisely matched the user’s requests. If a loss
of interest was detected (modeled by an interest
model (Aicher et al., 2022a)), the system suggested
arguments that aligned best with the user’s prefer-
ences and interests. This interest policy is based on
our previously introduced interest model (Aicher
et al., 2022a) and adapted accordingly. In the SFB-
breaking group, the system presented arguments
based on the system policy described in Subsec-
tion 3.3. Consequently, the arguments presented to
the SFB-breaking group might have differed in po-
larity and/or cluster from the original user request.
The primary objective of this study was to address

the following research questions: 1) Can the pro-
posed system policy effectively break a user’s SFB?
2) What are the discernible differences in the over-
all SFB dimensions between the two participant
groups? To investigate these research questions, we
formulated the following hypotheses to be tested
during the study:

H1 Participants in the SFB-breaking (interest)
group exhibit a lower (higher) probability of
being caught in an SFB after the interaction.

H2 The exploration behavior of the SFB-breaking
group changed during the interaction.

These hypotheses were designed to assess the effec-
tiveness of the system policy in breaking the users’
SFBs and to explore potential differences in SFB
dimensions between the two groups. The study was
conducted in a laboratory setting at a university, in-
volving international participants who possessed a
sufficient level of proficiency in English. Includ-
ing the introductory phase and the completion of
pre- and post-questionnaires, the entire study du-
ration was estimated to be one hour. Participants
were compensated with a payment of 10$, which
corresponded to an hourly rate of 10$/hour. Af-
ter a brief introduction to the system, including a
short text and instructions on how to interact with
it, participants were required to answer two control
questions. These questions served as a means to
verify their understanding of how to interact with
the system. Only participants who successfully
passed this test were allowed to proceed to a test
interaction with the system.

During the “real” interaction, participants were
instructed to listen to at least 20 arguments7. Par-
ticipants were not informed about the underlying
SFB or Interest Model. They were only informed
that the ADS might provide suggestions on its own,
and they could return to the previous argument if
they did not approve.

Throughout the study, the following data was
collected: Self-assessment questionnaire (P.851,
2003), Calculated SFB-values: RUE, PR, TK,
and FK (for each cluster k), Participants’ opinions
and interests regarding the topic of discussion, set
of heard arguments, dialogue history. Strict adher-
ence to data protection regulations and participant
anonymity was maintained throughout the study.
Participants had the freedom to withdraw from the

7This minimum ensured a sufficient amount of data was
collected to analyze the different system policies.
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study at any time. The study was approved by an
Institutional Review Board (IRB) after thorough
ethical review and met all internal guidelines due
to the solely cooperative, non-persuasive design of
the user study.

6 Results

The user study involved 60 participants, ranging in
age from 22 to 41 years. The participants’ average
age was 28.45 (with a standard deviation (SD) of
4.11). The two participant groups each consisted of
30 individuals (SFB-breaking: 7 females, 23 males;
interest: 10 females, 20 males). Both groups ex-
hibited similar levels of experience with spoken
dialogue systems, rated on a 5-point Likert scale
where 1 represented “No experience” and 5 repre-
sented “Very much experience”: interest group at
2.40 (SD 0.89); SFB-breaking group at 2.13 (SD
1.04).

On average, participants spent approximately
33.87 minutes engaged in interactions with the sys-
tem (interest group: 33.99 min (SD 7.74), SFB-
breaking group: 33.75 min (SD 5.96)). Throughout
the interaction, participants were presented with an
average of 22.02 arguments (interest group: 21.73
(SD 4.00), SFB-breaking group: 22.30 (SD 3.54)).
In Table 2, we present the mean values for all di-

Interest SFB-breaking

Asp. M SD M SD pcorr value r

RUE 0.30 0.28 0.47 0.26 <0.001 0.92
PR 0.78 0.20 0.80 0.19 <0.001 0.45
TK 0.28 0.18 0.31 0.25 <0.001 0.61
FK 0.97 0.09 0.99 0.05 0.008 0.39

Table 2: Means and SD of all SFB dimensions over all
cluster for for both groups. Bold values indicate stati-
cally significant differences with respective Bonferroni
corrected pcorr values and effect sizes r.

mensions of both groups across all clusters. Given
the paper’s limited scope, our primary focus lies on
the weighted overall means for each SFB dimen-
sion, calculated by averaging across all clusters
(subtopics). Exemplary clusterwise results are pro-
vided in Appendix A.2. Notably, the SFB-breaking
group displayed significantly larger values for all
dimensions: Reflective User Engagement (RUE),
Personal Relevance (PR), True Knowledge (TK),
and False Knowledge (FK) when compared to the
interest group.

To ascertain the statistical significance of these
findings, we employed the non-parametric Mann-

Whitney U-test for two independent samples (McK-
night and Najab, 2010). This choice was made due
to the deviation of group means from normal dis-
tribution, as indicated by the Shapiro-Wilk test.
Given that we are considering four dimensions,
we applied the Bonferroni correction to account
for multiple comparisons, thereby adjusting the
p-value (represented as pcorr). The most substan-
tial and statistically significant distinction was ob-
served in the dimension of Reflective User Engage-
ment (RUE) (pcorr < 0.001), as indicated by a very
high effect size of 0.92 (0.5 < r < 1). Similarly, a
significant difference (pcorr < 0.001) with a high
effect size (0.5 < r = 0.61 < 1) was noted for True
Knowledge (TK). Concerning Personal Relevance
(PR) and False Knowledge (FK), the differences
were also found to be highly significant, exhibiting
a medium effect size (0.3 < r < 0.5).

Regarding the “pre-interest” of the participants
(measured on a 5-point Likert scale before the inter-
action, where 1 represented "Not at all interested"
and 5 represented "Very much interested"), the dif-
ference between the two groups is insignificant
(interest: 3.67 [SD 0.71], SFB-breaking: 3.47 [SD
0.82]; pcorr = 0.986). Similarly, the difference in
their "pre-opinion" (rated on a scale of 1 to 5, where
1 represented "Totally disagree" and 5 represented
"Totally agree") is also insignificant (interest: 3.09
[SD 0.93]; SFB-breaking: 2.78 [SD 0.83]; pcorr
= 0.308). During the interaction, approximately
36.67% (11 out of 30) participants changed their
opinion (from pro to con or vice versa) in the SFB-
breaking group, compared to 6.67% (2 out of 30)
in the interest group. Regarding the "post-interest"
(measured after the interaction), a significant dif-
ference with pcorr = 0.024 < 0.05 = α is notable
(interest: 3.20 [SD 1.16], SFB-breaking: 3.97 [SD
0.89]). Similarly, the "post-opinion" also exhibits
a significant difference (interest: 3.63 [SD 0.96],
SFB-breaking: 3.07 [SD 0.87], pcorr = 0.048, r =
0.29).

To determine the significance of the differ-
ence between pre- and post-measurements, we uti-
lized the non-parametric Wilcoxon signed rank
test (Woolson, 2007) for paired samples and Bon-
ferroni corrected p-values pcorr based on a set of
four comparisons. For the SFB-breaking group,
both interest and opinion showed significant dif-
ferences before and after the interaction (interest:
pcorr = 0.006, r = 0.38; opinion: pcorr = 0.036,
r = 0.30). In the interest group, the pre- and
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post-interest also exhibited significant differences
(pcorr = 0.006, r = 0.39).

Considering the user moves, a significant differ-
ence between both groups becomes evident. In the
interest group, a pro (con) argument was requested
297 (172) times. Only in 15% of all argument re-
quests, interest group users asked for an argument
which did not align with their own opinion. In the
SFB-breaking group, a con (pro) argument was re-
quested 117 (90) times. Furthermore, in 71 (82)
instances, the ADS opted to present a con (pro)
argument. Particularly towards the end, the SFB-
breaking group tended to request arguments with-
out specifying polarity, and if polarity was speci-
fied, it contradicted the user’s opinion in 43% of
all requests. In the interest group, arguments were
rarely rejected (3) and mostly preferred (87). In the
SFB-breaking group, suggested arguments were
rejected 65 times and explicitly preferred 71 times.
Moreover, participants in the SFB-breaking (in-
terest) group requested to return to the previous
argument in only 8 (1) cases.

7 Discussion

In the following the results of our study (Section 6),
particularly regarding our two hypotheses (refer to
Section 5) are discussed.

7.1 Validation of Effectiveness of
SFB-breaking policy (H1):

The significant differences in all overall dimensions
between both groups can be attributed to the sub-
stantial disparity in polarity and the corresponding
clusters to which the heard arguments belonged, de-
spite the nearly similar number of heard arguments.
While the interest group was exclusively exploring
arguments of the requested polarity and the esti-
mated most interesting clusters, the SFB-breaking
group encountered arguments strategically chosen
to break the SFB of the user. Consequently, par-
ticipants in the interest group primarily requested
arguments aligning with their pre-existing opinions.
In contrast, the SFB-breaking group encountered
arguments of both polarities, elucidating the sig-
nificant difference in the overall Reflective User
Engagement (RUE). These observations further val-
idate the hypothesis that users tend to remain within
their SFBs while exploring contentious topics un-
less proactively motivated to consider opposing
viewpoints. The substantial difference in True
Knowledge (TK) across all clusters is a result of

the SFB-breaking system’s tailored policy, which
aims to present arguments spanning as many clus-
ters as possible to encompass diverse facets of the
topic. In contrast, the interest policy concentrates
on clusters aligned with the user’s interest, offering
arguments accordingly.

Significant variations in Personal Relevance
(PR) are also evident, even accounting for differ-
ences between individual clusters, notably contin-
gent on the number of arguments heard from each
cluster. Participants who explored a greater number
of clusters in a balanced manner tended to exhibit
notably higher Personal Relevance (PR) on aver-
age. Similarly, disparities are discernible among
the individual clusters concerning False Knowledge
(FK). Out of the nine instances of false moves,
merely two were initiated by participants in the
SFB-breaking group. Hence, aligning with our hy-
pothesis, the outcomes affirm that participants in
the SFB-breaking (interest) group demonstrated a
notably lower (higher) likelihood of being caught
in an SFB after the interaction.

7.2 Change of exploration behaviour (H2):

In the initial stage of the interaction, the first five
arguments presented by the ADS were selected
solely based on the user’s requests. During this
phase, both groups exhibited a tendency to seek
arguments that aligned with their pre-existing opin-
ions. However, a shift in behavior was observed
among the SFB-breaking group participants after
being repeatedly exposed to arguments of opposing
polarity. On average, after the eleventh argument,
SFB-breaking users began to request pro and con
arguments almost equally or no longer specified the
polarity. Interestingly, with the exception of one
case, participants from the SFB-breaking group
continued the interaction and did not revert to the
previous argument. This suggests that the partic-
ipants appeared to be more motivated by the sys-
tem’s suggestions to explore differing viewpoints
and facets. This observation is further supported
by the heightened Personal Relevance (PR) of the
corresponding clusters. Conversely, participants
in the interest group returned to the previous argu-
ment when they did not perceive the corresponding
cluster as personally relevant.

Within the SFB-breaking group, participants
expressed a preference for and rejection of the
proposed arguments almost equally, with approx-
imately a third changing their opinion, resulting
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in a relatively neutral post-opinion. In contrast,
the interest group predominantly indicated their
preference for arguments and rarely rejected any.
The reinforcement of their pre-existing opinions
becomes particularly evident as the interest group
encountered over twice as many pro arguments as
con arguments, and only two participants altered
their stance on the topic. The comparatively di-
minished level of interest after the interaction in
the interest group could potentially be attributed to
a saturation effect. Conversely, the SFB-breaking
group exhibited an elevated post-interest, indicative
of heightened engagement and a greater willing-
ness to explore additional aspects.

In conclusion, it is evident that the exploration
behavior exhibited by the SFB-breaking group
demonstrates a significant improvement in bal-
ance concerning clusters and polarity. To sum up,
our findings corroborate our initial hypotheses and
demonstrate that our SFB-breaking policy takes us
closer to achieving our goal of assisting users in
critically evaluating information on a contentious
topic.

8 Limitations

However, this work has certain limitations that
could be addressed in future research. First, the
sample size of our study is relatively small, po-
tentially affecting the generalizability of our find-
ings. In future endeavors, a study (e.g., through
crowdsourcing) with a larger sample size could
yield more robust data, enabling us to refine the
SFB margins and enhance the validity of our ap-
proach. Second, given that the SFB-Model is a
novel concept, it is presently constrained to four
dimensions. Subsequent research could explore
additional dimensions that may prove pertinent in
various scenarios and applications. Additionally,
finding ways to implicitly estimate both PR and
TK, which can only be determined retrospectively,
would be advantageous. This could involve leverag-
ing common sense knowledge bases and employing
fake news detection techniques. Third, while our
study demonstrates the proof-of-principle for the
effectiveness of a rule-based policy to break SFB,
it is limited to static, predefined rules, rendering it
relatively inflexible. In future work, we intend to
delve into more advanced machine learning tech-
niques, such as reinforcement learning. This would
enable us to personalize and adapt these strategies
based on the user’s verbal and non-verbal feedback,

thereby ensuring the user’s satisfaction and sustain-
ing their willingness to engage in the dialogue.

9 Conclusion and Future Work

In this work, to the best of our knowledge, we intro-
duce a novel approach to break the user’s SFB. Af-
ter shortly explaining the underlying SFB-Model,
we define a rule-based system policy to break the
respective user SFB during a cooperative dialogue
with an argumentative dialogue system and vali-
date it in a laboratory user study. The study results
strongly indicate the effectiveness of the proposed
system policy in reducing the likelihood of being
stuck in an SFB compared to a policy that prior-
itizes the users’ greatest interest. Moreover, the
study revealed significant changes in users’ explo-
ration behaviors during the interaction. In particu-
lar, the SFB-breaking participants requested argu-
ments of both polarities almost equally often after
the ADS pointed out that the previous exploration
seemed to be one-sided. These findings emphasize
the influence of the system policy on users’ explo-
ration behaviors and opinions, further highlighting
the success of the proposed approach in mitigating
SFB tendencies and fostering open-mindedness in
an argumentative dialogue. In future research, we
will augment our system’s policy by incorporating
sophisticated techniques for perceiving and inter-
preting the user’s non-verbal social signals (ges-
tures, facial expressions) in real-time during the
interaction. Building upon estimation methods for
sentiment and emotion recognition, we aim to lever-
age Reinforcement Learning to optimize the sys-
tem’s policy, enabling it to dynamically adapt to
each individual user’s motivation and effectively
engaging the users to recognize and overcome their
SFB.

In conclusion, this paper highlights the impor-
tance of addressing SFBs in argumentative dia-
logues and takes us a step closer to enabling users
to build a well-founded opinion and foster critical,
reflective thinking, and open-mindedness in their
interaction with cooperative ADS.
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A Appendix

A.1 Example Interaction
In Table 3, we present a segment of an exemplary
dialogue with the argumentative dialogue system,
following the SFB-breaking policy. It illustrates
an artificial interaction between the system and the
user regarding the topic Marriage is an outdated
institution, sourced from the Debatabase on the
idebate.org8 website.

We assume that the interaction has been ongoing
for a substantial duration, and the user’s previous
interactions suggest a likelihood of being trapped
in an SFB due to consistently requesting attacking
arguments.

Throughout the illustrated interaction, the user’s
requests for con/pro arguments impact two SFB
dimensions: the Reflective User Engagement (rk)
and the True Knowledge (tkk), within the corre-
sponding SFB-vector

#      »

sfbk. Additionally, the value
for False Knowledge (fkk) is updated due to the
user’s contradictory knowledge statement.

A.2 Exemplary clusterwise Results
Due to the limited scope of the paper, we focused
on the overall SFB dimension results. Nonetheless,
as we observed variations among individual clus-
ters, we present the results of two specific clusters
below.

Table 4 displays the mean values for each SFB
dimension in both groups for two particular clusters
(subtopics) of the discussed theme "Marriage is an
outdated institution." Cluster 4 (“Children”) com-
prises 22 arguments (one of the largest clusters),
while Cluster 7 (“Law”) includes only 6 arguments,
making it one of the smallest clusters.

Similar to the overall cluster means (refer to
Table 2), we observe significant differences with

8https://idebate.org/debatabase (last ac-
cessed 23rd July 2021). Material reproduced from www.
iedebate.org with the permission of the International De-
bating Education Association. Copyright © 2005 International
Debate Education Association. All Rights Reserved.
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Actor Utterance Move SFB Dimension

System ...

User Could you please provide an attacking argument? why_con rk

System Rather than focusing solely on an attacking argument, I
propose we also consider the opposing view. One could
argue that religion as a whole is becoming less significant,
leading to a reduced importance of marriage.

why_pro_sfb tkk

User I understand, but could you provide additional evidence? why_con rk

System On the pro side, it’s worth mentioning that the number of
people in the UK identifying as religious has declined by
20% in the last 20 years, as indicated by the British Social
Attitudes Survey of 2007.

tkk

User Impressive, but isn’t this statistic outdated by now? I don’t
believe it holds true anymore.

false fkk

System I understand your skepticism, but if you allow me, I’d like
to provide a more detailed explanation.

Table 3: Artificial dialogue between the ADS and the user on the topic “Marriage is an outdated institution”. The
table includes actor, utterance, respective moves, and updated SFB dimensions of cluster k.

Interest SFB-breaking

Asp. M SD M SD pcorr value r

r4 0.35 0.20 0.66 0.12 <0.001 0.63
pr4 0.71 0.21 0.80 0.12 0.007 0.23
tk4 0.25 0.14 0.47 0.64 <0.001 0.73
fk4 0.93 0.13 1.00 0.00 0.044 0.21

r7 0.21 0.39 0.82 0.19 <0.001 0.73
pr7 0.74 0.15 0.81 0.18 <0.001 0.35
tk7 0.45 0.26 0.83 0.15 <0.001 0.77
fk7 0.92 0.14 1.00 0.00 0.021 0.32

Table 4: Means and SDs of all SFB dimensions for two
clusters (4 = “Children”, 7 = “Law”) for both groups.
Bold values indicate statically significant differences
with respective Bonferroni corrected p values and effect
sizes r.

small to high effect sizes in each dimension. Fur-
thermore, noticeable differences are evident be-
tween individual clusters, as illustrated in Table 4.
Particularly concerning smaller clusters, we dis-
cern that our SFB-breaking policy has a moderate
to large effect on each dimension. This can be at-
tributed to the fact that our SFB-breaking policy
aims to explore all clusters in a balanced manner,
whereas the interest policy only targets clusters of
user interest.
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Universiteit Gent

Belgium
as.dogruoz@ugent.be

Abstract
There is a surge in interest in the development
of open-domain chatbots, driven by the recent
advancements of large language models. The
“openness” of the dialogue is expected to be
maximized by providing minimal information
to the users about the common ground they can
expect, including the presumed joint activity.
However, evidence suggests that the effect is
the opposite. Asking users to “just chat about
anything” results in a very narrow form of di-
alogue, which we refer to as the open-domain
paradox. In this position paper, we explain
this paradox through the theory of common
ground as the basis for human-like communi-
cation. Furthermore, we question the assump-
tions behind open-domain chatbots and identify
paths forward for enabling common ground in
human-computer dialogue.

1 Introduction

Recent advancements of large language models
(LLMs) have given rise to a surge in interest for the
development of “open-domain” chatbots (Roller
et al., 2020a; Adiwardana et al., 2020; Thoppilan
et al., 2022). Unlike task-oriented dialogue sys-
tems designed for a specific purpose and typically
implemented in a modular fashion, open-domain
chatbots are trained end-to-end on large amounts
of data. Roller et al. (2020a) define their long-term
goal as “building a superhuman open-domain con-
versational agent” that is “preferred on average to
an alternative human speaking partner in open con-
versation”. The more specific purpose of such a
conversational agent is not stated, and thus it is im-
plied that dialogue is a generic problem that can be
abstracted away from the context in which it takes
place.

In current evaluations of open-domain chatbots,
there seems to be a general assumption that the
“openness” of the dialogues can be maximized by
removing as much instructions and context as possi-
ble (e.g., by instructing the user to “just chat about

anything”). While this might seem intuitive at first
in terms of removing the boundaries for “open-
ness”, we argue that this assumption stems from
a misconception and that dialogue as a linguistic
activity cannot be stripped from its context. The
setting in which open-domain chatbots are evalu-
ated does not clearly correspond to any form of
human-human dialogue “in the wild”.

In this position paper, we analyse this misconcep-
tion as the open-domain paradox: The diversity
of the various forms of dialogues found in human-
human interaction does not stem from the “open-
ness” of the dialogue setting, but rather the op-
posite: they stem from the diversity of highly spe-
cific contexts in which dialogue takes place. If this
is true, it means that the current methods for col-
lecting dialogue data and evaluating open-domain
chatbots will only give rise to a very narrow form
of dialogue which does not correspond closely to
human-human dialogues. Thus, they will not tell us
whether these systems are truly “open”. Nor will
they tell us much about how good these systems
actually are at modelling various dialogue phenom-
ena. From the user’s perspective, if the common
ground and the reason for having the interaction is
not clear, there is a risk that the system will not be
perceived as meaningful.

Our contribution has the following goals: First,
we provide a critical review (not an extensive sur-
vey) of SOTA open-domain chatbots, in terms of
how they are defined, trained and evaluated. We
discuss how the lack of common ground has conse-
quences for their limited scope and arguably their
“openness”, compared to human-human dialogue.
Secondly, we provide various research directions
which might help to mitigate this problem and en-
able common ground in human-computer dialogue.

2 What is common ground?

When we initiate a dialogue as humans, we do not
start with a blank slate but we assume some com-
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mon ground between the speakers/interlocutors.
Clark (1996) describes common ground among
humans as “the sum of their mutual, common or
joint knowledge, beliefs and suppositions”. For a
successful and meaningful communication to take
place, and for coordinating joint actions, it is essen-
tial that both parties have a shared understanding
of what this common ground is.

Clark (1996) makes a distinction between com-
munal and personal common ground. Communal
common ground refers to the cultural communities
(e.g., nationality, profession, hobbies, language,
religion, politics) people belong to. In addition,
there could also be cultural communities which
are shaped around shared expertise specific to the
members of that community who may not live in
the same place (e.g., English teachers around the
world), and it is possible to belong to more than one
cultural community at the same time. Clark (1996)
makes a further distinction in communal common
ground between human nature (i.e., same senses,
sense organs, types of sensations), communal lexi-
cons (e.g., there are conventions about word mean-
ings even when two interlocutors speak the same
language), as well as cultural facts, norms and pro-
cedures (which are commonly shared within that
community). Procedures for joint activities are
the underlying notions about common ground for
the community members who know the specific
“scripts” for the procedures about joint activities in
certain contexts (e.g., restaurants, supermarkets vs.
school).

Personal common ground is based on personal
joint experiences with someone (Clark, 1996), and
is further classified into perceptual bases, actional
bases and personal diary. One important aspect of
the personal common ground, apart from shared
memories and commitments, is the linguistic align-
ment whereby human interlocutors align (or adjust)
their language in alliance with their conversational
partners (Pickering and Garrod, 2006), context and
medium of communication (Werry, 1996; Nguyen
et al., 2016). Since childhood, humans learn how to
adjust and tolerate linguistic variation (e.g., across
conversational partners, contexts, mediums) be-
tween different communal and personal common
grounds in their environment.

The theory of common ground also postulates
the principle of least collaborative effort, which
means that people in conversation use their as-
sumed common ground to minimize their collabora-

tive effort to achieve further understanding (Clark,
1996). Thus, a brief word might have a signifi-
cant meaning if the context is highly specific or
the interlocutors know each other well. As another
example, Meylan et al. (2022) showed that conver-
sations between children and their caregivers are
hard to transcribe, since their common ground is
not known to the transcriber.

An important part of common ground is the joint
activity that is assumed, that is, the reason why
the interaction is taking place. This is similar to
Wittgenstein’s (1958) concept of language games
or the notion of activity type developed by Levinson
(1979). A related concept is that of speech events
developed by Goldsmith and Baxter (1996) (not
to be confused with “speech acts”), which refers
to the type of activity that the parties are involved
in. By analysing transcribed speech diaries from
48 university students over a 1-week period, they
developed a taxonomy of 39 speech events:

• Informal/Superficial talk: Small talk, Cur-
rent events talk, Gossip, Joking around, Catch-
ing up, Recapping the day’s events, Getting
to know someone, Sports talk, Morning talk,
Bedtime talk, Reminiscing

• Involving talk: Making up, Love talk, Rela-
tionship talk, Conflict, Serious conversation,
Talking about problems, Breaking bad news,
Complaining

• Goal-directed talk: Group discussion, Per-
suading conversation, Decision-making con-
versation, Giving and getting instructions,
Class information talk, Lecture, Interrogation,
Making plans, Asking a favor, Asking out

This specific taxonomy is likely not generic for
all human-human conversations (i.e., there may be
more events which they did not identify in their
limited study in terms of duration, population and
methodology). Nevertheless, it illustrates the diver-
sity of joint activities in human-human interaction.
Note that even when we engage in more casual
speech events, such as Small talk, there is still a rea-
son for why we are having the interaction (maybe
just to pass time or avoid being rude), and both
interlocutors should be aware of this reason (it is
part of their common ground). The speech event or
joint activity that is assumed puts constraints on the
interpretation space (e.g., which implications can
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be made) and what can be considered to be a co-
herent and meaningful contribution to the activity.
Thus, in Small talk or during Decision-making, we
expect the speakers to bring up certain topics, but
not others. We also do not engage in any speech
event with anyone at any time.

3 Open-domain chatbots

3.1 What does open-domain mean?
The term “chatbot” (and its predecessor “chatter-
bot”) has been used since the early 1990’s to de-
note systems that interact with users in the form
of a written chat, typically without any constraints
(at least as presented to the user) on what the con-
versation should be about (Mauldin, 1994; Wal-
lace, 2009). This early line of work was primarily
done outside of academia, where the focus instead
was on more task-oriented systems. A search in
the DBLP bibliographic database for computer sci-
ences1 reveals that the word “chatbot” was used
in the titles of very few publications until 2015.
After this, the usage of the term has increased
rapidly, and in 2022, it was used in the titles of
almost 300 papers. This development has clearly
been sparked by the development of LLMs and the
end-to-end modelling of dialogue (Vinyals and Le,
2015), which has attracted people from the machine
learning community. To stress the open-ended
nature of these chatbots, the term “open-domain
chatbot” is often used. Adiwardana et al. (2020)
provide the following definition: “Unlike closed-
domain chatbots, which respond to keywords or
intents to accomplish specific tasks, open-domain
chatbots can engage in conversation on any topic”.

Many of the early chatbots were developed to
take part in the Loebner prize competition that was
running between 1990-2019 (Mauldin, 1994). This
competition was partly inspired by the so-called
Turing test, as proposed by Turing (1950) under the
name the Imitation Game, as a test for determining
whether a computer has reached human-level intel-
ligence. It is interesting to note that, as the game
is described by Turing (1950), the testers are not
provided with any information that would allow
them to assume some form of common ground. It
is possible that this original idea by Turing has in-
fluenced the concept of open-domain chatbots and
how they are evaluated. While they are typically
not evaluated according to the original Turing test
(i.e., the testers are not supposed to guess whether

1http://dblp.org

they are interacting with a computer or human), the
context-less setting of the interaction is still similar.

Although earlier chatbots mainly interacted in
written form (due to the limited speech recognition
performance), open-domain chatbots are nowadays
also sometimes built for spoken interaction. One
example of this is the Alexa Prize, which is aca-
demic competition sponsored by industry to create
an open-domain “socialbot” for the Amazon Echo
device (Ram et al., 2018). Users of the device
can interact with the socialbot from a randomly
selected team by just saying “Let’s chat” to their
device. Since the purpose of the socialbot is similar
to that of a typical open-domain chatbot, we also
include it in our discussion.

In some work, “open-domain” seems to be syn-
onymous with more “social” (as opposed to task-
oriented) interaction, and such systems have been
referred to as “social chatbots” (Shum et al., 2018).
Deriu et al. (2020) make a distinction between task-
oriented, conversational and question-answering
chatbots, where conversational chatbots “display
a more unstructured conversation, as their purpose
is to have open-domain dialogues with no specific
task to solve”. These chatbots are built to “emu-
late social interactions” (ibid.). However, it is not
entirely clear how the term “social” should be un-
derstood in this context, as all conversations are
“social” in the sense that they are used for inter-
personal communication. Using the speech event
taxonomy by Goldsmith and Baxter (1996), men-
tioned above, the speech events that are closest to
this notion are perhaps those belonging to infor-
mal/superficial talk, whereas more task-oriented
chatbots or dialogue systems would rather belong
to goal-directed talk. However, as their analysis
shows, the range of speech events in human com-
munication is much more nuanced than this simple
distinction would suggest.

Another problem with the term “open-domain”
is that it is unclear what “domain” refers to. In
one interpretation, it could refer to the joint ac-
tivity or speech event that the interlocutors are
engaged in (e.g., small talk, information seeking,
decision-making, negotiation). In another interpre-
tation it could mean a wide range of factual topics
(e.g., sports, music, travel, math) that are discussed
among the interlocutors. These two notions are to
some extent orthogonal. For example, the factual
topic of travelling could be discussed in the context
of various speech events, such as recapping some-
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one’s travel experience (“Tell me about your trip
to Paris”), asking for travel advise (“What should
I see in Paris?”), or planning a trip (“Let’s plan a
trip to Paris together”).

If a chatbot is truly “open-domain”, we could
perhaps expect it to be able to engage in all com-
binations of speech events and factual topics that
we can expect to find in conversations between
humans. However, it is unclear whether this is
something we could expect from one and the same
agent, since we do not expect this from all human-
human encounters in real-life settings. Instead, we
are selective about what to talk with who and in
which way. For example, we can have a conversa-
tion with a travel agent in real-life about the costs,
insurances, types of sightseeing associated with a
trip to Egypt (factual information) but we do not
expect her/him to to have a conversation about mak-
ing a decision about which souvenir to buy, since
that is (probably) beyond her/his work definition.
Therefore, even human-human conversations are
not that open to cover anything across all contexts.

3.2 Training of chatbots
Current open-domain chatbots are typically imple-
mented in an end-to-end fashion as transformer-
based LLMs, trained to do next-token prediction
on large amounts of text data. For the Meena
chatbot (Adiwardana et al., 2020), (unspecified)
social media conversations were used as training
data. Roller et al. (2020b) built the Blender chatbot
based on the training data collected from Reddit.
More recent chatbots, like LaMDA (Thoppilan
et al., 2022), have been trained using larger, more
general datasets (including both dialogue and other
public web documents). Similarly, GPT-3 (Brown
et al., 2020) is a general-purpose language model
that can be used as a chatbot when prompted in the
right way.

While general language models can be used di-
rectly as chatbots, their responses will reflect ordi-
nary language use, which might not always align
with the desired output in terms of, for example,
truthfulness and toxicity (the so-called “alignment-
problem”). To address this, Thoppilan et al. (2022)
fined-tuned LaMDA to optimize human ratings of
safety and other qualitative metrics. A more sophis-
ticated approach was taken by Ouyang et al. (2022)
with their model InstructGPT, which uses so-
called “reinforcement learning from human feed-
back” (RLHF), where a model of human raters is

used during reinforcement learning to optimize the
model towards the desired criteria.

The RLHF approach was also used when train-
ing the chatbot ChatGPT2. This kind of model
adaptation is interesting from an “open-domain”
perspective, since the behavior of the chatbot be-
comes specific to the instructions given to the hu-
man raters. In the communication around ChatGPT,
there is very little information about what the user
can expect in terms of its capabilities or the purpose
of the interaction besides the fact that it “interacts
in a conversational way”. Only when interacting
with ChatGPT, it becomes clear that its purpose is
to serve as some form of AI assistant or interactive
search engine, answering factual questions, as well
as assisting in writing text and code. However, it
refuses to engage in small talk or give opinions.
For example, when asked “What is your favorite
sport?”, it answers “As a language model, I do not
have personal preferences or feelings, so I cannot
have a favorite sport”. In that respect, ChatGPT
should perhaps not be seen as an open-domain chat-
bot (and it is in fact never advertised with those
words). In comparison to other chatbots, we do not
know much about the evaluation methods and met-
rics around ChatGPT, and there is not a publication
available explaining them to the wider public.

One problem that was identified early on when
training chatbots end-to-end is their lack of coher-
ent responses. When asked about their name or
favorite sport twice (with some turns in-between),
they could give different responses. One way to
address this problem was to give them a persona,
which is a description of the character that the chat-
bot is supposed to represent (Zhang et al., 2018;
Dinan et al., 2020; Roller et al., 2020b). While
the persona gives some background for the crowd-
worker or chatbot that can help to improve their
internal consistency, it is typically not communi-
cated to the interlocutor beforehand, so it does not
really provide any additional common ground.

3.3 Evaluation of chatbots
So far, most of the research on how to evaluate
open-domain chatbots have focussed on which met-
rics to use when evaluating them (Roller et al.,
2020a; Mehri et al., 2022). This includes questions
such as whether to use human or automatic mea-
sures, what questions to ask to raters, and whether
to evaluate dialogues on the turn- or dialogue-level

2https://openai.com/blog/chatgpt/
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(ibid.). For example, in the Alexa Prize, users were
asked at the end of the conversation to rate the in-
teraction on a scale between 1 and 5 (Ram et al.,
2018).

To evaluate the Meena chatbot, Adiwardana et al.
(2020) used the metrics “sensibleness” (whether
the response makes sense in the given context) and
“specificity” (whether the response is specific to the
context or more of a generic nature, like “I don’t
know”). The assessment is done by third party
observers (crowdworkers), who read the chats and
rate them. They showed that a model with lower
perplexity scored higher on those metrics. The
Blender chatbot (Roller et al., 2020b) was evaluated
using ACUTE-Eval method, where two chats are
presented next to each other and a crowdworker
assess their “engagingness” and “humanness”.

For the LaMDA chatbot, Thoppilan et al. (2022)
also assess the “groundedness” of responses, which
is intended to measure whether the model’s output
is in accordance with authoritative external sources.
This should not be confused with the notion of
common ground discussed earlier. They also re-
fer to “role consistency” which refers to a metric
testing whether the agent is performing its tasks
in alignment with what is expected from a similar
role in a real-life situation (i.e., consistency with
the definition of the agent’s role external to the
conversation).

4 Lack of common ground in
“open-domain” dialogue

While the above-mentioned metrics do say some-
thing about the relative merits of chatbots, they
do not tell us much about their “openness”, or the
diversity of the speech events they can engage in.
When doing so, more attention should be given
to the setting in which the chatbots are evaluated.
Since there is no natural setting in which these
open-domain chatbots are used, crowd workers
are typically recruited to interact with them, ei-
ther for data collection or for evaluation purposes.
Although the crowd workers are typically informed
about whether they are interacting with a human
or a computer, the setting is similar to that of the
Turing test mentioned above, in the sense that no
information about the assumed common ground is
provided, and they are often asked to initiate the
interaction with as few instructions as possible.

For the Meena chatbot, “Conversations start with
‘Hi!’ from the chatbot to mark the beginning of the

conversation and crowd workers have no expecta-
tion or instructions about domain or topic of the
conversation” (Adiwardana et al., 2020). For the
LaMDA chatbot, crowd workers were instructed
to “Start a conversation with the chatbot by posing
a question or typing a statement on any topic you
want to talk about” (Thoppilan et al., 2022). For
the Alexa Prize, the users were not provided with
any details on what they could expect. Users were
asked (through commercials) to just say “Let’s chat”
to their smart speaker in order to initiate the interac-
tion, but no other instructions were provided (Ram
et al., 2018).

These forms of generic and minimalistic instruc-
tions are perhaps chosen to provide as little bias as
possible in terms of what topics will be brought up,
and to really stress the “open domain” nature of the
chatbots. However, given what has been discussed
above about the importance of common ground and
a shared understanding of what the speech event
is supposed to be in human-human dialogues, the
setting of open-domain chatbots without any com-
mon ground is quite unnatural. There is also no
physical context or visual cues that could be used
to infer any common ground. It is hard to find
any similar setting for a human-human conversa-
tion. Even if we initiate a small talk with a stranger
when waiting for the bus, we both know that this
is the type of activity we are engaged in, which
will guide us in what might be appropriate to talk
about in that context. The equivalent would rather
be to be randomly connected to a person without
any knowledge about that person or about what the
conversation is supposed to be about. Can we ex-
pect such a setting to give rise to a wide variety of
speech events and topics? If not, how do we know
if these systems would be able to handle them?

To address this question, Doğruöz and Skantze
(2021) annotated a subset of the publicly released
chats from the Meena chatbot (Adiwardana et al.,
2020) based on the closest speech event category
from Goldsmith and Baxter (1996). The results
showed that almost all of them belonged to the
Small talk category, indicating that they were in-
deed very limited in scope in terms of speech
events. Interestingly, the same was found when
annotating the human-human chats that was used
as a reference in the evaluation of the Meena chat-
bot. Those dialogues had been collected by ran-
domly connecting (Google) employees through a
chat based system and asking them to converse
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about anything, to create a similar setting as that
for the human-chatbot interactions. This indicates
that it was not primarily the users’ expected (lack
of) agency of the interlocutor that limited the scope
of the dialogue, but rather the limited instructions
about the context for the interaction.

These findings point to what we have referred
to as the open-domain paradox: A completely
“open” setting for conversation, where it is not pos-
sible to assume any form of common ground, does
not give rise to an “open-domain” dialogue, but
rather a very limited form of dialogue in terms of
both speech events and factual information.

Whether the setting for evaluating open-domain
chatbots actually gives rise to a diversity of speech
events has consequences for our understanding
of their capabilities. In their evaluation of the
Blender chatbot, Roller et al. (2020b) reported that
it was rated on the same level as the human-human
chats taken from the Meena evaluation (Adiwar-
dana et al., 2020). However, in an experiment
by Doğruöz and Skantze (2021), they also tested
whether Blender could handle other speech events
than the small talk that would normally take place
in an “open-domain” type of evaluation. This was
done by giving a human tester the task of inter-
acting with Blender on a set of different speech
events, such as Decision-making or Making plans.
In this evaluation, the chatbot performed much
worse (compared to a human interlocutor). This
shows that the setting for the interaction and the
instructions provided to the testers influence the
outcome of the evaluation.

5 Enabling common ground

While the idea of an “open-domain” setting for
chatbots is quite pervasive in current research, there
are also other trends (and forgotten lessons) point-
ing towards systems where the context is more
specific and where the user can potentially as-
sume some form of common ground. In this sec-
tion, we will discuss those lines of work, and ex-
plore to what extent they could increase the di-
versity of speech events and open a path towards
more human-like (and possibly more meaningful)
human-computer dialogue.

5.1 Repeated interactions
A clear limitation for building some form of com-
mon ground is that most SOTA chatbots can only
handle one-time interactions, which limits the num-

ber of relevant speech events that might be relevant.
If the interlocutors are allowed to have repeated
interactions, they could potentially build common
ground together across chat sessions, and more di-
verse speech events might emerge. One step in this
direction was proposed by Xu et al. (2021), who
collected and modelled long term conversations,
where the speakers learn about each other’s inter-
ests over time and also refer/discuss issues from
past events. The data was collected over 5 chat
sessions (each consisting of 14 utterances) through
which the speakers talked about topics expanding
over days and weeks in order to build a shared his-
tory. Due to privacy concerns, the crowdworkers
were asked to play one of several different roles.
While playing their role, they were also asked to
pay attention to the previous interactions with the
other speakers.

Although we might expect the participants in
subsequent sessions to start with more common
ground, it is not self-evident that the user will con-
tinue to be interested in interacting with the chatbot
over multiple sessions (if they weren’t paid) and
that meaningful speech events will arise, given the
lack of other forms of common ground and reasons
for why these repeated interactions are taking place.
Xu et al. (2021) do not present any analysis of their
data that would help to indicate whether their set-
ting in fact leads to more diversity of speech events.

5.2 Constraining the speech event
As we have discussed, the absence of contextual
cues does not give rise to a variety of speech
events, but rather the opposite. Many speech events,
like decision-making, do not naturally arise with
open-domain chatbots. An alternative would be
to instead implement dialogue systems that tar-
get a larger variety of more specific contexts and
speech events. Examples of this include negoti-
ation (Traum et al., 2003), persuasion (Prakken,
2006), and presentations (Axelsson and Skantze,
2020).

One form of more constrained setting is that of
knowledge-grounded dialogue, where the agent,
or one of the crowdworkers during data collection,
has access to an external knowledge source, such
as Wikipedia (Ghazvininejad et al., 2018; Li et al.,
2022). As discussed in Section 3.2 above, chat-
bots such as ChatGPT, which are restricted in what
kind of speech events they willing to engage in,
can perhaps also be put into this category. It should
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be noted though that ChatGPT is still lacking in
terms of the common ground the user can assume
(e.g., which cultural norms can be expected) and
to what extent the user can trust the factual cor-
rectness of the answers given. The chatbot also
does not adjust its answers according to the user’s
level of knowledge, needs, and preferences. For
example, a human librarian would utilise the pre-
sumed common ground and interact with the user
(e.g., student) to find out the purpose of the request
(e.g., “Why do you need this information?”, “Is
it for a homework?”), and the level of the user’s
knowledge (e.g., “Which grade are you at?”), to
recommend resources that fit with its assumptions
about the user.

Another recent example of a system that im-
plements a specific speech event is CICERO, an
agent that can play the game of Diplomacy on a
human expert level (FAIR et al., 2022). Unlike
other games, like Chess or Go, Diplomacy does
not only rely on the strategy of how to move pieces
on the game board, but also on the verbal interac-
tion between the players, where they need to ne-
gotiate, build trust, persuade, and potentially bluff,
highlighting the joint activity and common ground
clearly. This type of speech event is also not very
likely to take place with an open-domain chatbot.
Thus, a plethora of different speech event-specific
dialogue systems will likely give rise to a larger di-
versity of speech events than what can be expected
from one open-domain chatbot.

5.3 Situated and embodied interaction
One limitation with chatbots is the lack of physi-
cal embodiment or physical situation from which
common ground could be inferred. In absence of
a shared personal history, common ground can to
some extent be inferred from cues like our phys-
ical appearance (e.g., age or how we dress) and
the language/dialect we use. For example, Lau
et al. (2001) asked participants to estimate the pro-
portion of other students who would know certain
landmarks, which they could do very accurately.
The situation in which the interaction takes place
can also serve as a cue for humans to establish the
common ground with other humans and develop
joint actions accordingly.

If we present the user with an animated avatar
instead of an empty chat prompt, it could perhaps
help the user to infer more about their potential
common ground (Kiesler, 2005; Fischer, 2011). In

case of a robot situated in a physical environment,
there should be even more contextual cues. For
example, in an analysis of interactions with a robot
receptionist, Lee and Makatchev (2009) note that
“it seemed that people assumed the robot would
have knowledge about his surroundings [...] or
places relevant to his background or occupation”,
and thus most questions directed towards the robot
were also related to its role and situation. Studies
have also shown that people use the robot’s pre-
sumed origin (Sau-lai Lee et al., 2005) or gender
(Powers et al., 2005) to infer the robot’s knowledge
(and thereby their common ground).

5.4 Scenario-based evaluation
As discussed earlier, Doğruöz and Skantze (2021)
evaluated the Blender chatbot on various speech
events by giving the user (tester) specific instruc-
tions on which speech event to engage in. For
example, for the Decision-making speech event,
the tester could say to the chatbot: “We have 1000
dollars. Let’s decide how we spend it together”. By
providing the tester with a list of different speech
events, it is possible to better understand which of
them the chatbot can handle. If further developed,
we think this could constitute an interesting eval-
uation scheme. To increase the common ground,
both the chatbot and the user should probably be
given a more detailed description of the setting for
the interaction. A potential drawback of this evalu-
ation scheme is that it involves crowdworkers who
would need to role-play (likely without much en-
gagement in the task), rather than naturally arising
speech events, and that there is a limit as to how
detailed the scenario descriptions can be. Thus,
they would still not be very close to the level of
common ground we can expect from human-human
dialogue.

5.5 Simulated worlds
Multi-player text-adventure games (Urbanek et al.,
2019) could also provide interlocutors with some
common ground. For example, Ammanabrolu et al.
(2021) present a model for such agents using LLMs
and reinforcement learning. For these agents, the
context of the game provides common ground in
terms of a textual “setting”, which describes the
reason for why the interaction takes place and of
the characters involved in the interaction.

We can imagine even more open worlds (ideally
multi-modal) in which agents and/or humans inter-
act with each other. In such settings, a larger variety
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of speech events (similar to human-human inter-
actions), can be expected, and an agent acting in
that world will have to be aware of the context and
presumed common ground in order to engage in
those speech events. An interesting step in this di-
rection was presented in Park et al. (2023), where a
large language model (GPT-4) was used to simulate
agents in a virtual world. In this setting, the authors
observed social behaviours “emerging”. Although
they did not use the speech event categorization in
their analysis, it is clear from their examples that
various speech events took place, including Small
talk, Catching up and Making plans; eventually, the
agents started to plan a Valentine’s Day party and
set up dates with one another. Such simulations
could be an interesting setting for studying and
modelling diverse forms of dialogue and speech
events. While this simulation did not include any
human interlocutors, it is easy to see how that could
be added.

6 Conclusion and Discussion

Our goal in this paper was not to survey the latest
literature on chatbots but to question the assump-
tions behind the term “open-domain”, and scruti-
nize to what extent chatbots labelled as such are
truly “open”. We discussed the notion of common
ground in human-human dialogue, and how it is im-
portant for human-like dialogue and a diversity of
speech events and topics. The general assumption
behind SOTA open-domain chatbots is instead to
remove as much context as possible, often present-
ing users with an empty prompt and asking them
to “just chat”. However, both linguistic theory and
evidence suggests that the absence of context does
not give rise to a diversity of speech events, but
rather a very limited form of dialogue. We called
this the open-domain paradox.

To be able to study and model different forms
of dialogue between humans and agents, the dia-
logue needs to be embedded within a highly spe-
cific context, where both the agent and the human
can assume some form of common ground. We
identified a couple of different paths towards this
end in Section 5.

One explanation for the huge interest in the
development of (context-less) open-domain chat-
bots is perhaps that it fits well with the LLM
paradigm (next-token prediction), which uses a lim-
ited prompt with the dialogue history. In a way, it is
an example of a solution that has found its problem.

It is of course possible to include a larger context
in the prompt (i.e., a textual representation of the
common ground that could be expected), but this
clearly has its technical limits. It will be interesting
to see whether there will be a movement towards
other solutions, perhaps using more modular archi-
tectures (as in the example of CICERO).

From the perspective presented here, open-
domain chatbots (as the term is currently used) are
not necessarily more “generic” than task-oriented
dialogue systems, given the limited form of dia-
logue they are typically evaluated against. One
option would be to re-brand open-domain chatbots
as “small talk chatbots” or, as some have suggested,
“social chatbots” (Shum et al., 2018). We do not
think this is appropriate either, since even small-
talk (between humans at least) is dependent on
the presumed common ground between the speak-
ers. We do not exclude the possibility that the type
of dialogue crowdworkers have with open-domain
chatbots (i.e., dialogue without common ground)
can be regarded as a special speech event category,
which we have no existing terminology for yet.

For future work, it might be better to characterize
dialogue systems based on which contexts they are
intended to be used in, and what speech events
are expected to take place. When evaluating such
systems, it is also important that they are used in
the context they were intended for.

As we have discussed, according to the “prin-
ciple of least collaborative effort”, humans use
common ground to make their interactions more
efficient (Clark, 1996). Thus, users of dialogue
systems will likely always prefer to use systems
where their common ground is maximized, rather
than “open-domain” settings. If one would want to
develop a generic “superhuman open-domain con-
versational agent” (Roller et al., 2020a), it would
need to be highly context-aware, in order to serve
across contexts. This route is perhaps not very
realistic, given the incredible richness and diver-
sity of the forms of common ground humans as-
sume and build together. Also, this does not even
exist for human-human dialogues, as we do not
speak about anything with anybody randomly at
any given time, without any common ground. In-
stead of open-domain dialogue systems, it might be
more fruitful to focus on developing a large variety
of highly context-specific dialogue agents.
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Abstract

Automatic Evaluation (AE) and Response Se-
lection (RS) models assign quality scores to
various candidate responses and rank them in
conversational setups. Prior response rank-
ing research compares various models’ perfor-
mance on synthetically generated test sets. In
this work, we investigate the performance of
model-based reference-free AE and RS models
on our constructed response ranking datasets
that mirror real-case scenarios of ranking can-
didates during inference time. Metrics’ unsat-
isfying performance can be interpreted as their
low generalizability over more pragmatic con-
versational domains such as human-chatbot di-
alogs. To alleviate this issue we propose a novel
RS model called MERCY that simulates hu-
man behavior in selecting the best candidate
by taking into account distinct candidates con-
currently and learns to rank them. In addition,
MERCY leverages natural language feedback
as another component to help the ranking task
by explaining why each candidate response is
relevant/irrelevant to the dialog context. These
feedbacks are generated by prompting large lan-
guage models in a few-shot setup. Our experi-
ments show the better performance of MERCY
over baselines for the response ranking task in
our curated realistic datasets.

1 Introduction

Advancements of neural models (Devlin et al.,
2019; Radford et al., 2019; Zhang et al., 2020b;
Shuster et al., 2022) has led to the vast continuous
research on open-domain dialog systems. Many
deployed open-domain dialog systems rely on mul-
tiple response generators in order to address the
variety of topics within a dialog. Accordingly, re-
sponse ranking is introduced as a major necessity
for ranking different responses based on their qual-
ity (Zhou et al., 2018; Wu et al., 2019; Liu et al.,
2021).

∗Work done during an internship at Amazon

Figure 1: An overview of the response ranking task.
Similar to human, MERCY takes all the candidates as in-
put to rank them (denoted as R_C1, R_C2, R_C3) more
accurately, while baseline RS metrics score (denoted as
S1, S2, S3) each candidate separately. Alongside can-
didates, MERCY also takes the candidates generated
feedback (denoted as F1, F2, F3) as another input.

Response Selection (RS) models were initially
trained to rank human-written positive responses
higher than synthetically generated negative re-
sponses (Gu et al., 2020; Gao et al., 2020; Gupta
et al., 2021). Another conforming substitution for
RS models can be model-based reference-free Au-
tomatic Evaluation (AE) metrics that conduct re-
sponse evaluation along different dimensions such
as relevancy (Tao et al., 2018; Ghazarian et al.,
2019), engagingness (Ghazarian et al., 2020), co-
herence (Ye et al., 2020), etc. and have been proven
to be more suitable for open-domain conversa-
tions (Lowe et al., 2017; Eskenazi et al., 2019) in
comparison to the reference-based overlap-based
metrics (Papineni et al., 2002; Lin, 2004). The
primary intention of AE and RS is to quantify the
quality of responses. In this work, we investigate
their usage for the response ranking task.

Predominantly, RS models have been tested to
distinguish between positive and synthetically gen-
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erated negative candidates following approaches
such as random matching (Gao et al., 2020; Sai
et al., 2020; Gupta et al., 2021), text-level manipula-
tions (shuffling, replacing) (Sai et al., 2020; Zhang
et al., 2021a), human-written adversarial irrelevant
responses (Sai et al., 2020; Gupta et al., 2021; Sato
et al., 2020). These synthetically curated test sets
are not sufficient representations of real-world in-
ference time candidates that are generated by dia-
log models. Hedayatnia et al. (2022) demonstrated
the effectiveness of training on machine-generated
candidates from real user interactions over using
synthetic candidates for response selection. How-
ever this data is not publicly available.

In this work, we construct the first public dataset
of human fine-grained rankings for responses gen-
erated by state-of-the-art dialog models in human-
human dialog contexts, which we denote as Static
Evaluation Setup (SES). For our work we also lever-
age the recently collected Interactive Evaluation
Setup (IES) (Liu et al., 2023) dataset, which in-
cludes human annotations for different machine-
generated responses within human-chatbot conver-
sations. Our intention is to conduct a survey to
evaluate the performance and generalizability of
state-of-the-art model-based reference-free AE and
RS on our curated datasets that are closer to de-
ployment time ranking scenarios, where one inter-
locutor is human and the other is a dialogue system.
We show that in these realistic test cases, existing
RS and AE models exhibit low performance.

To overcome this issue and have a more reliable
RS in real case scenarios we propose MERCY,
which pursues users’ behavior of taking different
candidates as input and predicting their rankings by
relying on their comparable representations (See
Figure 1). There is strong evidence that relying
on comparable representations is useful such as
human preference modeling to improve the perfor-
mance of LLMs (Bai et al., 2022). MERCY also
augments the input with feedback in the form of
natural language that explains why or why not a
response is relevant. Gupta et al. (2022) introduced
an instruction-tuned large language model (LLM)
to perform a variety of dialog tasks such as deter-
mining if a response is relevant or not. We follow
a similar approach of prompting a LLM to eval-
uate a response; however, we prompt the model
to generate more detailed information by not only
asking if a response is relevant but also why it is
relevant. We refer to this generated output as feed-

back. We leverage BLOOMZ-175B (Muennighoff
et al., 2022) to generate each candidate’s feedback.
We train MERCY on the train split of SES and
demonstrate that it is more accurate in real-case
ranking scenarios in comparison to the best per-
forming automatic metric finetuned on the same
training set. Considering multiple candidates to-
gether and augmenting responses with feedback
both contribute to MERCY’s better performance.

Our contributions are summarized as follows:

• We release a new benchmark dataset for re-
sponse selection, which contains human rank-
ings for responses generated by state-of-the-
art neural response generation models.1

• We present an in-depth analysis of the perfor-
mance of AE and RS models on this bench-
mark dataset and report their low performance
and generalizability over different dialog con-
texts, domains and generated responses.

• We propose a new RS method, MERCY,
which receives various candidates simulta-
neously and takes the generated natural lan-
guage feedbacks for each candidate as input
and learns to rank candidates by minimizing
the Kullback-Leibler divergence loss. Experi-
ments show that MERCY outperforms all ex-
isting AE and RS metrics by a good margin.

2 Related Work

Due to the vast number of AE/RS models, an in-
depth comparison of these metrics is critical. Yeh
et al. (2021) performed a comprehensive survey
by comparing multiple AE metrics on publicly
available evaluation testsets. In this work, we per-
form a similar survey of model-based reference-
free AE/RS models on response selection testsets.
In contrast to their evaluation testsets where re-
sponses are annotated on a Likert scale, which can
lead to annotator bias and could make it difficult for
a model to predict the exact scores, we only need
to evaluate the relative ordering from the predicted
output of these methods.

The response selection datasets we leverage are
more realistic than previously proposed syntheti-
cally generated datasets. Prior research proposed
to use simple approaches such as random response
selection (Han et al., 2021), corrupting utterances
by inserting, substituting and deleting random to-
kens (Whang et al., 2021), using the mask-and-fill

1The dataset will be published upon acceptance.
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approach (Gupta et al., 2021) for generating adver-
sarial negative examples or collect human-written
negative samples (Sato et al., 2020). Previous work
also suggest to augment dialog datasets with syn-
thetically generated positive samples (Mizukami
et al., 2015; Khayrallah and Sedoc, 2020; Gupta
et al., 2019; Sai et al., 2020; Zhang et al., 2020a).

In a study by Hedayatnia et al. (2022), they
demonstrated that using a human-chatbot dataset,
where responses were generated by multiple re-
sponse generators and then annotated by humans
for training RS (response selection) models, led to
improved performance compared to models trained
on synthetically generated datasets. Unfortunately,
the dataset they used could not be made public
due to privacy concerns, as it contained real-user
dialogs. In contrast, our approach involves collect-
ing a similar and realistic response ranking dataset,
which we plan to release for future research pur-
poses.

In RS, most models score response candi-
dates independently without considering them to-
gether. Zhang et al. (2021b) proposed a joint match-
ing approach that concurrently accepts exactly four
candidates as input and selects the only correct
response using log-likelihood as the training ob-
jective. Our RS model follows a similar train-
ing approach but can handle a variable number
of responses for ranking. Additionally, our met-
ric stands out from previous work as it combines
generated natural language feedback with multi-
ple response candidates, providing the model with
valuable information in a natural language format.

Feedback generation has been shown to be
beneficial for improving language models. (Shi
et al., 2022; Xu et al., 2020; Hancock et al., 2019;
Scheurer et al., 2022; Tandon et al., 2022). Shi
et al. (2022); Hancock et al. (2019); Scheurer et al.
(2022) focused on improving response generation
models using three types of human feedback: bi-
nary, modular and natural language. While these
studies use natural language feedback collected via
human annotation, our work generates feedback
from large language models in a few-shot fashion
and use them for the ranking task. The closest
work to ours is (Gupta et al., 2022), which trains an
instruction-tuned large language model to conduct
evaluation. However, this work treats feedback as
a classification task asking if a response is rele-
vant, while we prompt the model to output why it
is relevant and accompany that with the candidate.

3 Data Sets

To conduct a comprehensive survey on AE/RS mod-
els, we look at three response ranking test sets each
encompassing different properties: 1) type of dia-
log contexts, 2) type of candidates for ranking, and
3) type of conversational domains.
DAILYDIALOG++ Sai et al. (2020) composed
a dataset consisting of manually created rele-
vant/irrelevant responses for human-human dialog
contexts taken from DailyDialog (Li et al., 2017).
To create irrelevant responses, annotators were
asked to write responses that share similar seman-
tics with the dialog context yet are not acceptable.
Hence, in DAILYDIALOG++ both dialog histories
and candidate responses are human-written.
SES The responses from DailyDialog++ may
not match realistic inference time test sets where
responses are machine generated. To deal with
this, we collect the Static Evaluation Setup (SES)
dataset comprising of various model generated
responses for contexts sampled from multiple
human-human dialog datasets: DailyDialog (Li
et al., 2017), BlendedSkillTalk (Smith et al., 2020),
PersonaChat (Zhang et al., 2018), Empathetic-
Dialogues (Rashkin et al., 2019). Each dia-
log context contains 8 different responses gener-
ated by BlenderBot (Roller et al., 2021), GPT2-
XL (Radford et al., 2019) fine-tuned on Blended-
SkillTalk (Smith et al., 2020), Plato-2 (Bao et al.,
2020), and Plato-XL (Bao et al., 2021) with differ-
ent decoding mechanisms. The model training and
decoding parameters are provided in Section E in
the Appendix. We collect two sets of data where
the rankings are eventuated from two groups of
annotators: 1) in-house annotators familiar with
the ranking task (SES_INTERNAL), 2) Amazon
Mechanical Turk (AMT) workers (SES_AMT).

Responses in SES_INTERNAL are annotated by
two internal annotators on the scale of 0 (not an
appropriate response) to 2 (a suitable response).
We calculate the normalized mean score for each
response in the range of 0 to 1 and assign label 1
to the response if its normalized score is greater
than 0.5 or 0 otherwise. To better analyze the per-
formance difference of AE/RS models, we remove
turns where all the candidates are 1 or 0 and call it
SES_INTERNAL_FILTERED. Although RS model
may face such all good or all bad candidates in real-
world scenarios, we exclude them to not mislead
the performance of RS with random candidate se-
lection. Due to the higher quality of annotations by
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Dataset Num_Responses Pos/Neg

DAILYDIALOG++ 11420 5710/5710
SES_INTERNAL 8000 4601/3399
SES_INTERNAL_FILTERED 7336 4049/3287
SES_AMT 7968 5546/2422
SES_AMT_FILTERED 6488 4098/2390
IES 31849 13519/18330
IES-V2 3240 1330/1910

Table 1: Statistics of response ranking datasets.

internal annotators who are more familiar with the
task, we leverage this dataset to test our proposed
RS model versus baselines.

The process of collecting SES_INTERNAL is
slow due to an insufficient amount of annotators,
therefore we use AMT workers for faster data col-
lection. For SES_AMT dataset, 5 AMT workers
evaluate each response in the range of 1-5 indicat-
ing low-quality to high-quality responses. Here
we use more fine-grained ratings which allow us to
check if AMT workers understand the range of how
good/bad a response can be. We get the median
score of each candidate’s ratings and normalize it
in the range of 0-1. We assign 0/1 label similar to
SES_INTERNAL. We remove turns with all good
or bad responses, and call it SES_AMT_FILTERED.
The statistics of these datasets are shown in Table 1.
This dataset is biased toward positive samples as
generations are done by state-of-the-art models re-
sulting high quality responses, similar to what hap-
pens during real-case scenarios.
IES We take one step closer towards having a
realistic response ranking test set by leveraging
the dataset from (Liu et al., 2023) where at each
turn in a human-chatbot dialog, AMT workers are
requested to select all valid responses from multi-
ple machine-generated candidates. The generative
models are four GPT2-XL (Radford et al., 2019)
models, fine-tuned on BlendedSkillTalk (Smith
et al., 2020), TopicalChat (Gopalakrishnan et al.,
2019), and WOW(Dinan et al., 2019) datasets, re-
spectively. The model training parameters are de-
scribed in Section D in the Appendix. We denote
this dataset as Interactive Evaluation Setup (IES).
Although IES represents a more realistic dataset,
its collection process is time consuming as the user
has to both converse with the system and annotate
each turn for quality. In contrast only one turn
needs to be annotated in SES allowing for faster
data collection.

A closer look at the IES data shows that some
good responses were not marked correctly by AMT
workers. This could be because AMT workers may

be taking into account factors besides relevancy
when selecting a response such as engagingess. Ex-
amples of these issues can be seen in Section C in
the Appendix. In order to have a more fair compar-
ison we sample 80 dialogs from IES and ask AMT
workers to reannotate each response on a scale of
[1-5] similar to SES_AMT setup, and denote this
dataset as IES-v2. IES-v2 includes a part of IES
dataset with more fine-grained annotations in a 1-
5 scale that allows better training signals for the
RS model. We compute the Fleiss kappa for inter-
annotator agreement and get a score of 0.41, which
indicates moderate agreement. In this work, we use
IES/IES-v2 data for only testing.

4 Analysis of AE/RS Methods for
Response Ranking

4.1 AE/RS Methods

Inspired by the survey of automatic metrics on
evaluation test sets (Yeh et al., 2021), we com-
pare different AE/RS models on response ranking
testsets. We compare AE metrics such as: Ru-
ber (Tao et al., 2018), Bert_Ruber(Ghazarian et al.,
2019), Pone(Lan et al., 2020), USR(Mehri and Es-
kenazi, 2020b), FED(Mehri and Eskenazi, 2020a),
FlowScore(Li et al., 2021), Maude(Sinha et al.,
2020), Grade(Ye et al., 2020), DynaEval(Zhang
et al., 2021a), Predictive_Engagement(Ghazarian
et al., 2020), USL(Phy et al., 2020), HolisticE-
val(Pang et al., 2020), MDD(Zhang et al., 2022),
DEAM(Ghazarian et al., 2022). For RS models, we
use BM25(Robertson et al., 2009), Dialogrpt(Gao
et al., 2020), SABert_KeySem(Gupta et al., 2021).

Bert_Ruber (Ghazarian et al., 2019), Pone (Lan
et al., 2020), Maude (Sinha et al., 2020) and
DEB (Sai et al., 2020) are classifiers used to pre-
dict the relevancy of a response, while Predic-
tive_Engagement (Ghazarian et al., 2020) affirms
the positive impact of incorporating an engagement
classifier on top of response relevance. FlowS-
core (Li et al., 2021), Deam (Ghazarian et al., 2022)
and DynaEval (Zhang et al., 2021a) evaluate the
overall dialog and the connection between utter-
ances. A few AE metrics, such as USL-H (Phy
et al., 2020), HolisticEval (Pang et al., 2020),
USR (Mehri and Eskenazi, 2020b), FED (Mehri
and Eskenazi, 2020a) take into account multiple
sub-metrics to achieve a more reliable evaluation
metric. Finally, MDD (Zhang et al., 2022) looks
for a robust metric that has acceptable performance
over multiple domains.
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For RS models, BM25 (Robertson et al., 2009)
ranks candidates based on their keyword similari-
ties to the context. DialogRPT (Gao et al., 2020)
uses human feedback data from Reddit and deter-
mines whether a response is human-like to rank
the generated candidates. SABert_KeySem (Gupta
et al., 2021) is a Speaker-Aware Bert-based (Gu
et al., 2020) classifier finetuned on adversarial re-
sponses created via mask-and-fill and keyword-
based generations.2

In addition to aforementioned AE/RS methods,
we add random and naive baselines to achieve an
exhaustive study. Random baseline randomly as-
signs scores to responses in the range of 0 to 1. We
report the mean aggregation of random baseline
performance after 5 runs. Naive baseline reports
the best generative model’s performance by select-
ing all its responses as appropriate and the rest
candidates as not suitable.

4.2 Ranking Metrics
We report common metrics for response selection:
Hits@K shows the rate of correct responses (se-
lected by human) appearing in the top-k responses
scored by each metric. In our experiments, K is a
variable since each turn of evaluation can have dif-
ferent number of human selected responses. Thus,
we report the mean of Hits@K from different eval-
uation turns.
Recall@1 computes the number of evaluation
turns where the highest scored candidate by the
metric is also selected by human.
MRR computes the mean of all reciprocal ranks
for human-selected responses. Reciprocal rank for
each true response shows its rank in the metric’s or-
dered output list. MRR demonstrates the ability of
the metric to assign better scores (higher rankings)
to human-selected responses.

4.3 Results
We show the performance and generalizability of
AE/RS models on the IES and DAILYDIALOG++
datasets in Table 2 and SES datasets in Table 3 by
using them without finetuning on the datasets.

For IES we see the best performing AE metric
is DEB. This shows the positive impact of pre-
training on a large conversational dataset (Reddit)
for evaluation. The best performing RS model is
SABert_KeySem, which is due to the positive ef-
fect of its semantic-based perturbations to generate

2More details about AE/RS metrics are discussed in Sec-
tion A of the Appendix.

higher quality negative samples. The slight per-
formance difference between the best performing
AE/RS models and baselines on the IES dataset
shows the low generalizability of these methods.
The main distinctions between IES and the train-
ing datasets of the AE/RS models are: 1) differ-
ing conversational domains, 2) responses gener-
ated by state-of-the-art dialog systems in IES ver-
sus human-written or heuristically generated candi-
dates, 3) human-bot dialog contexts in IES versus
human-human interactions.

For the SES testsets we also see DEB and
SABert_KeyKem are among the best performing
AE/RS models, respectively. We see a much higher
score from these models on SES in comparison to
IES. This may be due to the closeness of dialog
history type, which is human-written in SES, to the
training datasets of these metrics.

For DAILYDIALOG++, DEB and MDD achieve
the best performance. One reason is the domain
overlap between the test and train data as both
are from DailyDialog. The high performance of
these metrics on DAILYDIALOG++ in comparison
to SES and IES further shows the low generaliz-
ability of AE/RS metrics on different dialog con-
texts/domains. We don’t report the Naive baseline
since the candidates are not from different models.

5 Method
Our proposed response selection model MERCY
evaluates multiple response candidates for a given
dialog context simultaneously, and also leverages
the feedback generated by LLMs for candidates.

5.1 Few-Shot Feedback Generation

We look into leveraging LLMs for feedback gen-
eration via prompting. Specifically, we use the
BLOOMZ-175B model (Muennighoff et al., 2022),
which is finetuned to follow human instructions
for various NLP tasks. To prompt the model for
response evaluation, we take three conversations
from the FED testset (Mehri and Eskenazi, 2020a),
add the question "How relevant are the bot re-
sponses?" along with a brief explanation of rele-
vance (or lack thereof) for each response. The exact
prompt is available in Section F in the Appendix.
Using this prompt, we input the conversations from
SES and IES-v2 to obtain feedback for each re-
sponse in the dataset. Table 4 has an example of
our generated feedback showing the model’s abil-
ity to predict relevance and offer reasoning. More
examples can be found in Section G the Appendix.
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DAILYDIALOG++ IES
Metric Type Hits@K MRR Recall@1 Hits@K MRR Recall@1

Naive basline - - - 50.04 72.40 49.64
Random basline 50.25 70.12 49.4 48.10 71.40 48.15
Bert_Ruber AE 55.99 74.41 57.44 47.51 71.00 47.43
PONE AE 48.14 65.06 43.61 47.59 71.00 47.47
USR AE 54.69 75.68 59.28 46.57 70.37 46.44
FED AE 61.28 86.00 75.92 50.88 73.00 50.76
FlowScore AE 26.01 42.37 37.04 48.06 71.23 48.00
Maude AE 62.31 84.28 71.8 50.86 72.89 50.77
Grade AE 69.72 89.74 82.14 46.22 70.24 46.11
DynaEval AE 92.7 98.88 98.07 48.99 71.85 48.86
Predictive_Engagement AE 45.92 59.72 35.81 46.91 70.57 46.79
USL-H AE 60.51 66.01 44.57 47.47 70.86 47.36
HolisticEval AE 55.43 81.12 68.39 46.9 70.61 49.08
MDD AE 95.73 99.65 99.74 50.9 73.00 51.29
DEAM AE 54.64 72.72 54.99 49.88 72.37 49.93
DEB AE 95.97 99.70 99.39 52.12 73.62 52.11
Dialogrpt RS 46.87 61.50 38.79 49.95 72.30 49.74
BM25 RS 40.47 63.45 44.05 46.89 70.75 46.73
SABert_KeySem RS 89.63 99.16 98.51 52.80 74.14 53.01

Table 2: Performance of different AE/RS metrics on DAILYDIALOG++ and IES

SES_INTERNAL_FILTERED SES_AMT_FILTERED
Metric Type Hits@K MRR Recall@1 Hits@K MRR Recall@1

Naive baseline 53.76 74.23 59.54 63.05 78.86 64.50
Random baseline 58.74 72.71 58.44 63.45 78.14 62.52
Bert_Ruber AE 56.71 74.02 57.8 65.71 81.62 68.68
PONE AE 56.06 71.16 52.78 63.60 77.15 61.28
USR AE 56.54 74.92 58.89 66.46 81.95 69.54
FED AE 58.69 75.94 59.77 66.54 82.13 69.67
FlowScore AE 56.14 71.48 53.54 62.09 74.56 57.21
Maude AE 56.45 73.75 57.25 61.96 76.57 61.05
Grade AE 56.78 72.66 54.53 65.50 79.30 65.10
DynaEval AE 58.95 75.96 59.76 63.53 79.72 65.72
Predictive_Engagement AE 53.55 69.42 51.36 61.32 74.17 57.09
USL-H AE 57.63 74.21 57.47 66.56 82.81 70.9
HolisticEval AE 56.13 74.18 58.56 63.70 79.74 66.09
MDD AE 56.62 74.78 61.61 64.78 82.40 71.89
DEAM AE 55.73 74.10 58.01 63.80 81.30 68.80
DEB AE 60.83 77.56 63.03 63.32 79.28 65.23
Dialogrpt RS 53.63 69.56 51.47 63.40 76.45 60.30
BM25 RS 56.87 73.13 55.39 63.65 76.03 59.43
SABert_KeySem RS 57.91 76.07 61.18 67.85 82.05 69.79

Table 3: Performance of different AE/RS metrics on SES_INTERNAL_FILTERED and SES_AMT_FILTERED

User: South Padre Island is beautiful. How many boats have you made?
Socialbot: about 6 i believe , i lost track after my 3rd
User: Haha. Are they big boats or small boats?
Socialbot: small boat, about 30 feet

Question: How relevant are the socialbot responses?

Answer: The last system response is relevant in this dialog. The socialbot responds to the user’s
question about boats by providing details about a boat they have made. Overall, the socialbot’s
responses are relevant, earning a score of 8 out of 10 for relevance.

Table 4: An example of a generated feedback
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Figure 2: The overview of MERCY and the feedback generator.

To verify the quality of the generated feedback
we sample 50 outputs from the SES dataset, 25 pre-
dicted by the model as relevant and the remaining
as not relevant. We annotate for two dimensions:
Correctness (Did the model correctly predict if the
response was relevant?) and Makes Sense (Did the
explained feedback make sense?) as yes/no. We
find that 82% of the feedback was correct and 56%
of the explanations made sense. This suggests that
the feedback can be used as input into the response
selector. We leave improving the quality of expla-
nations via prompt engineering for future work.

5.2 Ranking Responses Synchronously
Users rank responses by simultaneously receiving
all candidates and comparing their quality. How-
ever, most RS models consider the candidates in-
dependently and predict their scores without con-
ducting the comparison between responses. In
this work, we explore the benefits of concurrently
receiving any number of candidates as input for
rankings. We train MERCY by minimizing the
Kullback-Leibler (KL) Divergence loss between
its outputs and ground-truth labels. MERCY’s pre-
dictions are scores in the range of [0-1], indicating
low up to high quality candidates.

Figure 2 gives an overview of MERCY. It takes
the context and concatenated candidates as input.
Context is composed of all utterances from begin-
ning up to the current turn in the dialogue, splitted
with</UTT >token.

C=U1</UTT >U2...</UTT >UM (1)

Since MERCY can receive multiple candidates
with various lengths, the chance of passing the
maximum length that can be handled by the en-
coder in the metric is not negligible. Hence, we use

</UTT > to handle such cases by removing the
minimum number of utterances from the beginning
of the context until all the input can fit in the model.

Following the context C, we pass all the can-
didates beginning with [RES] special token. In
contrast to the metric proposed by Zhang et al.
(2021b), which separates each candidate with spe-
cial tokens to be distinguished between constant
number of candidates, MERCY is more general-
ized and can process any number of candidates as
input. It uses the index of each [RES] token to get
the corresponding candidate’s encoding vector.

R=[RES]R1[RES]R2...[RES]RN (2)

To incorporate feedback into MERCY, we con-
catenate each response’s feedback to itself, and
separate them with a [Feedback] special token.

Ri=Ri[Feedback]Fi (3)

After concatenating C and R we pass the input
I (I=C · R) through an encoder and get the out-
put embeddings H ∈ R|I|×d, where d denotes the
hidden dimensional size of the encoder. The hid-
den representation of each candidate response is
returned based on the index of the [RES] token
for that corresponding candidate. Similar to how
humans rank responses, MERCY is seeing multiple
candidates during the encoding process.
h_i=H[RES] where [RES] ∈ [RES]Ri (4)

Simultaneously, each candidate’s hidden repre-
sentational vector is passed through a linear layer,
whose parameters are denoted as Wq, which out-
puts a scalar value qi for each candidate. The out-
puts are then sent through a Softmax layer. The
KL-Divergence loss is then minimized between
the normalized model outputs and the probability
distribution of ground-truth labels.
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SES_INTERNAL_FILTERED IES-V2
Metric Data Hits@K MRR Recall@1 Hits@K MRR Recall@1

DEB SES_AMT_SINGLE 60.51 77.95 63.25 51.55 70.30 51.48
+ F SES_AMT_SINGLE 59.31 75.90 65.00 52.91 66.26 54.29

MERCY SES_AMT_SHUFFLED 62.75 78.43 67.39 49.67 64.36 51.03
+ F SES_AMT_SHUFFLED 63.19 79.51 69.03 50.61 63.86 51.03
+ KL SES_AMT_SHUFFLED 63.62 80.63 67.50 53.50 72.35 53.55
+ KL + F SES_AMT_SHUFFLED 64.77 81.75 69.14 53.13 73.23 55.62

Table 5: Performance of AE/RS metrics. KL=Kullback-Leibler divergence loss. F=Feedback

6 Experiments
As seen in Table 2 and Table 3, DEB (Sai et al.,
2020) performs the best amongst all existing met-
rics therefore we use it as our baseline.

For training we leverage the SES_AMT dataset
which consists of 8 different candidates per con-
text. We augment the data by perturbing the loca-
tion of candidate responses. In our experiments,
we shuffle the candidates 10 times, and thus have
10 times more training samples. We denote this
dataset as SES_AMT_SHUFFLED. In order to com-
pare the benefit of training on multiple candidates
versus one, we create a dataset SES_AMT_SINGLE.
Models finetuned on SES_AMT_SINGLE take in
one response as input while models finetuned on
SES_AMT_SHUFFLED take in all candidates simul-
taneously as input by concatenating them.3

When training on the SES_AMT_SINGLE

dataset, we append the entire feedback to the
response. However, when training on the
SES_AMT_SHUFFLED dataset, the tokens are too
long since DEB has only 512 positional embed-
dings. We found that truncating the feedback led
to performance degradation. Therefore, for each
response we take the corresponding feedback and
map to one of the following templates: "the re-
sponse is relevant", "the response is not relevant",
"the response is somewhat relevant". We create a
list of keywords for each template. If at least one of
the keywords exist in the original generated feed-
back we replace it with the corresponding template.
Through this method the entire response/feedback
pair can be fitted with minimal context truncation
and results in faster encoding.

7 Results
We present results of comparing MERCY against
DEB and MERCY with feedback as additional in-
put in Table 5, we draw the following findings4:

3Training parameters are in Section B in the Appendix.
4We trained on SES_AMT and evaluated on the test split

of SES_INTERNAL_FILTERED.

1) Training our model in a joint fashion with mul-
tiple candidates as input (SES_AMT_SHUFFLED)
outperforms training on a dataset with a single can-
didate as input (SES_AMT_SINGLE), showing the
benefit of concurrent response ranking.
2) The use of feedback improves Recall@1
with a 3% for SES_AMT_SINGLE; however, there
is not similar improvement when training on
SES_AMT_SHUFFLED. This may be due to the
fact that we had to rewrite the feedback to contain
less information in order to fit into the model’s
input. However, leveraging KL-Divergence loss
alongside feedback shows improvements. Addi-
tionally, the feedback provides explanations which
allows for interpretability during evaluation.
3) Leveraging the KL-Divergence loss (MERCY
+ KL) outperforms MERCY with Cross-entropy
loss, an improvement of Recall@1 score from
51.03 to 53.55 on the IES-V2 test set. This could
be due to the way the data has been annotated. Each
response in the dataset has a score between [0-2],
to show the rank of responses. While Likert scales
suffer due to annotator bias, ranking responses are
more robust to this bias. The KL-Divergence loss
determines how different the model’s output dis-
tribution is from the ground-truth distribution and
therefore does not rely on the specific Likert scores,
but rather on the relative ordering of responses.

8 Conclusion

We introduce MERCY, an RS model that ranks
responses by comparing multiple responses syn-
chronously and leveraging natural language feed-
back. We demonstrate that feedback generated
from a LLM through a few-shot setup improves
the performance of MERCY. Additionally we
introduce the SES dataset, a more realistic RS
dataset with human annotated machine generated
responses and show the low performance of base-
line AE/RS metrics on SES and other existing real-
istic response raking testsets.
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9 Limitations

(1) In this work, we only look at the relevancy
when generating feedback; however, this can be
expanded to contain other useful evaluation dimen-
sions such as engagingness and contradiction. (2)
We perform experiments on English-only conver-
sations which makes our work biased toward the
English language. (3) The performance on IES is
far from satisfactory; however, this demonstrates
the difficulty of this problem and a strong test set
is useful for better development of AE/RS systems.
(4) The number of responses that can be ranked
by MERCY is limited by the context length of the
model; however, the baseline model which only
takes in one response at a time will get compu-
tationally expensive as the number of responses
grows.(5) The responses in SES and IES do not
consider the most recent conversational models
such as ChatGPT5.

10 Ethics Statement

All authors of this paper acknowledge and agree
with the ACM Code of Ethics. In our study, we
ensure that our work is compatible with the pro-
vided code, specifically in the terms of presenting
a non-offensive dataset construction.

In order to accomplish a comprehensive analysis
of AE/RS metrics on the response ranking task, we
collect a dataset containing human rankings for gen-
erated responses conditioned on existing human-
human conversations with polished contents. The
main concern is that generated responses based on
well-known state-of-the-art dialogue models could
have offensive content which is out of our work’s
scope.

In the feedback generation component leveraged
in our proposed metric which is based on prompt-
ing a LLM, the outputs show whether a response
is relevant or not and explain why that is the case,
hence the chance of generating inappropriate con-
tents is near zero.
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A More about AE and RS Metrics

In our study, we target model-based reference-
free AE metrics which are more appropriate with
no reliance and limitations on ground-truth re-
sponses (Novikova et al., 2017; Lowe et al., 2017;
Yeh et al., 2021) in open-domain dialogue systems.

Bert_Ruber (Ghazarian et al., 2019) which is
an advanced version of Ruber (Tao et al., 2018)
leverages positive impact of contextualized word
embeddings across with a cross entropy loss to dis-
tinguish between human-written responses from
random matched ones. Pone (Lan et al., 2020) pro-
poses to get top-k most similar randomly chosen
responses to the dialogue context as more appropri-
ate negative samples and augment data with more
balanced number of generated positive responses.
Similar to prior metrics, Maude (Sinha et al., 2020)
also takes the BERT embeddings of dialogue and
learns to assign quality score to the response by be-
ing trained with Noise Contrastive Estimation (Gut-
mann and Hyv¨arinen, 2010) loss between positive
and negative samples.

Predictive_Engagement(Ghazarian et al., 2020)
returns the engagingness label for corresponding
responses and shows its importance in achieving a
more precise open-domain dialogue evaluation.

FlowScore (Li et al., 2021) as its name im-
plies models the dynamic flow of the dialogue
by leveraging three training objectives to consider
the flow and semantic influence of the context
and utterances. DEAM (Ghazarian et al., 2022)
focuses on AMR architecture of conversations
to apply semantic-level perturbations and gener-
ate more natural looking incoherent conversations.
The classification model trained on the resulted
dataset has higher performance than its counterpart
trained on heuristically generated negative samples.
Grade (Ye et al., 2020) considers topic transition
dynamics by incorporating topic-level graph rep-
resentations of the dialogue alongside utterance-
level contextualized representations trained with
the ranking loss and outputs the coherence score
for the response. DynaEval (Zhang et al., 2021a)
transforms each dialogue to a graph where its nodes
represent the utterances and the edges demonstrate
the dependency between utterances. A graph con-
volutional network is adopted to measure the qual-
ity of the response as well as the whole dialogue.
A contrastive loss is defined to distinguish between
positive dialogues and negative ones resulted from
shuffling and replacements in the utterances.

USL-H (Phy et al., 2020) pays attention to the
multi-facet feature of the evaluation. It is a mixture
of three metrics for capturing Understandability,
Sensibleness, and Likability in Hierarchy. Holis-
ticEval (Pang et al., 2020) decomposes the overall
quality into four sub-metrics: coherency, fluency,
diversity and logical self-consistency. The first
two aspects are yielded from probability distribu-
tion of GPT-2 model, while diversity is computed
by taking into account n-gram entropy and logical
self-consistency follows Natural Language Infer-
ence models. USR (Mehri and Eskenazi, 2020b)
is a combination of naturalness, context consis-
tency, knowledge conservation sub-metrics. The
likelihood estimated by a fine-tuned RoBERTa
model based on MLM objective shows the natural-
ness. The conditional distribution of a fine-tuned
RoBERTa model for the retrieval task can poten-
tially demonstrate the context consistency and nat-
uralness. FED (Mehri and Eskenazi, 2020a) is also
a multi-dimensional metric without necessity of
training. It defines positive and negative follow-up
responses designed for each aspect and computes
their likelihood using DialoGPT model.

MDD (Zhang et al., 2022)’s main goal is to be a
robust metric over different domains and to achieve
it two types of models are trained: teacher and
student models. The teacher model is trained on
human annotated positive and negative responses
and later applied on synthetic dataset to get pseudo-
labels. Following, the student model is trained to
have similar predictions as the teacher model, to
be able to be covered after injecting noise to the
responses, and to be better adaptable to the multi-
domain synthetic datasets.

DEB (Sai et al., 2020) determines the efficiency
of pretraining on large-scale dialogue corpora for
the evaluation task. The pretraining on Reddit
dataset including positive comments and randomly
picked negative responses with incorporating cross
entropy loss objective and subsequently finetuning
on some human crafted positive and adversarial
negative samples makes DEB as the most accurate
evaluation metric.

Apart from AE metrics that assess the quality of
responses from different perspectives, RS models
learn to assign different rankings to the responses.
One of the pioneer baselines for the response rank-
ing task is BM25 (Robertson et al., 2009) that lever-
ages keyword similarity to rank responses given a
context. We pursue the idea by Henderson et al.
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(2019) to rank candidates based on their BM25 vec-
tor’s inner product with the context’s BM25 vector.

DialogRPT (Gao et al., 2020) contains a set of
GPT-2 based models that are trained on human
feedback data on social media platforms indicat-
ing different factors such as the number of replies,
maximum length of the dialog after the reply, the
difference between upvotes and downvotes. The
overall ranking of each response includes scores
showing predicted human feedback of responses
and whether the response is human-like or not.

SABert_KeySem (Gupta et al., 2021) is a recent
response ranking metric that proposes two modern
approaches for constructing negative candidates
that are used to be classified from responses with
higher rankings. First is a mask-and-fill approach
that masks spans of utterances and infill them using
GPT2-based model conditioned on random con-
texts. Second is also a GPT2-based model that tries
to complete a response conditioned on its keywords
and a random context. A Speaker-Aware Bert (SA-
Bert) (Gu et al., 2020) classifier trained on such
data outperforms different existing baselines.

B MERCY training parameters

We start finetuning our model on the DEB (Sai
et al., 2020) checkpoint. We set training for 10
epochs and do early stopping once the loss on the
validation set does not go down. We use a training
batch size of 8. We use the Adam optimizer with a
learning rate of 5e-6. Additionally we use a dropout
rate of 0.1. The model was trained on a single
NVIDIA A100 GPU. The average inference time
of MERCY over 1000 runs on an NVIDIA A100
GPU is 21.88 ms.

C Annotation issues in IES

As seen in Table 6, even though Candidate 3 is a
relevant response it is still annotated as not relevant
by the worker. This could be due to the fact that
Candidates 2 and 4 are more interesting as they
offer up more information.

D Models used in IES

All models used in this dataset are GPT2-
based (Radford et al., 2019) with a variety of sizes.
For each model, both the Language Modeling Head
and Multiple Choice Head of GPT2 are finetuned
in a Transfer-Transfo fashion (Wolf et al., 2019).
The Language Modeling Head takes in the dialog
history and learns to predict the follow up response

by minimizing the cross-entropy loss. The Multiple
Choice Head is fine-tuned to select the ground-truth
response amongst five candidates where four are
randomly selected negative candidates. During in-
ference nucleus sampling is used to generate the
response.

E Models used in SES

The models used to generate responses are:
BlenderBot (Roller et al., 2021), GPT2-XL (Rad-
ford et al., 2019) finetuned on the Blended Skills
Talk dataset (Smith et al., 2020), Plato-2 (Bao et al.,
2021) and Plato-XL. GPT2-XL was finetuned in
the same fashion as the models in D. To generate
8 candidates for each dialog context we generate
three responses from GPT2-XL using nucleus sam-
pling, two responses from Plato-2 using nucleus
sampling, one response from Plato-XL using beam
search, one response from Blenderbot using nu-
cleus sampling and one response from Blenderbot
using beam search.

F Feedback prompt

G Generated feedback examples

Table 8 shows an example of a relevant and non-
relevant response with its corresponding feedback.
Additionally the last example includes an expla-
nation that is incorrect. In the last example the
feedback hallucinates information that is not men-
tioned in the response. To determine how diverse
the generated feedback is we compute self-BLEU
and get a score of 0.67 where the lower the score
the more diverse the feedback is.

H Mechanical Turk interface for SES
data collection

Our qualifications included a HIT Approval Rate
greater than 95%, number of HITs approved greater
than 1000, location is US and Masters have been
granted. Additionally we had asked the Turkers to
do a qualification HIT where if they passed they
were granted permission to do the actual data col-
lection task. They were paid $15 per hour. A
screenshot of the conducted experiment is shown
in Figure 3.
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Context Annotation
Bot: I don’t blame you. What do you do for work?
Human: i manage social media for clients. how about you?
Bot: Same here! I manage my social media and my website. I like to use tools like
Google and Facebook.
Human: google has a heck of a lot of tools for managing all types of things

Candidate 1: i manage social media for clients Not relevant
Candidate 2: Same here! I manage my social media and my website. I like to use
tools like Google and Facebook.

Relevant

Candidate 3: Yes, and Facebook is a great social media tool too. Not relevant
Candidate 4: It really does! I use it for everything from social media to email to file
sharing.

Relevant

Table 6: Example of annotation issues in IES

Figure 3: The interface for collecting the SES and IES-v2 data
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Below are a series of examples dialogs, followed by a question about the quality of the socialbot’s
responses. This question must be answered by carefully considering each response in the proceeding
dialog, assessing whether the response satisfies the quality/criteria the question is asking for, and
ultimately answering the question with a detailed description of the assessment. The answer should be
detailed, quote the concerning parts of the dialog and give an overall score out of 10.

User: Hi!
Socialbot: Hi there.
User: What are you listening to?
Socialbot: All sorts of music. I listen when no-one is chatting to me.
User: That’s great!
Socialbot: Thanks.
User: Do you chat here often?
Socialbot: I am a talking computer, after all, so of course I could talk here, if I needed to.
User: Let’s talk about Taylor Swift!
Socialbot: I watched The Matrix recently. It’s got to be my favorite movie.
Question: How relevant are the socialbot responses?
Answer: The socialbot responses in this dialog are not very relevant. The first response to the question
about what the socialbot is listening to is somewhat relevant, as it mentions listening to music. However,
the subsequent responses do not directly address the user’s questions or statements. The response to
the question about chatting often simply states that the socialbot is a talking computer and could talk if
needed, but does not address the frequency of its chat activities. The response to the statement about
Taylor Swift is completely unrelated, discussing The Matrix movie instead. Overall, the socialbot’s
responses in this dialog score a 2 out of 10 for relevance.

User: Hi!
Socialbot: Hi! What’s up?
User: Nothing much, how about you
Socialbot: Not much either.
User: What are you doing
Socialbot: Playing Terraria. What about you?
User: Sitting in a meeting
Socialbot: What kind of meeting?
User: Can’t say
Socialbot: It’s probably boring, isn’t it?
Question: How engaging are the socialbot responses?
Answer: In this dialog, the socialbot’s responses could be considered somewhat engaging. The socialbot
initiates conversation by asking "What’s up?" and continues the conversation by asking the user what
they are doing. However, the socialbot’s response of "It’s probably boring, isn’t it?" could be perceived
as dismissive or judgmental. Overall, I would rate the socialbot’s responses as a 6 out of 10 in terms of
engagement.

User: Hi!
Socialbot: Hey
User: How’s your day going?
Socialbot: pretty good. yours?
User: Ehh it’s fine. I didn’t do so well on that history test, actually..
Socialbot: oh what happened?
User: Apparently Christopher Columbus didn’t fight in the Civil War :’)
Socialbot: hahah wait for real?
User: I know right! Are you taking History next semester?
Socialbot: No I’m not in school anymore
Question: How relevant are the socialbot responses?
Answer: The socialbot responses are relevant in this dialog. The socialbot asks the user how their day
is going and responds to the user’s mention of not doing well on a history test by asking for more
information. The socialbot also responds to the user’s question about taking history next semester
with information about their current schooling status. Overall, the socialbot’s responses are timely and
relevant to the conversation, earning a score of 8 out of 10 for relevance.

Table 7: Prompt sent into BLOOMZ-175B
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...
User: I am an avid gamer I just got a new one I am obsessed with.
Socialbot: I am not much of a gamer myself but I do know a few, what game did you get?
User: It’s called the awakening. What do you do if you don’t game?
Socialbot: i like to watch movies and tv

Question: How relevant are the socialbot responses?

Answer: The socialbot’s last response is highly relevant. The socialbot’s response discusses the types
of things the user likes to do, including games, movies, and TV. Overall, the socialbot’s responses earn
an 8 out of 10 for relevance.

...
User: i love eating anything italian , watching forensic files and jeopardy
Socialbot: Great shows! Have you ever been it italy?
User: i have been there a couple of times
Socialbot: How is it? I’ve always wanted to go?
User: its beautiful and its nice to use overall
Socialbot: I like to run in the mountains.

Question: How relevant are the socialbot responses?

Answer: The system response is not relevant. The socialbot states information about running in
mountains and likes of sports. The response is not relevant to the conversation as the user has not
indicated that they like sports or running in mountains.

...
User: I may take a run myself, but am really thinking of going to American Eagle, my favorite
store...they have a sale!
Socialbot: What do you like to purchase there? I like the tee’s personally
User: yes the tee shirts are great! Also have some nice jeans.
Socialbot: You have any hobbies?

Question: How relevant are the socialbot responses?

Answer: The last system response is relevant. The system asks the user about hobbies and what they
might purchase at American Eagle. The system’s last response mentions the store’s sale. The system’s
responses score a 4 out of 10 for relevance in this dialog.

Table 8: More examples of generated feedback
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Abstract

AI-driven chatbots are seen as an attractive so-
lution to support people undergoing emotional
distress. One of the main components of such
a chatbot is the ability to empathize with the
user. But a significant limitation in achieving
this goal is the lack of a large dialogue dataset
containing empathetic support for those under-
going distress. In this work, we curate a large-
scale dialogue dataset that contains≈1.3M peer
support dialogues spanning across more than
4K distress-related topics. We analyze the em-
pathetic characteristics of this dataset using sta-
tistical and visual means. To demonstrate the
utility of this dataset, we train four baseline
neural dialogue models that can respond em-
pathetically to distress prompts. Two of the
baselines adapt existing architecture and the
other two incorporate a framework identifying
levels of cognitive and emotional empathy in
responses. Automatic and human evaluation of
these models validate the utility of the dataset
in generating empathetic responses for distress
support and show that identifying levels of em-
pathy in peer-support responses facilitates gen-
erating responses that are lengthier, richer in
empathy, and closer to the ground truth.

1 Introduction

Psychological distress refers to a state of extreme
sorrow, pain, or suffering, both emotional and phys-
ical. It is often associated with feelings of dis-
comfort, anxiety, or anguish. The World Health
Organization estimates that psychological distress
affects 29% of people in their lifetime (Steel et al.,
2014). Despite the availability of mental health
services, people hesitate to reach them because of
the public stigma associated with mental health.
There is also a severe shortage of mental health
workers (Vaidyam et al., 2019). Thus, recent work
investigates how technology can be utilized to meet
the needs of people suffering from distress. One

*These authors contributed equally to this work.

Figure 1: Distress support responses generated by our
different chatbot models trained on peer support dia-
logues. The last response boosted with cognitive and
emotional empathy communication mechanisms stands
out from the rest as its lengthier and richer in empathy.

such solution is the development of conversational
agents or chatbots to deliver distress support (Fitz-
patrick et al., 2017; Inkster et al., 2018; Mousavi
et al., 2021).

Deep neural networks work very effectively
in the development of task-oriented and open-
domain conversational agents (Sutskever et al.,
2014; Vinyals and Le, 2015; Wen et al., 2015).
Most of such dialogue agents can generate syntac-
tically correct and contextually relevant responses.
But a major challenge faced by these systems is
identifying human emotion and responding in an
empathetic manner (Rashkin et al., 2018; Welivita
et al., 2021). This is very important when develop-
ing chatbots to support distress as one of the major
components that contributes to the success of such
interaction is the ability to empathize (Bohart et al.,
2002; Thwaites and Bennett-Levy, 2007). Recently,
researchers have curated emotion-labeled and em-
pathetic datasets such as EmotionLines (Hsu et al.,
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2018), EmoContext (Chatterjee et al., 2019), Em-
patheticDialogues (Rashkin et al., 2018), and ES-
Conv (Liu et al., 2021) to enable training dialogue
systems that can generate emotion-aware and em-
pathetic responses. However, the above datasets
include only a limited amount of dialogues deal-
ing with distress. The dialogues in the first three
datasets are more open-domain and span across top-
ics less related to distress. The ESConv dataset that
is more focussed on distress contains only 1.3K
dialogues covering only 13 distress-related topics.
Recent research has curated and conducted analy-
sis on real counseling conversations (Althoff et al.,
2016; Zhang and Danescu-Niculescu-Mizil, 2020).
But these datasets are not publicly accessible due
to privacy and ethical reasons.

To address the above limitations, we curated a
large-scale dialogue dataset, named RED (Reddit
Emotional Distress), containing ≈1.3M dialogues
spanning across more than 4K distress-related top-
ics. The dialogues are scraped from the popular
peer support forum, Reddit. Peers are seen to ac-
tively engage in such forums to support others un-
dergoing distress and thus they contain distress-
related dialogues in abundance spanning a wide
range of topics. Prior work has also found that
responses from peers contain higher empathic con-
cern for posts seeking help as many peers share sim-
ilar distressful experiences (Hodges et al., 2010).
But as these conversations are available as long
threads, the turn-taking structure has to be explic-
itly extracted and the conversations have to undergo
a rigorous pre-processing pipeline including the re-
moval of profanity before they are used to train
chatbots. Even then, the dataset can still possess
less ideal responses to distress since peers are not
trained in delivering distress support as profession-
als. We take steps to address this by making use of
existing empathetic frameworks based on psychol-
ogy that can be used to identify highly empathetic
responses in such dialogues and enabling chatbot
models to favor such responses over others.

Empathy is a complex multi-dimensional con-
struct with two broad aspects related to emotion
and cognition. The emotion aspect refers to the abil-
ity to share the feelings of another person and the
cognition aspect refers to the ability to understand
and acknowledge how a person feels. In mental
health therapy, both emotional and cognitive em-
pathy are equally important (Selman, 1981). Thus,
for the development of distress support chatbots, it

is vital to understand these types of empathy and
the techniques by which these different types of
empathy can be elicited. We apply such empathy
recognition frameworks on RED to develop several
distress support chatbots models. Figure 1 shows
an example. In the first instance, identification of
the context emotion enables the chatbot to produce
a suitable generic response. In the second instance,
the chatbot’s response is conditioned on a specific
empathetic response intent that helps to generate a
diversified response. In the third instance, training
the model to favour more cognitive and emotional
empathy helps in generating lengthier responses
containing specific cognitive and emotional empa-
thy communication strategies.

Our contributions are three folds. 1) We curate
a large-scale dialogue dataset containing ≈1.3M
distress support dialogues spanning across more
than 4K distress topics, from a set of carefully se-
lected subreddits. 2) We describe the empathetic
dialogue characteristics between the speakers and
the listeners in this dataset using statistical and
visual means. 3) Using this dataset as a bench-
mark, we develop four baseline chatbot models.
The first two baseline models adapt existing empa-
thetic response generation architectures. On top
of them, we develop two new baselines by in-
corporating a framework that can identify levels
of emotional and cognitive empathy in responses
contained in RED. Automatic and human evalua-
tion of the models’ responses validate the utility
of the RED dataset in facilitating empathetic re-
sponse generation and show that identifying dif-
ferent levels of emotional and cognitive empathy
enables generating responses that are lengthier,
richer in empathy, and closer to the ground-truth.
The code and the datasets are available at https:
//github.com/yehchunhung/EPIMEED

2 Related Work

Many dialogue datasets such as IEMOCAP (Busso
et al., 2008), SEMAINE (McKeown et al., 2011),
and MELD (Poria et al., 2019) are developed to
make chatbots understand users’ emotions and re-
spond appropriately. These datasets contain visual,
acoustic, and textual signals. More recent work
such as EmotionLines (Hsu et al., 2018), Open-
Subtitles (Lison et al., 2019), and EDOS (Welivita
et al., 2021) are conversation datasets containing
TV and movie transcripts translated from voice to
text. Though these works intend to build dialogue
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datasets by improving the sentence quality, they are
still unable to fully model interactions occurring
only via text. And most of the dialogues contained
in these datasets represent generic day-to-day situ-
ations and not psychological distress in particular.

Rashkin et al. (2018) developed the Empathet-
icDialogues dataset, inclusive of 25K dialogues
grounded on 32 positive and negative emotions.
Liu et al. (2021) developed the ESConv dataset,
containing ≈1.3K dialogues discussing emotional
distress and whose responses are grounded on the
Helping Skills Theory (Hill, 2009). But the crowd-
sourced artificial setting used to curate them makes
the dialogue prompts less authentic and the re-
sponses less genuine. Because of the cost of crowd-
sourcing, it also limits the size of these datasets as
well as their topic coverage. Thus, a large-scale
topically diverse dataset focused on textual con-
versations between speakers who are emotionally
distressed and listeners who actively offer emo-
tional support is lacking in the literature. This type
of conversation could be available as recorded ther-
apy sessions between psychologically distressed
patients and therapists. However, such counseling
datasets used to conduct recent research (Althoff
et al., 2016; Zhang and Danescu-Niculescu-Mizil,
2020) are not directly accessible to the public due
to ethical reasons. To address these limitations, we
curate a large dataset containing peer support dia-
logues related to a variety of distress-related topics
and validate that combined with existing empathy-
identifying frameworks, it can potentially be used
to develop chatbots that can offer empathetic sup-
port to distressful user prompts.

3 Reddit Emotional Distress Dataset

3.1 Data Curation and Preprocessing

Online peer support forums encourage open dis-
cussion of often stigmatized psychological con-
cerns and personal distress (De Choudhury and De,
2014; Sharma et al., 2017). They provide alterna-
tive means for connection and support when other
means of care are less accessible. The anonymity in
such platforms facilitates self-disclosure and such
discussions help people to feel more supported and
less stressed in times of crisis (De Choudhury and
De, 2014; Smith-Merry et al., 2019). Reddit is one
such platform, which ranks among the most visited
websites in the world (Sharma et al., 2017). Reddit
users can create community forums called “subred-
dits" to discuss and support each other on a breadth

of topics. Reddit policies also allow researchers
to scrape its data and use them for research. Since
many people interact in Reddit in a day-to-day ba-
sis, the distress-related topics it covers are abundant
and have a wide variety. Because of these reasons
we chose Reddit to curate conversations that pro-
vide support for people in distress.

For this purpose, we choose 8 subreddits: de-
pression; depressed; Off My Chest; SuicideWatch;
Depression Help; sad; Anxiety Help; and Mental
Health Support, where such conversations were
abundantly present. We used the Pushshift API
(Baumgartner et al., 2020) to scrape English textual
conversations from the above subreddits. We ex-
tracted one dyadic dialogue per conversation thread,
selected randomly, thereby diversifying the conver-
sation topics in the dataset. To preserve anonymity,
we replaced the usernames with speaker and lis-
tener. The speaker here is the user who posted
the Reddit post and the listener here is the person
who commented on it. Dyadic conversations were
extracted by selecting comment threads in which
only the poster (speaker) and one other commenter
(listener) were engaged. For simplicity, we call
the original post by the speaker or the first turn in
the conversation as the distress prompt. Next, we
removed HTML tags and URLs from the data, and
replaced numerals with a special tag <NUM>. But
punctuation marks, emoticons, and emojis were
preserved as they can be useful indicators to iden-
tify users’ emotions.

3.2 Removal of Profanity

To remove profanity from the dataset, we applied
profanity-check (Zhou et al., 2020), a fast
and robust library to detect offensive language. In-
stead of using hard-coded lists of profane words,
it makes use of a linear Support Vector Machine
(Cortes and Vapnik, 1995) trained on 200k human-
labeled samples of clean and profane text. It is
simple but surprisingly effective generalized ap-
proach towards profanity checking. When it is
applied to a text message, it returns the probability
of predicting profanity. Thus, we could set up a
threshold to classify the message as profane or not.
In our case, we manually set the threshold to be
as high as 0.95 because the users sometimes ex-
press their feeling aggressively but with no mean
intention. This threshold was determined after a
thorough inspection of the profane text returned
at different thresholds. We removed profane lis-
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teners’ utterances above this threshold, however,
retained profane speakers’ utterances as they con-
tain cues about the speakers’ state of mind. All the
dialogue turns following a removed utterance were
also removed to maintain consistency.

3.3 Descriptive Statistics
The resultant RED dataset contains ≈1.3 mil-
lion dyadic conversations. Table 1 displays the
summary of descriptive statistics of conversations
present in the dataset as well as in individual
subreddits. We used Agglomerative clustering
(Murtagh and Legendre, 2014) to cluster distress
prompts and recognize clearly identifiable topic
clusters. At an optimal clustering threshold of 0.85,
the prompts were separated into 4,363 topic clus-
ters. By applying TF-IDF based topic modeling on
these clusters, we uncovered some clearly distin-
guishable distress-related topics. Some of the most
common topics identified were Suicidal ideation,
Anxiety attacks, Weight gain, Loneliness, Failing
college, and Covid19. The topics and their associ-
ated keywords are included in the appendices.

3.4 Emotion and Intent Analysis
To analyse the emotions and intents expressed in
the RED dataset, we used a BERT transformer-
based classifier proposed by Welivita and Pu (2020)
and classified the utterances in RED into one of 32
fine-grained emotions and 8 empathetic response
intents. This classifier was trained on the Empa-
theticDialogues dataset and has a classification ac-
curacy of 65.88% on the EmpatheticDialogues test
set, which is comparable with the state-of-the-art
emotion classifiers. Manual validation of the labels
proposed by the classifier on a random subset of
100 utterances from the RED datasets yielded an ac-
curacy of 64%, which allows us to have reasonable
judgments about the RED dataset using the pre-
dicted labels. In Figure 2, we visualize the emotion
and intent distributions in speaker and listener turns
in the RED dataset. It could be seen that the speak-
ers’ emotions are mostly centered around negative
emotions. The most frequent speakers’ emotions
that can be observed are ashamed (9.98%), lonely
(8.41%), sad (7.52%), and apprehensive (5.32%).

A significant proportion of the listener turns
contain empathetic response intents. The listen-
ers’ intents are mostly centered around questioning
(10.26%), agreeing (7.98%), suggesting (5.49%),
and sympathizing (4.56%). Though empathetic re-
sponse intents take prominence in the listener turns,

they also contain emotional statements that mostly
reflect the sad emotion (4.98%). This can possibly
be explained by the study of affective asymmetry
by Vaish et al. (2008) that states negative emotional
experiences have more power in triggering nega-
tive emotions in the listener as humans are more
sensitive to negative emotions.

Figure 3 shows the conversational dynamics in
terms of emotion-intent flow patterns that could
be observed in the first four dialogue turns. The
first and the third turns represent the speaker turns,
while the second and the fourth turns represent
the listener turns. According to statistics, 93.71%
dialogues in the dataset start with a negative emo-
tion. Then in the next turn, the listeners tend to
show empathy by means of intents such as question-
ing (35%), agreeing (12.43%), suggesting (8.11%),
and sympathizing (7.23%). As the dialogues pro-
ceed, we can observe a 278.59% increase of posi-
tive emotions expressed in the third turn compared
to the first. The speakers mostly express emotions
such as grateful (7.50%), trusting (7.26%), and
hopeful (6.56%) as a result of the support offered
by the listeners. Such conversational dynamics
further validate the use of RED in applications con-
cerning empathetic chatbots that can lift up the
emotions of people suffering from distress.

4 Conversational Baselines

Using the RED dataset as a benchmark, we trained
four baseline dialogue models. The first two
baselines adapted the architecture of EmoPrepend
(Rashkin et al., 2018) and MEED (Xie and Pu,
2021), which are state-of-the-art empathetic chat-
bot models. We also examined different ways ex-
isting models can be combined to produce more
empathetic responses for distress prompts. For this
purpose, we developed another two experimental
baselines, EPIMEED and EPIMEED+, by combin-
ing MEED with EPITOME (Sharma et al., 2020),
which is a theoretically-grounded framework that
can identify levels of cognitive and emotional em-
pathy in text-based conversations and extract ratio-
nales underlying its predictions. All the models
were trained on 80% of RED conversations, leav-
ing 10% of the conversations each for validation
and testing. Figure 4 show the architecture of the
different models we used for evaluation.

EmoPrepend: This model proposed by Rashkin
et al. (2018) is a transformer based encoder-
decoder model. During training and inference, the
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Subreddit # Dialogues # Turns # Tokens Avg. # turns Avg. # tokens Avg. # tokens
per dialog per dialogue per turn

r/depression 510,035 1,396,044 106,967,833 2.74 209.73 76.62
r/depressed 10,892 23,804 1,940,000 2.19 178.11 81.50
r/offmychest 437,737 1,064,467 109,459,738 2.43 250.06 102.83
r/sad 18,827 42,293 3,088,562 2.25 164.05 73.03
r/SuicideWatch 262,469 791,737 59,267,000 3.02 225.81 74.86
r/depression_help 23,678 51,849 5,412,390 2.19 228.58 104.39
r/Anxietyhelp 8,297 18,351 1,428,287 2.21 172.14 77.83
r/MentalHealth Support 3,551 7,931 772,952 2.23 217.67 97.46

All 1,275,486 3,396,476 88,336,762 2.66 226.06 84.89

Table 1: Descriptive statistics of the conversations in the RED dataset.

(a) Speaker turns (b) Listener turns

Figure 2: Emotion and intent distributions in speaker and listener turns in the RED dataset. The last 9 bars depict
empathetic intents and the rest depict emotional statements.

Figure 3: Frequent emotion-intent flow patterns in the RED dataset. For simplicity, only the first four dialogue turns
are visualized.

top-k predicted emotion labels from a supervised
classifier for the corresponding dialogue context is
prepended to the beginning of the token sequence
as encoder input. We initialized the encoder of this

model with weights from the pre-trained language
model RoBERTa (Liu et al., 2019) and trained it
on RED, prepending the top-1 emotion or intent
predicted by the BERT transformer-based classifier
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Figure 4: The four models EmoPrepend, MEED, EPIMEED, and EPIMEED+ used for evaluation.

proposed by Welivita and Pu (2020).

MEED: This model proposed by Xie and Pu
(2021) consists of two modules: 1) a response emo-
tion/intent prediction module; and 2) a response
generation module. The response generation mod-
ule is an encoder-decoder model that uses the trans-
former architecture, in which the encoder is initial-
ized with weights from RoBERTa. The response
emotion/intent prediction module takes the dia-
logue context as input and predicts what the emo-
tion or intent of the response should be. This pre-
diction is used to condition the response generated
by the decoder in the first module.

EPIMEED: In therapy, interacting empatheti-
cally with clients is fundamental to success (Bo-
hart et al., 2002; Elliott et al., 2018). Even though
empathy can be interpreted as reacting with emo-
tions of warmth and compassion (Buechel et al.,
2018), a separate but key aspect of empathy is
also to communicate a cognitive understanding
of others, referred to as cognitive empathy. For
mental health support, both emotional and cogni-
tive empathy are equally important (Selman, 1981).
Thus, it is important to identify such emotional
and cognitive empathetic responses amongst other
responses that appear in RED and train models
in such a way that they favor such responses that
reflect cognitive and emotional empathy over oth-
ers. To support this, we experimented with a new

Empathy
type

Communication
mechanism

Examples

Emotional Emotional - Everything’ll be fine. (weak)
reactions - I really hope things would im-

prove. (strong)
Cognitive Interpretations - I realize how you feel. (weak)

- If that happened to me,
I would feel really isolated.
(strong)

Cognitive Explorations - What happened? (weak)
- I wonder if this makes you feel
isolated. (strong)

Table 2: Examples of emotional and cognitive empathy
communication mechanisms identified by EPITOME.

model EPIMEED, by combining MEED with an ex-
isting text-based cognitive and emotional empathy
identifying framework named EPITOME (Sharma
et al., 2020). EPITOME recognizes three empa-
thetic communication mechanisms 1) Emotional
reactions (emotional empathy); 2) Interpretations
(cognitive empathy); and 3) Explorations (cogni-
tive empathy). For each of these mechanisms, it
predicts a numerical value, 0, 1, or 2 — 0: peers
not expressing them at all (no communication); 1:
peers expressing them to some weak degree (weak
communication); 2: peers expressing them strongly
(strong communication). Table 2 shows some ex-
amples of these communication levels identified in
peer support communications.

We use this framework to assign a numerical
value to each token contained in the listener re-
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sponses of the RED dataset. This numerical value
is the total of the values predicted by the EPIT-
OME framework for emotional reactions, interpre-
tations, and explorations. This is termed the ra-
tionale mask. Next, we feed this information as
an additional embedding (in addition to the token
embeddings, segment embeddings, position em-
beddings and emotion embeddings) to the encoder
of the response emotion/intent prediction module
and response generation module in MEED. We call
this additional embedding the communication em-
bedding. The rationale behind incorporating this
communication embedding is to recognize and give
more weight to the parts of the conversation history
that expresses empathy. The accuracy, precision,
and recall of the response emotion/intent predic-
tor of MEED were increased by 22.88%, 62.65%,
and 22.89%, respectively after incorporating this
additional information.

EPIMEED+: To enable the model to favour re-
sponses containing stronger emotional reactions, in-
terpretations, and explorations while decoding, we
further tweaked the loss function associated with
MEED such that it incorporates levels of emotional
and cognitive empathy predicted by EPITOME. We
modified the loss function to be the dot product be-
tween the cross entropy loss and the rationale mask
predicted by EPITOME. The rationale mask pre-
dicted by EPITOME may assign 1 to each token
in a text subsequence that may be considered more
empathetic than the rest of the text. It acts as an
amplifier to the loss so that the model will predict
better the tokens with larger empathetic values as
predicted by EPITOME. Compared to the original
loss Lold (i), the new loss Lnew (i) given an input
sequence i can be written as:

Lold (i) = Lentropy (i) · Si

Lnew (i) = (Lentropy (i) ·Ri) · Si

where Lentropy (i), Ri, and Si represent the cross
entropy between the predicted and the ground-truth
responses, the rationale mask, and the segment
mask (the segment mask recognizes the speaker’s
tokens as 0 and the listener’s tokens as 1) of the
input i, respectively. By doing so, it facilitates the
model to have a higher tendency to generate tokens
with stronger levels of emotional and cognitive
empathy as recognized by EPITOME.

5 Automatic Evaluation

Automatic evaluation of the models was conducted
using a variety of automatic metrics used in evaluat-
ing chatbots. They are grouped into diversity-based,
word-overlap-based, and embedding-based metrics
(details in appendices). Table 3 shows results on
the RED test dataset. Accordingly, MEED ranks
the top in terms of distinct-unigram and distinct-
bigram scores that measures the diversity of the
responses. EPIMEED+ ranks the top in majority
of word-overlap based metrics and also in embed-
ding average cosine similarity, indicating that re-
sponses generated by EPIMEED+ are most likely
to contain words from the ground-truth. We also
computed the average no. of tokens contained in
the responses and EPIMEED+ ranked at the top
generating lengthier responses closer to the average
length of the ground-truth.

The levels of emotional reactions, interpreta-
tions, and explorations computed by EPITOME
in the responses generated by the four models are
denoted in Table 4. Accordingly, EPIMEED+ gen-
erates responses that contain stronger levels of cog-
nitive empathy (as means of interpretations and
explorations) than the rest.

6 Human Evaluation

A human evaluation experiment was designed to
evaluate the empathetic appropriateness of the re-
sponses generated by the four models, by recruit-
ing workers from Amazon Mechanical Turk. We
randomly selected 200 dialogue prompts from the
RED test dataset and the responses generated by
the four models for these prompts to be evaluated
by the crowdworkers. The workers were asked
to drag and drop the responses generated by the
models into areas Good, Okay, and Bad, depending
on how empathetically appropriate those responses
were to the given prompt. This new way of rating
makes it easy to compare many models at once
instead of traditional A/B testing, which only al-
lows the comparison of a pair of models at a time.
Three workers rated the same response and the final
results were computed based on the majority vote.

The human evaluation scores for each of the
models is denoted in Table 5. Accordingly, it could
be observed that ≈83% of the responses gener-
ated by MEED trained on the RED dataset and
≈74% of the responses generated by EPIMEED
are rated Good with above 90% majority agree-
ment between the workers. None of the responses
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Model Diversity metrics Word-overlap metrics Embedding-based metrics Avg.

D1 D2 B1 B2 ROUGE-L METEOR Skip Embedding length
Thought Average (# tokens)

EmoPrepend 0.0317 0.1178 0.0513 0.0157 0.0662 0.0434 0.4842 0.7346 16.55
MEED 0.0618 0.2889 0.0283 0.0123 0.0690 0.0331 0.4874 0.7408 9.68
EPIMEED 0.0487 0.1912 0.0271 0.011 0.0746 0.0365 0.4911 0.7285 10.30
EPIMEED+ 0.0039 0.0181 0.0543 0.0191 0.0559 0.0637 0.4268 0.7650 40.82

Table 3: Automatic evaluation metrics computed on the RED test dataset. D1 and D2 stands for Distinct-1 and
Distinct-2 metrics and B1 and B2 stands for BLEU-1 and BLEU-2 metrics.

Model
Emotional Interpre Explora
Reactions -tations -tions Total

EmoPrepend 1.148 0.216 0.364 1.728
MEED 0.464 0.412 0.520 1.396
EPIMEED 0.480 0.168 0.732 1.380
EPIMEED+ 1.036 0.728 0.948 2.712

Table 4: Average levels of empathy computed for the
responses generated by each model, as computed by the
EPITOME framework. The maximum value for each of
emotional reactions, interpretations, and explorations
is 2, making the maximum value for total 6.

Model Good Okay Bad
2/3

agree
-ment

EmoPrepend 51.82% 21.95% 26.22% 82.00%
MEED 83.42% 16.58% 0.00% 99.50%
EPIMEED 74.07% 25.93% 0.00% 94.50%
EPIMEED+ 42.14% 25.16% 30.70% 79.50%

Table 5: Human evaluation results.

generated by the above models were rated Bad.
This further validates the potential of the RED
dataset in generating more emotionally support-
ive and empathetic responses for distress-related
prompts. Compared to the above models, there
is more disagreement between the workers on the
ratings of the responses produced by EPIMEED+
(79.5% compared to 99.50% majority agreement
in MEED), leading to EPIMEED+ scoring low on
the percentage of Good ratings. We elaborate on
this under the case study.

6.1 Case Study

Table 6 shows some example responses produced
by the four models for two different distress
prompts. It could be observed that in both cases,
the four models generate responses that are emo-
tionally supportive and empathetic to the given
prompt. In the first case, the response generated
by EPIMEED+ stands out from the rest since it
is lengthier and contains stronger emotional re-
actions and explorations than the responses gen-
erated by the other three models. The same ob-

Prompt 1: My cat died today, and I can’t get it out of my
mind. I keep think of him running on a sunny hill but that
only makes me cry more.

EmoPrepend I’m so sorry you’re going through this.
MEED I’m sorry for your loss. (Sympathizing)
EPIMEED I’m so sorry for your loss. (Sympathizing)
EPIMEED+ I’m so sorry for what you’re going through.

I hope you’ll be able to reach out to some-
one who’s going through something similar.
Have you looked into getting help? (Sym-
pathizing)

Prompt 2: School is almost over. Things still haven’t fixed
with my best friend. I want to talk to her about it but I fear
it’ll just make my situation worse than it already is.

EmoPrepend I’m so sorry you’re going through this. I
hope things get better for you soon.

MEED How long have you been together? (Ques-
tioning)

EPIMEED Do you want to talk about it? (Question-
ing)

EPIMEED+ Wanna talk about it? I’m here if you want
to talk about it. I’m here to listen if you
need someone to talk to. You’re not alone.
(Questioning)

Table 6: Examples of responses generated by the models
for dialogue prompts from the RED test dataset. The
sentences highlighted in red are repetitive statements.

servation could be made for EPIMEED+ when
responding to the second dialogue prompt, how-
ever, it could be noticed that the response is com-
posed of repetitive statements, which was observed
in a number of other responses as well. We be-
lieve that this is why workers might have more
disagreement when assigning a rating to the re-
sponses produced by EPIMEED+. Future work
should address such repetitive statements in the
responses produced by EPIMEED+, while preserv-
ing the empathy-richness brought by emotional
reactions, interpretations, and explorations.

7 Discussion and Conclusion

In this paper, we addressed the problem of respond-
ing empathetically to distress by curating dialogues
from the peer support forum, Reddit, and develop-
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ing models by adapting and hybridizing existing
empathetic response generation architectures and
empathy identifying frameworks. The RED dataset
can be used as benchmark to develop similar and
better performing chatbot models that can respond
to distress. The results of the emotion and intent
analysis as well as the automatic and human evalu-
ation results of the experiments conducted on the
four baseline chatbot models validate the utility
of this dataset in generating emotionally support-
ive and empathetic responses for distress-related
dialogue prompts.

But there are some limitations to this work.
Since users responding to distress-related posts in
Reddit are not professionals, caution must be taken
if these conversations are directly used for training
automatic systems that can offer emotional sup-
port. Removal of profanity is one step that we have
taken towards making such systems reliable and
fail-safe. The shift in the emotion of the speaker to-
wards more positive emotions such as gratefulness
is also another indicator that the responses do help
the speaker lift his/her mood. But deeper analysis
such as measuring the level of speaker satisfac-
tion in subsequent dialogue turns and identifying
the specific communication techniques that lead to
positive outcomes are required when developing
an emotionally supportive chatbot based on these
conversations. We showed that incorporating ex-
isting empathetic frameworks such as EPITOME
(Sharma et al., 2020) and conditioning the response
on specific empathetic response intents such as in
MEED (Xie and Pu, 2021) are good advances in
addressing such limitations.

8 Ethics Statement

Data curation: In social sciences, analysis of posts
of a website like Reddit is likely considered “fair
play" as individuals are anonymous, and users can
understand their responses remain archived on the
site unless taken action to delete them. The Reddit
privacy policy states it allows third parties to access
public Reddit content through the Reddit API and
other similar technologies and users should take
that into consideration when posting.* And Reddit
data is already widely available in larger dumps
such as Pushshift (Baumgartner et al., 2020). We
collected only publicly available data in Reddit
and it did not involve any interaction with Reddit

*www.redditinc.com/policies/
privacy-policy-october-15-2020

users. But a study on user perceptions on social
media research ethics (Fiesler and Proferes, 2018)
highlights some potential harms that can be caused
due to social computing research as internet users
rarely read or could fully understand website terms
and conditions and are unaware that the data they
share publicly could be used for research. In partic-
ular, this dataset contains sensitive information. So,
as suggested by Benton et al. (2017)’s guidelines
for working with social media data in health re-
search, in this paper, we share only anonymized and
paraphrased excerpts from the dataset. The shared
dataset will also contain anonymized usernames
and post identifiers. References to usernames and
URLs are removed from dialogue content for de-
identification. The dataset as well as the models
are intended for research purposes only.

Distress support agents: The idea of sup-
portive chatbots for distress is not a new con-
cept. Chatbots such as SimSensei (DeVault et al.,
2014), Dipsy (Xie, 2017), Emma (Ghandeharioun
et al., 2019), Woebot (woebothealth.com),
and Wysa (www.wysa.io) are some examples.
As Czerwinski et al. (2021) state, About 1 billion
people globally are affected by mental disorders;
a scalable solution such as an AI therapist could
be a huge boon. Thus, even though empathetic
and distress support chatbots may encompass cer-
tain ethical implications as pointed out by several
researchers (Lanteigne, 2019; Montemayor et al.,
2021; Tatman, 2022), based on previous studies we
already can acknowledge that the use of chatbots
has the potential to improve mental health services
notably in relation to accessibility and anonymity.
It should be noted that we only address the empa-
thetic component of such distress support agents
in this paper. Delivery of therapeutic interventions
for distress support should be addressed separately
and does not fall under the scope of this paper. And
with the significant performance achieved by re-
cent pre-trained language models, going for a deep
learning-based solution is one of the choices that
can be taken when developing such an agent. But
it should not be undermined that because of the
unpredictability associated with generative models,
they always carry a risk when delivering emotional
support to those undergoing distress. Thus, caution
should be taken to avoid the delivery of inappropri-
ate responses.
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A Topic Coverage

We used automatic clustering to identify clearly
distinguishable topics present in the Reddit distress
dialogues. For this purpose, we used “Agglomera-
tive Clustering” tuned for large datasets (Murtagh
and Legendre, 2014). It recursively merges pairs
of clusters that minimally increase a given link-
age distance. The linkage distance was computed
using the cosine similarity between pairs of embed-
dings generated by Sentence-BERT (Reimers and
Gurevych, 2019) since the resulting embeddings
have shown to be of high quality and working sub-
stantially well for document-level embeddings.

We experimented with 8 similarity thresholds
from 0.6 to 0.95 with 0.05 increments to cluster
distress prompts. At an optimal threshold of 0.85
identified by manual inspection of a randomly se-
lected subset of 10 clusters resulted in 4.93% of the
distress prompts (47, 109 prompts in total) getting
clustered into 4, 363 clearly identifiable clusters.
After applying TF-IDF-based topic modeling to
these clusters, clearly distinguishable topics were
uncovered. Table 7 shows some distress-related
topics and their corresponding keywords.

Distress topic Keywords

Suicidal commit, killing, death, painless, option
Anxiety attacks anxiety, anxious, attacks, social, attack
Weight gain eating, weight, eat, lose, fat
Loneliness lonely, surround, connect, isolated, so-

cial
Failing college study, college, class, semester, failing
Alchoholic drinking, drink, alcohol, drunk, sober
US election trump, president, donald, election, war
Covid19 covid, 19, pandemic, shambolic,

brought

Table 7: Some distress-related topics identified in the
RED dataset along with corresponding keywords.

B Human Evaluation Experiment

In the human evaluation experiment, randomly se-
lected 200 dialogues were bundled into 20 HITs
(Human Intelligent Tasks) with each HIT contain-
ing 10 such dialogues. Three workers were as-
signed per HIT. To evaluate the workers’ attentive-
ness to the task, we randomly inserted 3 check-
points among the 10 dialogues by including the
ground-truth response to be rated among the other
chatbot-generated responses. Ideally, the ground-
truth response should be rated either as Good or
Okay by the workers. If a worker was able to pass
at least 2 out of the 3 checkpoints, he was offered

Figure 5: Dialogue response rating interface. A drag
and drop mechanism was implemented for ease of rating
dialogue responses by the crowdworkers.

a bonus of $0.1 in addition to the compensation of
$0.4 offered for completing an assignment. The
bonus compensation was used as a mean to moti-
vate workers to pay attention to the task and deliver
quality work. In addition, workers who accepted
more than 10 HITs were blocked automatically to
avoid one worker monopolising the task. We also
monitored the total time a worker takes to complete
an assignment and rejected all the assignments that
were completed in less than 2 minutes and added
them back to the pool of available assignments.
This enabled us to avoid ratings generated by inat-
tentive workers and spammers. Figure 5 shows the
task interface. An overall inter-annotator agree-
ment score (Fleiss’ kappa) of 0.2294 was observed,
indicating fair agreement between the workers.

C Example Dialogue Responses

Table 8 shows some additional example dialogue re-
sponses generated by the four models EmoPrepend,
MEED, EPIMEED, and EPIMEED+ for dialogue
prompts from the RED test dataset.
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Speaker: Back then I used to be all cheery, and went through my day. Now I just sit at my chair, looking down on myself, and
sleeping days away. I reflect on myself no matter what, especially how I am around other people. I just lost all drive to do
anything. I just want to lay down, and wish death.
EmoPrepend I’m so sorry you’re going through this. You talked to anyone in your life about any of the stuff

you’re going through?
MEED What kind of stuff is making you feel this way? (Questioning)
EPIMEED Do you want to talk about it? (Questioning)
EPIMEED+ I’ve been in a similar situation. You’re not alone. Did you tell anyone what you’re going through

or looked into getting help? (Questioning)

Speaker: I want out. I want to shoot someone, I want to be shot. I don’t know what the fuck I want, I know exactly what I
want. I want someone to shoot me, I don’t want a new prescription doc, I want to be f**ing shot.
EmoPrepend What country do you live in?
MEED Why do you want to do this? (Questioning)
EPIMEED Why would you want to do this? (Questioning)
EPIMEED+ What’s going on in your life? I’m here to talk if you want to talk. PM me if you need someone to

talk to. (Questioning)

Speaker: I don’t have one friend, when my family come into this house all they do is look threw me. No one talks to me unless
it’s something perverted online. I feel terrible.
EmoPrepend I’m sorry you’re going through this.
MEED How old are you? (Questioning)
EPIMEED I’m here if you want to talk. What’s going on? (Questioning)
EPIMEED+ What’s making you feel this way? I’m here if you need someone to talk to. (Questioning)

Speaker: I’m dealing with severe anxiety. I feel like I’m failing my fiance. Sorry for rambling but I just feel like giving up. I
just feel like I can’t win.
Listener: I’m going through a similar situation. I also feel like I’m failing at life.
Speaker: Well, I guess we can at least go down swinging. At least I’m not alone.
EmoPrepend I’m sorry you’re going through this.
MEED You’re not alone. (Agreeing)
EPIMEED That’s a good point. (Acknowledging)
EPIMEED+ You’re not alone. I’m in the same boat. I can relate to this. I wish you’d be happy to talk to me if

you want to talk about it. (Acknowledging)

Speaker: I just want to be dead, I don’t want to live in this shitty world, I want to be released. I’m planning to kill myself
later in life. Nobody will notice about my success.
EmoPrepend I’m so sorry you’re going through this. I hope things get better for you soon.
MEED Why do you want to die? (Questioning)
EPIMEED Please don’t. Why do you feel this way? (Questioning)
EPIMEED+ Why do you want to kill yourself? Why do you feel like you want to do this? Have you told

anyone what you’re going through or looked into getting help? If you want to talk I’m here.
(Questioning)

Speaker: They say one person eventually gets attached, Funny how it’s always me..
Listener: How did it become that?
Speaker: Cos I’m a very emotional person who gets attached very easily. I eventually become some side pet in any
relationship.
EmoPrepend I’m so sorry you’re going through this.
MEED Are you in an open relationship? (Questioning)
EPIMEED That’s why I don’t want any relationship. (Neutral)
EPIMEED+ I’m sure you’re not the only one. I’m here to talk if you need to talk. (Neutral)

Table 8: Examples of responses generated by the models for dialogue prompts from the RED test dataset.
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Abstract

Recent approaches to empathetic response gen-
eration try to incorporate commonsense knowl-
edge or reasoning about the causes of emotions
to better understand the user’s experiences and
feelings. However, these approaches mainly fo-
cus on understanding the causalities of context
from the user’s perspective, ignoring the sys-
tem’s perspective. In this paper, we propose a
commonsense-based causality explanation ap-
proach for diverse empathetic response genera-
tion that considers both the user’s perspective
(user’s desires and reactions) and the system’s
perspective (system’s intentions and reactions).
We enhance ChatGPT’s ability to reason for the
system’s perspective by integrating in-context
learning with commonsense knowledge. Then,
we integrate the commonsense-based causality
explanation with both ChatGPT and a T5-based
model. Experimental evaluations demonstrate
that our method outperforms other comparable
methods on both automatic and human evalua-
tions.

1 Introduction

Empathy is a desirable capacity of humans to place
themselves in another’s position to show under-
standing of his/her experience and feelings and
respond appropriately. Empathy involves both cog-
nitive and affective aspects (Davis, 1983), includ-
ing the ability to perceive the user’s situation and
express appropriate emotions.

Previous work on empathetic response genera-
tion has primarily focused on the affective aspect of
emotional expression (Lin et al., 2019; Majumder
et al., 2020; Li et al., 2020) by emotion detec-
tion, without sufficient consideration of context
understanding. Recently, there has been a grow-
ing interest in exploring context understanding by
leveraging external commonsense knowledge for
reasoning emotion causes-effects or the user’s de-
sires, such as Sabour et al. (2022) and Wang et al.
(2022b,a).

I lost my job last year and got really angry.

xReact:

sad

xWant: 

to get a new job

Postcondition of user

I am sorry to hear that. I wish I can give you a new job.

User

System

COMET

(a) Example of using commonsense from COMET to gen-
erate a response from the user’s perspective.

I lost my job last year and got really angry.

xReact:

sad

xWant: 

to get a new job

xIntent:

to know what happened

xReact:

sad

Precondition of  responder Reasoning

Postcondition of user

I am sorry to hear that. Did it happen out of the blue?

User

Responder

COMET

(b) Example of a response from the actual responder’s per-
spective, based on reasoning reaction and intent to mimic
humans.

Figure 1: Two examples to produce a response from dif-
ferent perspectives. The blue solid box contains "xRe-
act" and "xWant" representing the user’s emotional re-
action and desires. The green dotted box comprises
"xReact" and "xIntent," representing the emotional re-
action and intention of the actual responder.

However, these approaches focus on understanding
the causalities from the user’s perspective.

Exploring the causality within the user’s con-
text and reasoning his/her desires can be helpful
so that the system’s intention is aligned with the
user’s desires, and the response is generated from
the user’s perspective (Figure 1(a)). However, in
real human communication, the responder’s inten-
tion is not always confined to the user’s desires,
as shown in Figure 1(b). Relying solely on the
user’s desire to generate a response may not fully
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understand the user’s experience, and leads to weak
empathy, as shown in Figure 1(a). Therefore, it is
necessary to incorporate both the user’s perspec-
tive (exploring his/her desire and reaction) and the
system’s perspective (reasoning its intention and
reaction to mimic humans) for empathetic response
generation.

Through the utilization of COMET (Bosselut
et al., 2019), which is a pre-trained GPT-2 model
(Radford et al. 2018) fine-tuned on the if-then rea-
soning graph from ATOMIC (Sap et al., 2019),
the system’s possible intentions can be predicted to
align with the user’s desires. However, the system’s
intention may not be constrained by the user’s de-
sire. Therefore, we do not adopt COMET for the
system’s intention reasoning.

ChatGPT1 has shown its efficacy in several tasks
(Zhao et al., 2023). Bang et al. (2023) introduced
ChatGPT’s potential in causal reasoning on human-
annotated explainable CAusal REasoning dataset
(E-CARE) (Du et al., 2022). However, it is based
on whether the model can make a judgment on cor-
rect causes or effects instead of generating causality
explanations. In this paper, we propose to enhance
it by incorporating in-context learning with com-
monsense reasoning for causality explanation. Our
main contributions are as follows:

• We propose to integrate a commonsense-
based causality reasoning for empathetic re-
sponse generation, which takes the system’s
intention and reaction, along with the user’s
desire and reaction.

• We propose to enhance ChatGPT’s capability
for causality explanation through the integra-
tion of in-context learning with commonsense
knowledge (desire, reaction, and intention).

• We present experimental results to demon-
strate both ChatGPT and a T5-based model,
integrated with the proposed commonsense-
based causality explanation, outperform other
competitive methods based on both automatic
and human evaluations.

2 Related Work

2.1 Commonsense and Causality Reasoning
for Empathetic Response Generation

Kim et al. (2021) extracted emotion causes from
the dialogue context by utilizing a rational speech

1https://chat.openai.com/

act framework. Sabour et al. (2022); Wang et al.
(2022b) utilized ATOMIC-2020 (Hwang et al.,
2021), which is a collection of commonsense rea-
soning inferences about everyday if-then events,
to enrich context understanding with information
on the user’s reactions, intentions, effects, needs,
and desires. However, these approaches only focus
on understanding the causalities within the context
from the user’s perspective for empathetic response
generation, ignoring the system’s perspective.

2.2 Large Language Models for Empathetic
Response Generation

With the development of large language models
such as GPT-3 (Brown et al., 2020) and ChatGPT,
many studies have shown their ability on various
NLP tasks with either a few-shot or zero-shot set-
ting (Madotto et al., 2021; Lee et al., 2022; Zhao
et al., 2023). Lee et al. (2022) introduced two se-
lection methods that choose in-context examples
based on emotion and situation information to gen-
erate empathetic responses by GPT-3. Zhao et al.
(2023) showed ChatGPT’s ability on empathetic
response generation. In this study, we enhance
ChatGPT with a commonsense-based causality ex-
planation prompt for empathetic response genera-
tion.

3 Preliminaries

3.1 Knowledge Acquisition

In order to generate commonsense inferences for
given events, we adopt a modified BART-based
(Lewis et al., 2019) variation of COMET, which
was trained on the ATOMIC-2020 dataset (Hwang
et al., 2021). This model is suitable for infer-
ring knowledge regarding unseen events (Hwang
et al., 2021), like events in the EmpatheticDialogue
dataset (Rashkin et al., 2018).

In the training process, we leverage this model
to infer the relations of xWant and xReact for each
user’s utterance in the training set and the relations
of xIntent and xReact for the system’s utterance,
which are inferred from the ground-truth response
in training. In the testing, we only infer the rela-
tions of xWant and xReact for the user’s utterance.
The system’s xIntent and xReact will be inferred
by the proposed causality reasoning module.

3.2 In-Context Example Selection

We enhance ChatGPT’s causality explanation
based on the few-shot setting. Given the sensitivity
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In-context example 
selection COMET

contextuser1
responsesys1

…

<xWant>user1, <xReact>user1
<xIntent>sys1, <xReact>sys1

…

example causalityexamples 

Few-shot examples construction

Input c COMET <xReact>user

<xWant>user

response
𝑟ChatGPT

Enhanced ChatGPT-based Response Generation

User causality
Inferring

Generation

<xIntent>sys
<xReact>sys

Reasoning

ChatGPT

Training Set

Causality Reasoning Module

(a) Proposed causality reasoning module and enhanced ChatGPT-based empathetic response generation method.

Generated 
response 𝑟T5

Emotion ℯ

COMET

T5 Decoder

T5 Encoderuser

Input c

T5 Encodersys
Causality Reaoning 
Module

T5 Encoderc

<xIntent>sys
<xReact>sys

Emotion Classifier

Causalitysys

Causalityuser

Context

<xReact>user
<xWant>user

T5-based Response Generation

(b) Integrating the causality reasoning module into a T5-based encoder-decoder for empathetic response generation.

Figure 2: Overview of our proposed model. The input c ends with the user’s utterance. The generated response rT5

and rChatGPT are in the role of the system (sys).

of large language models such as ChatGPT to in-
context examples (Liu et al., 2021; Lee et al., 2022),
we adopt a method similar to Lee et al. (2022) to se-
lect top-k examples from the training set based on
the similarity between the test conversation and the
training conversations. Specifically, we adopt Sen-
tence BERT introduced by Reimers and Gurevych
(2019) to encode the sentence semantics of the con-
versation. In this study, we compute the cosine
similarity between the situation utterance of the
training set and the test sample, which is annotated
in the dataset. Top-k samples are chosen from the
training set for each test sample as in-context few
shot examples for ChatGPT.

4 Proposed Method

Figure 2 shows an overview of our proposed
method. It consists of three components: (1)
Causality reasoning module, which aims to en-
hance the ChatGPT or T5 decoder with a causality
explanation for empathetic response generation. (2)
Enhanced ChatGPT-based response generation. (3)
T5-based response generation, which is based on
a trained T5 encoder-decoder to be compared with
other approaches that have developed their own
model using the EmpatheticDialogue dataset (Lin
et al., 2019; Majumder et al., 2020; Li et al., 2020;

Sabour et al., 2022; Majumder et al., 2022).

4.1 Causality Reasoning Module based on
ChatGPT

As outlined in Algorithm 1, this module consists of
four steps. Initially, for a test input c, we employ
the method outlined in Section 3.2 to select the
top-k relevant training samples, denoted as S, for
in-context learning, such as (context1, response1)
and (context2, response2) as exemplified in Table
13 in Appendix B.

In the second step, for each selected sample
(cn, rn) ∈ S, we leverage the COMET model
to infer the xWant (cnWant) and xReact (cnReact)
knowledge corresponding to the user’s utterance
cn. Additionally, we extract the xIntent (rnIntent)
and xReact (rnReact) knowledge pertaining to the
ground truth system response rn. This information
is then concatenated as few-shot examples (Table
13 in Appendix B), denoted asMprompt.

Thirdly, for the test input c, we obtain the xWant
(cWant) and xReact (cReact) knowledge using
COMET. Finally, they are appended toMprompt

as the prompt to ChatGPT, which reasons Intent
(rIntent) and React (rReact) from the system’s per-
spective based on the few-shot learning.
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4.2 Enhanced ChatGPT-based Response
Generation

The prompt provided to ChatGPT encompasses two
components: causality explanation from the user’s
perspective, predicted by COMET, and causality
explanation from the system’s perspective, derived
through the causality reasoning module described
in Section 4.1. These components, along with the
few-shot examples, are integrated into ChatGPT to
generate empathetic responses.

Algorithm 1 Commonsense-based causality expla-
nation prompt

Require: A training set D={(cn,rn)}Nn=1, N is the
number of training samples; a test input (c); c,
r represents context, ground truth response, re-
spectively; COMET model fθ (·)
/*Step 1: In-context examples selection*/
Msim ← empty list
for each d=(cn,rn) ∈ D do

Get similarity score: simn

Msim.append(simn)
end for
S={(cn,rn)}kn=1=max(Msim,k), k is the num-
ber of in-context examples
/*Step 2: Get the commonsense knowledge

for the selected examples */
Mprompt ← empty list
for each s ∈ S do

Get causality information (desire and reac-
tion of user, intent, and reaction of sys) for the
sample in S inferred by COMET

cnWant= fθ (cn + [xWant])
cnReact=fθ (cn + [xReact])
rnItent=fθ (rn + [xIntet])
rnReact=fθ (rn + [xReact])
kn=cnWant+cnReact+rnIntent+rnReact

Mprompt.append(cn,kn,rn)
end for
/*Step 3: Get the commonsense knowledge
for the test sample */
Get causality information (desire and reaction of
user) for the test sample c
cWant= fθ (c+ [xWant])
cReact=fθ (c+ [xReact])
/*Step 4: prompting ChatGPT, and output

the reasoned Intent, React for generating a
empathetic response*/
Input:M+

prompt=Mprompt+c+cWant+cReact

Output: rItent, rReact, rChatGPT

4.3 T5-Based Response Generation
Context and Causality Encoding For a test input
c, we use the COMET model to infer the user’s
causality information, which are desire and reac-
tion of the user (kuser: cWant and cReact), and
use the causality reasoning module based on Chat-
GPT to infer the system’s causality information,
which are intention and reaction of the system
(ksys: rItent, rReact). We utilize three T5 encoders
for encoding input context, the user’s causality in-
formation, and the system’s causality information.

zc = T5cenc(c)

zuser = T5userenc (kuser)

zsys = T5sysenc(ksys)

(1)

Emotion Classification In order to detect the user’s
affective state, we concatenate the context repre-
sentations and the user’s causality information, and
then pass them through a linear layer followed by a
softmax operation to produce the emotion category
distribution:

pe = softmax(We(zc ⊕ zuser)) (2)

where We is the weight vector of the linear layer.
Given the ground-truth emotion label e∗ for each
conversation, the cross-entropy loss is computed to
optimize the process of emotion classification:

Le = − log(pe(e
∗)) (3)

Response Generation We fuse and feed the infor-
mation of the user’s context and the corresponding
causality explanation of the user and the system to
a fully-connected (FC) layer.

zfused = FC([zc ⊕ zuser ⊕ zsys]) (4)

Subsequently, the target response rT5 = [y1,...,yT
] with length T , is generated by the T5 decoder
token by token:

p (yt|c, y<t) = T5cdec(Ey<t, zfused) (5)

where Ey<t denotes the embeddings of the to-
kens that have been generated. The negative log-
likelihood for generation is defined as:

Lgen = −
T∑

t=1

log p (yt|c, y<t) (6)

The combined loss is defined as:

L = Le + Lgen (7)
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Table 1: Evaluations of reaction and intention reasoned by ChatGPT+Causalityuser,sys, and we set the corresponding
knowledge of ground-truth response inferred by COMET as the reference. PBert, RBERT, and FBert represent
Bertscore in terms of precision, recall, and F1, respectively.

Reaction Intention

k F1 BLEU-2 BLEU-3 BLEU-4 PBert RBert FBert F1 BLEU-2 BLEU-3 BLEU-4 PBert RBert FBert

2 19.32 6.81 3.16 1.56 91.92 92.60 92.25 13.29 14.65 6.39 3.49 88.90 89.17 89.02
3 21.83 7.12 3.25 1.34 92.28 92.74 92.50 14.49 17.39 8.91 5.37 89.13 89.40 89.26
4 25.83 8.74 3.72 1.48 92.55 92.92 92.73 15.14 19.05 10.07 6.14 89.30 89.54 89.41
5 27.87 8.52 3.55 1.69 92.76 92.95 92.85 15.00 19.74 10.69 6.51 89.29 89.46 89.37
6 29.53 9.43 4.14 0.00 93.15 93.22 93.18 15.71 20.72 11.55 7.25 89.62 89.76 89.68

5 Evaluation of Causality Explanation
based on ChatGPT

We first evaluate how the output of the causality
reasoning module is matched with the reaction and
intention of the actual (ground-truth) response.

5.1 Dataset

The EmpatheticDialogues dataset of 25k empa-
thetic conversations is used. The ratio for train-
ing/validation/test is 8:1:1.

5.2 Setting

For the experiments based on ChatGPT, we used
the "gpt-3.5-turbo" engine version with a tempera-
ture of 0. We used the 10% of the EmpatheticDia-
logue test set for this evaluation (250 samples for
single-turn and multi-turn settings, respectively).

5.3 Automatic Metrics

(Macro-averaged) F1 score (Rajpurkar et al.,
2016), precision, and recall are computed by match-
ing the portion of words in the generation and
ground truth that overlap after removing stopwords.
BLEU (Papineni et al., 2002) evaluates the match-
ing between n-grams of the generated response to
the ground truth. We utilize BLEU-2, BLEU-3,
and BLEU-4 scores.
BERTScore (Zhang et al., 2019) is a BERT-based
evaluation measure for text generation, which fo-
cuses on lexical semantic similarity between the
generated response and the ground truth. We adopt
its precision, recall, and F1 score (PBERT, RBERT,
FBERT). We used the RoBERTa-Large (Liu et al.,
2019) version.

5.4 Results

We evaluate the performance of the system’s inten-
tion/reaction reasoning under a different number
of in-context examples. Experimental results in
Table 1 show that increasing the value of k allows

for ChatGPT to generate reactions and intentions
that are more closely aligned with those inferred
by COMET from the ground truth response.

6 Evaluations on ChatGPT-Based
Response Generation

Then, we evaluate the responses generated by Chat-
GPT.

6.1 Evaluation Models
ChatGPT: The prompt given to ChatGPT includes
only the chosen in-context raw examples S from
the training set, along with the test sample.
ChatGPT+Causalityuser,sys: The commonsense-
based causality explanation prompt M+

prompt is
utilized to generate a response by ChatGPT, as
illustrated in Algorithm 1.

6.2 Evaluation Metrics
6.2.1 Automatic Metrics
EMOACC: Following Welivita and Pu (2020); Lee
et al. (2022), we utilize the EMOACC 2 to measure
the emotion accuracy of the generated responses,
which is a fine-tuned BERT-base (Devlin et al.,
2018) model on the EmpatheticDialogue dataset.
EMPTOME (Sharma et al., 2020): It consists
of three empathy metrics: Interpretations (IP),
which represent expressions of acknowledgments
or understanding of the interlocutor’s emotion or
situation. For example, a response like "I also
worked hard for the math exam, which made me
anxious," is considered a stronger interpretation
than "I understand how you feel." Explorations
(EX), which represent expressions of active interest
in the interlocutor’s situation. For instance, a state-
ment like "Are you feeling terrified right now?"
exhibits stronger exploration compared to "What
happened?" Emotional Reactions (ER), which

2https://github.com//passing2961/
EmpGPT-3
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represent expressions of explicit emotions. They
are computed by pre-trained empathy identification
models.3 Specifically, RoBERTa (Liu et al., 2019)
models are separately fine-tuned for each metric by
evaluating the generated response to the number of
0, 1, or 2, a higher value means stronger empathy.
Coherence: We leverage the BERTScore (Zhang
et al., 2019) to quantify coherence by computing
the semantic similarity between the generated re-
sponse and the input context.

6.2.2 Human A/B Test

We also conducted A/B test to compare the per-
formance of ChatGPT+Causalityuser,sys and Chat-
GPT. For each comparison, three crowd-workers
are asked to choose the better one or select "Tie"
based on three aspects: Empathy, Coherence, and
Informativeness (Sabour et al., 2022). (1) Empa-
thy (Emp.) measures whether the generated re-
sponse understands the user’s feelings and experi-
ences. (2) Coherence (Coh.) measures whether the
response is coherent/relevant in context. (3) Infor-
mativeness (Inf.) evaluates whether the generated
response conveys more information corresponding
to the context.

6.3 Results and Analysis

6.3.1 Number of In-context Examples

We investigate the effect of the number of
in-context examples using our proposed
commonsense-based causality explanation
prompt. Table 2 shows that setting k to 4 results in
the highest emotion accuracy, and setting k to 2
yields better exploration and emotional reactions.
Therefore, we select k values of 2 and 4 for the
experiments.

Table 2: Ablation study on the number of in-context
examples k in the prompt.

EMOACC IP EX ER

k=2 0.24 0.08 0.57 1.10
k=3 0.25 0.09 0.48 1.05
k=4 0.27 0.09 0.40 1.04
k=5 0.25 0.10 0.33 1.00
k=6 0.25 0.08 0.32 1.01

3https://github.com/behavioral-data/
Empathy-Mental-Health

6.3.2 Experimental Results
Table 3 and Table 4 present the results of Chat-
GPT and ChatGPT+Causalityuser,sys with k set
to 2 and 4, under the single-turn and multi-turn
settings, respectively. In the single-turn setting,
a test sample consists of one utterance, while in
the multi-turn setting, a test sample contains mul-
tiple turns. From the four comparisons, we ob-
serve that ChatGPT+Causalityuser,sys outperforms
ChatGPT in at least 5 out of 7 evaluation metrics.
Notably, ChatGPT+Causalityuser,sys significantly
outperforms ChatGPT on EMOACC and ER, in-
dicating that ChatGPT+Causalityuser,sys can gen-
erate responses with appropriate emotions. This
can be attributed to the inclusion of inferred user
emotions and reasoned system emotions, which
provide appropriate affective information for gen-
erating empathetic responses. This improvement
addresses the limitation of ChatGPT on emotion
recognition, as highlighted in Zhao et al. (2023).

ChatGPT+Causalityuser,sys performs bet-
ter when k is set to 2 under the single-
turn setting. Overall, the performance of
ChatGPT+Causalityuser,sys is superior in the
single-turn setting compared to the multi-turn
setting. This discrepancy can be attributed to
COMET, which is trained based on events, not
context, making it less effective in predicting
causality for long context. To solve the limitation
of COMET will be placed on our future work.

The results of the human A/B test in Table
5 show that ChatGPT+Causalityuser,sys is better
than ChatGPT on the aspects of Empathy and In-
formativeness because of the enriched knowledge
by the commonsense-based causality explanations.

7 Experiments on T5-Based Response
Generation

Finally, we evaluate the responses generated by the
T5-based model.

7.1 Evaluation Metrics

(1) Perplexity (PPL) (Vinyals and Le, 2015) which
measures the confidence of the generated response.
(2)BLEU. (3) D1/D2 (Distinct-1/ Distinct-2) (Li
et al., 2016) which evaluates the diversity aspect.
(4)BERTscore. (5) Human A/B Test.

7.2 Evaluation Models

Affection-based Methods: MoEL (Lin et al.,
2019); MIME (Majumder et al., 2020); EmpDG
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Table 3: Evaluations on the effectiveness of causalityuser,sys when k set to 2 and 4 with the single-turn setting for
our ChatGPT-based methods.

Method
Empathy Coherence

EMOACC IP EX ER PBERT RBERT FBERT

k=2
ChatGPT 0.060 0.073 0.341 0.923 0.877 0.872 0.875
ChatGPT+Causalityuser,sys 0.280 0.104 0.768 1.116 0.886 0.878 0.882

k=4
ChatGPT 0.036 0.081 0.323 0.867 0.882 0.875 0.879
ChatGPT+Causalityuser,sys 0.280 0.120 0.528 1.076 0.888 0.874 0.881

Table 4: Evaluations on the effectiveness of causalityuser,sys when k set to 2 and 4 with the multi-turn setting for
our ChatGPT-based methods.

Method
Empathy Coherence

EMOACC IP EX ER PBERT RBERT FBERT

k=2
ChatGPT 0.083 0.065 0.318 0.917 0.891 0.902 0.894
ChatGPT+Causalityuser,sys 0.199 0.058 0.397 1.094 0.899 0.907 0.901

k=4
ChatGPT 0.062 0.072 0.297 0.866 0.896 0.904 0.898
ChatGPT+Causalityuser,sys 0.256 0.065 0.282 1.007 0.902 0.904 0.901

Table 5: Human A/B test when k set to 2 and 4 with the
single-turn setting for our ChatGPT-based methods.

Comparisons Aspects Win Loss Tie

ChatGPT+Causalityuser,sys
vs. ChatGPT (k=2)

Emp. 50.7 36.0 13.3
Coh. 42.7 42.0 15.3

Inf. 51.3 37.3 11.3

ChatGPT+Causalityuser,sys
vs. ChatGTP (k=4)

Emp. 49.3 32.7 18.0
Coh. 20.0 24.0 56.0

Inf. 43.3 40.7 16.0

(Li et al., 2020).
COMET-based Method: CEM (Sabour et al.,
2022), which employs commonsense knowledge,
such as the user’s reactions, intentions, desires,
needs, and effects, to enhance its understanding
of the interlocutor’s situations and emotions.
T5-based Method: LEMPEx (Majumder et al.,
2022), which adopts T5 as the encoder-decoder and
utilizes a combination of exemplar-based retrieval,
a response generator, and an empathy control mod-
ule to generate empathetic responses.
T5 (Raffel et al., 2020): We utilize the T5 model as
our base encoder-decoder architecture, integrating
with the emotion classifier. We train it from scratch
on the EmpatheticDialogue dataset.
T5+Causalityuser: The T5 model is extended
with an additional T5 encoder for user’s de-
sires/reactions.
T5+Causalityuser,sys: The T5 model is extended
with two T5 encoders for the user’s causality at-
tributes (desires/reactions) and the system’s causal-

ity attributes (intentions/reactions), respectively.

7.3 Settings

We trained T5-small (Raffel et al., 2020) from
scratch on the EmpatheticDialogues dataset. The
learning rate is set to 0.00001, the batch size is set
to 8, we utilize the top-k search decoding strategy
with k set to 20, and sampling with the temperature
set to 0.2, the max generation length set to 40.

7.4 Results and Analysis

Previous studies (Sabour et al., 2022; Majumder
et al., 2022) have shown that CEM and LEMPEx
outperformed MoEL, MIME, and EmpDG. There-
fore, we compared our method with CEM and
LEMPEx in the human A/B test. Automatic evalu-
ation results shown in Table 6 and human A/B test
results shown in Table 7 demonstrate the effective-
ness of the proposed commonsense-based causality
explanation (Causalityuser,sys). The performance
comparison presented in Table 8 demonstrates the
superiority of our method over the baselines in
terms of emotion accuracy (EMOACC), interpre-
tation (IP), and emotion reaction (EX) when com-
pared to the ground truth.

7.5 Comparison between T5-based and
ChatGPT-based Response Generation

We conducted a performance comparison between
the T5-based and ChatGPT-based response gener-
ation, as presented in Table 9. In terms of "Em-
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Table 6: Automatic evaluation results of baselines and our T5-based method. Bold denotes the best score.

Methods PPL ↓ BLEU-2 BLEU-3 BLEU-4 D1 D2 PBERT RBERT FBERT

Baselines

MOEL 37.63 8.63 4.25 2.43 0.38 1.74 86.19 85.67 85.91
MIME 36.84 8.37 4.31 2.51 0.28 0.95 86.27 85.59 85.92
EmpDG 38.08 7.74 4.09 2.49 0.46 1.90 86.09 85.49 85.78
CEM 36.36 6.35 3.55 2.26 0.54 2.38 86.61 85.39 85.98
LEMPEx 30.42 2.1 0.8 0.35 1.02 10.81 83.60 83.09 83.34

Ours
T5 46.13 3.59 1.94 1.15 0.49 2.82 86.69 84.07 85.35
T5+Causalityuser 15.26 4.84 1.97 0.89 1.08 10.75 90.16 89.48 89.80
T5+Causalityuser,sys 13.07 10.53 6.34 4.06 0.75 5.52 92.24 90.76 91.48

Table 7: Results of human A/B test for our T5-based
model.

Comparisons Aspects Win Loss Tie

T5+Causalityuser,sys
vs. CEM

Emp. 42.0 40.0 18.0
Coh. 38.7 33.3 28.0

Inf. 38.3 44.3 17.3

T5+Causalityuser,sys
vs. LEMPEx

Emp. 53.0 35.0 12.0
Coh. 39.0 33.3 27.7

Inf. 50.0 38.0 12.0

Table 8: Evaluation results of the responses generated
by our T5-based method and baselines. The closest to
the ground truth is marked as bold.

Methods EMOACC IP EX ER

MoEL 0.103 0.184 0.209 1.166
MIME 0.076 0.099 0.207 1.256
EmpDG 0.091 0.150 0.169 1.270
CEM 0.091 0.091 0.569 0.950
LEMPEx 0.090 0.135 0.861 0.575

T5 0.049 0.110 0.408 1.299
T5+Causalityuser 0.093 0.172 0.685 0.784
T5+Causalityuser,sys 0.125 0.271 0.498 0.751

Ground Truth 0.190 0.279 0.688 0.501

pathy," ChatGPT+Causalityuser,sys outperforms
T5+Causalityuser,sys for EMOACC, EX, and ER,
but performs worse for IP. Stronger interpretation
(IP), which involves understanding and empathiz-
ing through shared experiences (Sharma et al.,
2020), is more frequently observed in the T5-based
model, which was trained from the ground truth.
In contrast, ChatGPT-based generation is not con-
strained by the ground truth and tends to respond
from the perspective of a machine.

In terms of "Diversity" and "BLEU," it is evident
that ChatGPT+Causalityuser,sys exhibits a larger
diversity but results in a higher degree of mismatch
with the ground truth (lower BLEU scores), indi-

Table 9: Automatic evaluation results of
T5+Causalityuser,sys and ChatGPT+Causalityuser,sys

(k=2, with whole test set and both single and multi-turn
settings).

Evaluations
T5+ ChatGPT+

Causalityuser,sys Causalityuser,sys

Empathy

EMOACC 0.125 0.235
IP 0.271 0.046

EX 0.498 0.668
ER 0.751 1.109

Diversity
D1 0.75 2.91
D2 5.52 16.44

BLEU
BLEU-2 10.53 3.95
BLEU-3 6.34 2.17
BLEU-4 4.06 1.32

cating a potential need of balancing the response
diversity and the accuracy in generating empathetic
responses.

Comparative case studies between T5-based and
ChatGPT-based models with corresponding base-
lines can be seen in Appendix C.

8 Conclusions and Future Work

We have proposed a commonsense-based causality
explanation approach for diverse empathetic re-
sponse generation that considers the system’s inten-
tions and reactions as well as the user’s desires and
reactions. Specifically, we enhance ChatGPT’s abil-
ity to reason the system’s intentions and reactions
by integrating in-context learning with common-
sense knowledge (desire, reaction, and intention).
We have integrated the commonsense-based causal-
ity explanation with both ChatGPT and a trained T5
model. The experimental results demonstrate that
our method outperforms other competitive methods
on both automatic and human evaluations.

In the future, we will explore fine-grained ap-
proaches for causality explanation from the per-
spective of both the user and the system.
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A Case Analysis on the COMET

We evaluate the effectiveness of COMET in infer-
ring intents and reactions since ChatGPT’s ability
to reason them is sensitive to the given in-context
examples. We assess 60 samples from the Em-
patheticDialogue dataset based on two evaluation
metrics: (1) Whether the inferred intents or reac-
tions capture the context; (2) whether there are any
conflicts among the generated intents or reactions.

We find that 51 out of 60 intent predictions and 46
out of 60 reaction predictions are acceptable. Table
10 and 11 show the example of reasoned intentions
and reactions, respectively.

Table 10: Example intents inferred from COMET

An accepted example:
sys: Did you suffer any injuries?
sys’s intents: to make sure they are ok; to know if you are ok.

An unaccepted example that does not satisfy metric (1)
sys: I understand that one, they are my favorite place to eat.
sys’s intents: to eat food; to eat good.

An unaccepted example that does not satisfy metric (2)
sys: Jeez! It’s so unfortunate... very sad really.
sys’s intents: to be sad; to be happy.

Table 11: Example reactions referred by COMET

An accepted example
sys: That’s not good. Do you own a gun?
sys’s reactions: scared; worried; nervous; fearful; angry

An unaccepted example that does not satisfy metric (2)
sys: oh man. I’m all about discipline!
I don’t like spoiled bratty kids.
sys’s reactions: angry; good; happy; controlling; bad

B Introduction in the prompt for
ChatGPT

The introduction in the prompt for ChatGPT is
shown in Table 12, and the few-shot examples con-
struction is in Table 13.

C Case Studies and Error Analysis

Table 14 shows a case about the comparison be-
tween ChatGPT and ChatGPT+Causalityuser,sys,
and illustrates the impact of our proposed
commonsense-based causality explanation. We
can see that both the responses by ChatGPT
and ChatGPT+Causalityuser,sys show emotion
reactions to the user’s context. However,
ChatGPT+Causalityuser,sys outperforms ChatGPT
by providing detailed suggestions that align with
the user’s desires based on reasoned intentions. As
discussed in Section A, COMET is not always reli-
able in its predictions. This sensitivity is evident in
Table 15, where the user’s inferred desires mislead
the reasoned intentions of the system.

Table 16 further shows comparative case stud-
ies between T5-based and ChatGPT-based models
with corresponding baselines.
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Table 12: Introduction template to ChatGPT for causality reasoning and empathetic response generation.

Introduction:
Assuming that you are sys, who is a friend of the user. You are empathetic sometimes.
In this task, you are given the user’s input and the information of "user wants to:" and "user reacts to:":
"user wants to:", which means what the user wants to do after the input;
"user reacts to:", which means how the user react to the input.

After that, please reason about the following two parts:
"sys’s intent:": which means what the sys wants to do after the input, or what’s the intent of sys to respond to the input;
"sys reacts to:", which means how the sys reacts to the input.

Then you respond (should be concise, no more than 30 words) to the input based on the information
of user’s input, "user wants to:", "user reacts to:", "sys’s intent:", "sys reacts to:".

"sys:": which means the response of sys.

Please generate the following three parts in the format below:
sys’s intent:
sys reacts to:
sys:

Table 13: Few-shot examples (top-2 examples).

Test input user: I’m so excited because I’m finally going to visit my parents next month! I didn’t see them for 3 years.

Few-shot1

context1
user1: Someone is visiting me soon and I can’t wait!
sys1: Who is it?
user1: My mom, she is amazing.

example
causality

<xWant>user1: to have a good time. to talk to their mom. to have fun with Mom.
<xReact>user1: excited. happy. satisfied. good. loved.
<xIntent>sys: to be with her. to be loved. to be nice. happy.
<xReact>sys: happy. excited. proud. good. loving.

response1 sys1: I bet she is! I am so glad you get to see her. Mom’s are awesome!

Few-shot2

context2
user2: My family is coming to visit!
sys2: Awesome. When are they coming and for how long?
user2: They are coming next year from Africa!

example
causality

<xWant>user2: to have a good time. to go to the airport. to have fun with the family.
<xReact>user2: happy. excited. happy. excited. loved.
<xIntent>sys2: to see the sights. to be with family. to be with them. to have fun.
<xReact>sys2: happy. excited. satisfied. tired. relieved.

response2 sys2: That’s a long trip. I hope they have a good time.

Table 14: Case studies of the proposed method and baseline. Blue texts represent cognition, and orange texts
show affection. Desiresuser and Reactionsuser are inferred by COMET, while Intentionssys and Reactionssys are
reasoned by ChatGPT+Causalityuser,sys. "sys" is the abbreviation of system.

Context user: I’m so scared of bugs! i found one in my hair yesterday and almost died.

ChatGPT sys: That’s so scary! Did you manage to get it out?

Desiresuser user wants: to get rid of bugs; to go to the doctor; to run away.
Reactionsuser user reacts to: scared; frightened; terrified; afraid; nervous.
Intentionssys sys’s intent: to comfort; to help; to offer advice; to be supportive; to avoid bugs.
Reactionssys sys reacts to: empathetic. caring. helpful. understanding. supportive.
ChatGPT+Causalityuser,sys sys: I know how you feel, bugs are the worst. Have you tried using bug spray or wearing a hat outside?
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Table 15: Error analysis of COMET knowledge’s negative impact on the causality explanation.

Context user: I’m so grateful for my family due to an incident with my friend.

ChatGPT sys: What happened with your friend?

Desiresuser user wants: to make amends to their friend; to make amends for the incident.
Intentionssys sys’s intent: to help; to support; to be a good friend; to be there for user.
ChatGPT+Causalityuser,sys sys: I’m here for you if you need any help making amends with your friend.

Table 16: Comparative case studies between T5-based and ChatGPT-based models with corresponding baselines.
Meanwhile, Causalityuser,sys includes both Causalityuser and Causalitysys.

Context
user: I’m so sad because I’ve read an article about a newborn girl who died
because her parents didn’t believe in medication and doctors.

Baselines

MOEL sys: I am so sorry to hear that. I hope you are able to find her.
MIME sys: That is sad. I am sorry to hear that.
EmpDG sys: I am sorry to hear that. I hope you find out of it.
CEM sys: Oh no, I am so sorry to hear that.
LEMPEx sys: I’m sorry to hear that. I’m so sorry to hear that.

Ours

T5 sys: Oh no! I’m so sorry to hear that. What happened?

T5+Causalityuser
Causalityuser

user wants: to tell their friends; to cry; to find out what happened.
user reacts to: sad; sorrowful; depressed; upset.

Response sys: Oh, that’s terrible. I am so sorry for your loss.

T5+Causalityuser,sys
Causalitysys

sys’s intent: to comfort spk1; to show empathy; to be supportive.
sys reacts to: sad; upset; empathetic; sympathetic; concerned.

Response sys: I know what you mean, I would have been so mad!

Baseline ChatGPT
sys: That’s heartbreaking.
It’s important to trust medical professionals and seek help when needed.

Ours ChatGPT+Causalityuser
sys: That’s really heartbreaking.
I’m here for you if you need to talk or just need someone to listen.

Context user: I think that the girl of my dreams likes somebody else. I feel very sad about it.

Baselines

MOEL I am sorry to hear that. I hope you can find a new one.
MIME I am sorry to hear that. I hope you can find a good relationship with her.
EmpDG I am sorry to hear that.
CEM I am sorry to hear that.
LEMPEx I understand that. it’s really stressful.

Ours

T5 I’m sorry to hear that. I hope you can find a new job.

T5+Causalityuser
Causalityuser

user wants: to find a new girlfriend; to ask her out.
user reacts to: sad; upset; unhappy; disappointed; angry.

Response sys: what did he buy you?

T5+Causalityuser,sys
Causalitysys

sys’s intent: to comfort; to encourage; to help find a new love.
sys reacts to: sympathetic; caring; supportive; encouraging.

Response
sys: I know how you feel.
I have been there before and it is hard to find a new one.

Baseline ChatGPT
sys: I’m sorry to hear that.
It’s tough when we have feelings for someone who doesn’t feel the same way.

Ours ChatGPT+Causalityuser,sys
sys: I’m sorry to hear that.
Maybe it’s time to move on and find someone who appreciates you.
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