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Abstract

Legal judgment assistants are developing fast
due to impressive progress of large language
models (LLMs). However, people can hardly
trust the results generated by a model with-
out reliable analysis of legal judgement. For
legal practitioners, it is common practice to uti-
lize syllogistic reasoning to select and evaluate
the arguments of the parties as part of the le-
gal decision-making process. But the develop-
ment of syllogistic reasoning for legal judgment
analysis is hindered by the lack of resources:
(1) there is no large-scale syllogistic reason-
ing dataset for legal judgment analysis, and
(2) there is no set of established benchmarks
for legal judgment analysis. In this paper, we
construct and manually correct a syllogistic rea-
soning dataset for legal judgment analysis. The
dataset contains 11,239 criminal cases which
cover 4 criminal elements, 80 charges and 124
articles. We also select a set of large language
models as benchmarks, and conduct a in-depth
analysis of the capacity of their legal judgment
analysis.

1 Introduction

Legal judgment assistants are growing rapidly due
to large demands from legal practitioners and nor-
mal citizens (Cui et al., 2022) and the impressive
progress of large language models (Liu et al., 2023;
Li et al., 2021; Zhao et al., 2023). The core tech-
nique employed in those assistants is legal judg-
ment analysis, which aims to analyze the descrip-
tion of a fact and produce reasonable results of a
legal judgment.

There are two genres of approaches toward le-
gal judgment analysis. One group of researchers
is actively working on legal judgment prediction
(LJP) (Feng et al., 2022). The main goal is to pre-
dict the results of a legal judgment (e.g., charges, le-
gal articles, and terms of penalty) given the descrip-
tion of a fact (Xiao et al., 2018). This prediction
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Input: Fact

Defendant A used a credit card from Bank B in May 2008 for malicious
overdraft consumption of 18060 yuan without repayment.

Task 4: Legal Judgment Prediction

Charge: Crime of Credit Card Fraud
Penalty Term: Imprisonment of up to five years

Task 1: Article Retrieval 

Generated Query: 
A324 Credit Card Fraud Crime
Using Fiction of Identity or
Overdraft of Credit Cards for
Fraud. 
. . .
Retrived Document: Article 196
[Crime of Credit Card Fraud]
Whoever 
Maliciously overdrawns, with a
relatively large amount, result in
infringement bank's property
security , shall be sentenced to not
more than five years or detention. 
. . .

Task 2: Criminal Element Generation 

Subject: Defendant A who is a fully
capable person.

Subjective Element: Intent, Defendant
A knows overdrafting and refuses to
repay the bank. 

Object: Bank B's property security

Objective Elements: 
1. Time: May 2008. 
2. Location: Bank B. 
3. Action: Overdraft consumption
through credit card. 
4. Results: 
The overdraft amount reaches 18060

Task 3: Article Interpretation Generation

Article 196: Defendant A maliciously overdrawn his credit card with a huge
amount, which meets the Articel 196 of credit card fraud.

M
inor Prem
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M
ajor Prem

ise

C
onclusion

Figure 1: An example of criminal case of the credit
card fraud. The output of task 1 is the main premise.
The output of task 2 is the minor premise. The outputs
of task 3 and 4 are the conclusion. The corresponding
segments to different parts are marked in the same color.
We mark the corresponding segments in different parts
with the same color.

process is typically accomplished through multi-
classification (Xu et al., 2020; Yue et al., 2021a;
Feng et al., 2022) or generation (Deroy et al., 2023)
based on LLMs. However, people cannot fully trust
the results predicted by LJP without analytical de-
tails of legal judgments (Cui et al., 2022).

Another group of researchers explores court
view generation (CVG) (Ye et al., 2018; Yue et al.,
2021b; Wu et al., 2020) to enable the interpretabil-
ity of the results of legal judgment. The core idea is
to generate phrases or sentences in the description
of a fact as rationales for supporting legal judgment
results. However, the generated rationales might be
specious (Chao et al., 2019) and can not represent
the whole analysis process that leads to the final
result.
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In practice, syllogistic reasoning is routinely em-
ployed by judges to assess the parties’ arguments
for legal judgments, thereby maintaining consis-
tency and fairness in their decision-making process.
(Hart et al., 2012; Constant, 2023). It allows judges
to break down legal arguments into logical compo-
nents, including major premise, minor premise and
conclusion (Gardner, 2007; Constant, 2023).

In this work, we seek to answer the following
research questions:
• RQ1: How do LLMs perform on the syllogistic

reasoning for legal judgment analysis?
• RQ2: How does syllogistic reasoning impact the

performance of LLMs in legal judgment analy-
sis?
We make three main contributions to facilitate

research into syllogistic legal judgment analysis
(SLJA): a formalization, a dataset, and benchmarks.
Let us expand on each of these.

We formalize SLJA as four interrelated tasks
(See Figure 1): (1) article retrieval (AR) selects
relevant articles from article database as a major
premise; (2) criminal element generation (CEG)
generates the criminal elements of a fact as a minor
premise; (3) article interpretation generation (AIG)
produces the applicable articles and corresponding
rationale according to major and minor premises;
(4) legal judgment prediction (LJP) generates the
judgments results according to the applicable arti-
cles.

We construct a dataset for SLJA. First, we select
criminal cases from the CAIL-Long dataset (Xiao
et al., 2021) with the most common charges whose
frequencies are larger than 40. Then, we invoke the
ChatGPT API to generate the results of four tasks
for the selected cases. Finally, we hire 22 work-
ers with a legal background to revise the results
generated by ChatGPT.

We select four state-of-the-art LLMs as bench-
marks, including ChatGLM (Zeng et al., 2022),
Davinci002, Davinci003, and ChatGPT 1. We com-
pare the performance of each model in each task
with and without syllogistic templates (See Ap-
pendix A) as prompts. Through extensive experi-
ments and analyses, we conclude that (1) SLJA is
still challenging for state-of-the-art LLMs; (2) and
syllogistic reasoning can provide effective informa-
tion for LLMs to improve the performance of legal
judgment analysis.

1https://platform.openai.com/docs/models/
gpt-3-5

Our contributions can be summarized as follows:
• Four interrelated tasks proposed for syllogistic le-

gal judgment analysis (SLJA). It is motivated by
the practical application of syllogistic reasoning
in legal judgments.

• The first Chinese SLJA dataset, which includes a
detailed analysis process of syllogism. It facili-
tates the frontier researches on consistency and
fairness in the legal decision-making process.

• Benchmarks based on the state-of-the-art LLMs,
extensive experimental results, and in-depth anal-
yses.

2 Related Work

2.1 Legal Judgment Prediction

Recent research focuses on exploring tailored tasks
and datasets (See Table 1), and proposing effective
models.

The task of LJP is originally defined to predict
the results of a legal judgment given the descrip-
tions of a fact (Kort, 1957). The early-stage focus
was primarily on theoretical and quantitative anal-
ysis (Nagel, 1963; Keown, 1980), without large-
scaled datasets. CAIL2018 (Xiao et al., 2018) is
the first large-scale Chinese legal dataset for judg-
ment prediction. Zhong et al. (2018) also includes
annotations of the topological dependencies among
articles, charges, and terms of penalty. These
datasets have garnered significant attention due
to their predictive results encompassing charges,
penalty terms, and applicable law articles (Xiao
et al., 2018; Chalkidis et al., 2019; Niklaus et al.,
2021). Xiao et al. (2021) collect the cases with
longer facts, which distribution is close to actual
cases. To enable interpretability, Ge et al. (2021)
provide annotations of article-fact correspondence
for relevant law article recommendation. Wu et al.
(2022) generate rationales for both charge and term
of penalty, which are proved to be useful for LJP.
An et al. (2022) annotate the criminal elements for
each sentence in facts. However, none of these
datasets can be used to comprehensively evaluate
syllogistic legal reasoning when completing legal
analysis tasks.

Traditional LJP models are focused on the statis-
tical methods (Segal, 1984; Gardner, 1987). With
the development of neural networks, RNN-based
and transformer-based models have emerged as the
prevailing models for LJP. Chalkidis et al. (2019)
evaluate several GRU-based and BERT-based mod-
els and find that these models outperform the SVM
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Task Statistic

Dataset AR CEG AIG LJP #CE Type Avg. #Fact #Charge #Term #Article #Case

CAIL-2018 (Xiao et al., 2018) ! % % ! - 386 202 3 183 2,676,075
CAIL-Long (Xiao et al., 2021) ! % % ! - 916 201 5 244 115,849
DPAM (Wang et al., 2018) ! % % % - 1,455 0 0 70 17,160
TOPJUDGE-CJO† (Zhong et al., 2018) ! % % ! - - 99 3 98 1,007,744
TOPJUDGE-PKU† (Zhong et al., 2018) ! % % ! - - 64 3 68 175,744
TOPJUDGE-CAIL† (Zhong et al., 2018) ! % % ! - - 122 3 105 113,536
MLMN (Ge et al., 2021) ! % % ! - 146 0 0 86 1,189
SCE (An et al., 2022) % % % ! 3 230 7 0 0 685
RLJP (Wu et al., 2022) ! % % ! - 402 48 1 95 89,768

Court-view-gen (Ye et al., 2018) % % % % - 219 51 0 0 171,981
C3VG (Yue et al., 2021b) % % % ! - 221 62 5 0 62,939

SLJA-SYN ! ! ! ! 4 1,237 80 5 136 23,913
SLJA-COR ! ! ! ! 4 1,379 80 5 124 11,239

Table 1: Comparison among the proposed SLJAs dataset and other datasets related to legal judgment. † indicates
the datasets are not publically available. SLJA-SYN is a dataset generated using ChatGPT, while SLJA-COR is a
dataset derived from SLJA-SYN through manual correction and selection.

Dataset
CEG

AIG LJP
Object Subject Objective Sujective

SLJA-SYN 65.7 33.3 119.7 66.4 318.5 82.7
SLJA-COR 66.9 40.1 119.8 66.0 156.9 36.5

Table 2: Average length of each subtasks in SLJA-SYN
and SLJA-COR.

with bag-of-words. Zhong et al. (2018) combine
LSTM models for different LJP task in a topologi-
cal graph framework. Yang et al. (2019) propose
the collocation attention mechanism to improve the
performance of LSTM on LJP. Zhou et al. (2022)
propose the deep gating network (DGN) to aggre-
gate the features of charges. Zhao et al. (2022) and
Lyu et al. (2022) propose reinforcement learning
models to extract the sentences of facts that contain
criminal elements. Xu et al. (2020) and Zhang et al.
(2023) propose to improve the performance of LJP
through distinguishing similar charges or articles.
Yue et al. (2021a) propose to adopt different parts
of facts to conduct judgment predictions. Although
these traditional models have exhibited a remark-
able proficiency in surpassing the majority base-
lines legal tasks. The escalation towards more po-
tent LLMs as state-of-the-art (SOTA) benchmarks
has become an undeniable trajectory in recent re-
search. More recently, LLMs have been rapidly de-
veloped and have become state-of-the-art. Several
works start to explore how to design legal prompts
to improve the performance of LJP, for instance,
Trautmann et al. (2022) introduce the legal prompt
engineer for LJP, Yu et al. (2022) utilize the chain-
of-thought for legal entailment task, Huang et al.

(2023) release the Lawyer LLaMA, which is fine-
tuned with legal datasets (Chen, 2018; Zhong et al.,
2020) based on LLaMA model (Touvron et al.,
2023). Therefore, we also choose state-of-the-art
LLMs as benchmarks in this work. Although these
works produce the judgment results according to
the facts, they do not provide the analysis process,
which makes the judgment results untrustable.

2.2 Court View Generation
Court view generation was first proposed to auto-
matically generate rationales for judgment results
given facts (Ye et al., 2018). Wu et al. (2020) in-
troduce a counterfactual decoder to eliminate the
confounding bias between a fact and its correspond-
ing charges and generate rationales for charges. Li
and Zhang (2021) combine two separate optimiz-
ers to generate rationales for charges given facts
and articles. Yue et al. (2021b) also generate fine-
gained rationales for charges and terms of penalty,
respectively. Although these works can improve
the interpretability of judgment results, they do not
demonstrate the logical relationship explicitly in
the analysis process.

2.3 Legal Judgment Syllogism
Syllogism, as a form of deductive reasoning, is
widely used to express logical arguments (Max-
einer, 2011) and determine if a specified behavior
is legal or not (Gold, 2018). Syllogism includes
three logical components, i.e., major premise, mi-
nor premise, and conclusion (d’Almeida, 2019).
The major premise comprises the relevant articles,
which serve as a theoretical basis. The minor
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premise comprises the criminal elements, which
provide a factual basis for the reasoning process.
The conclusion involves inferring the applicable
articles and corresponding judgment results based
on the major and minor premises.

In practice, syllogism serves as a standard form
of legal reasoning extensively employed by judges
to ensure that logical arguments are sound and
indisputable (Hart et al., 2012; Constant, 2023).
Based on the application of syllogism in real legal
scenarios, we hypothesize that completing SLJA
would be beneficial for LLMs.

3 Task Definition

We define the following four tasks for syllogistic le-
gal judgment analysis (SLJA) based on the concept
of syllogistic reasoning:
Task 1: Article retrieval (AR) outputs applicable
law articles as major premises given a fact and
article library as inputs.
Task 2: Criminal element generation (CEG) out-
puts four criminal elements as minor premises
given a fact as an input.
• Subject refers to a person with criminal responsi-

bility that committed a crime;
• Subjective Element consists of intention and neg-

ligence, which refer to The psychological state
of the criminal subject towards the criminal be-
havior and its results;

• Object refers to the social relationships protected
by criminal law and infringed upon by criminal
acts;

• Objective Elements refer to the concrete manifes-
tations of crime, which consist of time, location,
actions, and consequences.

Task 3: Article interpretation generation (AIG)
outputs applicable articles and corresponding ra-
tionales as part of conclusion of a legal judgment
given the outputs of AR and CEG as inputs.
Task 4: Legal judgment prediction (LJP) outputs
the charges and terms of penalty as part of con-
clusion of a legal judgment given the outputs of
AIG.

4 Dataset Construction

We construct a dataset for legal judgment analysis
with syllogistic reasoning.

4.1 Raw Data Collection

We obtain criminal cases from the CAIL-Long
dataset (Xiao et al., 2021), which are collected from

China Judgments Online.2 We filter charges that
occur more than 40 times and randomly select up
to 1,000 cases for each charge. Each criminal case
contains a fact and its results of the legal judgment,
including the charge, term of penalty and related
legal articles. In total, we collect 23,913 criminal
cases. After obtaining raw data, we first elicit SLJA
data using ChatGPT to create SLJA-SYN, and then
sample 11,239 cases from SLJA-SYN and man-
ually correct, which is noted as SLJA-COR. The
statistics of SLJA datasets are shown in Table 1 and
2. The case distribution of SLJA-COR is shown in
Figure 4 (See Appendix B).

4.2 Syllogistic Reasoning Data Elicitation

We guide ChatGPT to generate the SLJA dataset by
designing specific prompts for each task as inputs
(See Appendix A).

The AR task is completed through a two-step
iteration: (1) generating the description of articles
given a fact. Each fact is used as a query to re-
trieve the relevant articles from the article library.
(2) determining if the retrieved articles can cover
the content of the fact. If the response is “No”, go
back to (1) to conduct retrieval again. Otherwise,
the AR task is completed, and the retrieved articles
are referred to as the major premise.

For CEG task, we design four separate prompts
to: (1) generate the subject, and determine whether
the subject should bear criminal responsibility; (2)
determine whether the subjective element is inten-
tion or negligence, and explain the criminal intent;
(3) generate the object according to the fact; (4)
generate the objective elements including criminal
time, location, actions, and consequences. These
generated criminal elements are referred to as the
minor premise.

For AIG task, we design a prompt to determine
the applicable articles and generate the interpre-
tation according to the outputs of AR and CEG.
For LJP task, we design a prompt to generate
charges and terms of penalty according to the out-
puts of AIG. Based on the major premise and minor
premise, the outputs of AIG and LJP serve as the
conclusion of a legal judgment.

We conduct the following steps to sample a set
of ChatGPT generated syllogistic reasoning cases
from SLJA-SYN for manual correction: (1) select-
ing the cases with poor performance of ChatGPT
on LJP task; (2) sampling data by charges. We

2https://wenshu.court.gov.cn/
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randomly select up to 500 cases for each charge.

4.3 Manual Data Correction

We hire 22 workers with a legal background to
work on the correction process. For each task in
SLJA, we define three phrase-level operations for
correction, including insertion, deletion, and rewrit-
ing. We construct an online correction system and
provide a guideline for workers. The guideline in-
troduces the definition of each task, the detailed
system operations, and an example of data correc-
tion. Each worker corrects one case per round, and
the system records the corrected positions in the
sentences, the corresponding operations, the cor-
rection results, and questions during this process.
Each worker is responsible for correcting the cases
involving 3 to 4 charges.

4.4 Data Quality Assurance

To ensure the quality of data correction, we pro-
vide: (1) Correction feedback mechanism. We col-
lect questions during the correction process, con-
sult with experts for solutions, and share the ques-
tion-solution pairs with all workers. (2) Automatic
quality estimation. For each corrected data, we
compare the corrected charges with ground-truth
charges, if the corrected charges do not contain
the ground-truth charges, then we request another
worker to correct it again. (3) Manual sampling
inspection. For each charge, we randomly sample
10% data and request another worker to check the
miss-corrected and grammatical issues. If there are
errors in the corrected data, we require the original
worker to re-correct the data.

5 Experiments

5.1 Benchmark Models

We employ four LLMs as decoders to generate task
outputs, which serve as benchmark models with
strong performance in Chinese.
• ChatGLM (Du et al., 2022) adopts the tradi-

tional feed-forward network with model param-
eters of 6.2 billion. It conducts supervised fine-
tuning and reinforcement learning from human
feedback (RLHF) training on a mixed Chinese
and English dataset.

• Davinci0021 adopts transformer-based structure
with model parameters of 175 billion, conducts
supervised instruction tuning on a multilingual
corpus (Fu et al., 2022).

• Davinci0031 is trained with RLHF method based
on the Davinci002. Davinci003 improves the
capability of in-context learning (Fu et al., 2022).

• ChatGPT1 is also trained with RLHF method
based on the Davinci002. ChatGPT improves the
capabilities of in-context learning and dialogue
context modeling (Fu et al., 2022).
We also evaluated ChatYuan (Xuanwei Zhang

and Zhao, 2022), BELLE-GLM (Yunjie Ji and Li,
2023), and Vicuna (Chiang et al., 2023), but they
cannot understand the concepts of four criminal
elements, so they cannot follow instructions to con-
duct syllogistic reasoning.

In the experiments, we use the prompt templates
as shown in Table 6 (See Appendix A), and to en-
sure the reproducibility, we set the hyper-parameter
temperature=0 to control the randomness of gener-
ation.

5.2 Evaluation Metrics

We use R@k for applicable article prediction and
charge prediction, instead of classification met-
rics (Gan et al., 2022), the reason is that the LLMs
produce more than one possible correct answer for
each task.

We add a penalty factor in R@k metric for term
of penalty prediction as shown in Eq. 1,

Rt@k =

N∑
i

1[t ∈ T̃i[: k] ∩ Ti] · ai
N∑
i

1[t ∈ Ti]

,

ai =

{
1

max(1,log12(li))
t ∈ imprisonment

1 otherwise
,

(1)

where ai is the penalty factor, which aims to pe-
nalize the ambiguous range of predicted impris-
onment with a lower recall score. The greater the
ambiguity of the predicted imprisonment, the lower
the penalty factor, resulting in a decreased recall
score. t indicates the type of term of penalty, N
indicates the data size, li indicates the scope of
imprisonment, Ti indicates the ground-truth and
T̃i[: k] indicates top-k results in predicted terms of
penalty. When the scope is less than 12 months,
we do not punish the results, otherwise, the penalty
factor decreases as the scope increases.

For CEG task, we extract criminal elements from
the generated results by regular expressions and
evaluate these elements with specific metrics, re-
spectively. Precision (P), Recall (R), and F1 score
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Davinci002 Davinci003 ChatGPT ChatGLM Plaintext Syllogism
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0
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20.72

31.81 33.5329.74
33.15 33.79

Article Interpretation Generation

Figure 2: Main performance, including the results of charge prediction, term of penalty prediction and article
interpretation generation.

Subjective Element Subject Objective Elements Object

Model P (%) R (%) F (%) Match (%) ROUGE (%) ROUGE (%) Match (%) ROUGE (%)

ChatGLM 76.96 53.32 59.95 79.41 39.90 52.51 16.56 27.15
Davinci002 94.96 51.64 51.60 94.18 33.92 61.51 9.40 23.71
Davinci003 92.22 69.25 75.95 93.07 48.45 66.32 17.85 34.23
ChatGPT 82.25 95.66 89.60 99.61 77.76 96.04 48.26 86.41

Table 3: The performance of criminal element generation.

are used to evaluate the performance of subjective
element prediction, which is a binary classification
task to determine if intention or negligence. Match
score evaluates the exact matches between gener-
ated items and human-corrected ones. ROUGE
score evaluates the word overlap between gener-
ated subject, objective elements, and object and
manually corrected ones.

5.3 Main Performance
We present the judgment performance of all the
LLMs, both with syllogism and without syllogism
(i.e., plaintext) on the SLJA-SYN dataset. (See
Figure 2).

First, for charge prediction and term of penalty
prediction, all models perform better with syllo-
gism than without syllogism. For example in
the charge prediction, ChatGPT with syllogism

reaches 55.02/62.87/63.22 on R@1/R@3/R@5,
which are 10.70/16.22/16.56 superior then plain-
text, and in the term of penalty prediction, Chat-
GPT with syllogism reaches 53.24/65.81/65.94 on
R@1/R@3/R@5, which are 25.23/37.48/37.61 su-
perior then plaintext. This indicates that the tasks
of AR, CEG and AIG are of great benefit for the
LJP task.

Second, for charge prediction, ChatGPT outper-
forms Davinci003 model. This is because the mod-
els generate charges based on applicable articles
and Davinci003 model performs worse on the AIG
task. As we can see in the Article Interpretation
Generation, ChatGPT reaches 36.07/44.85/45.87
on R@1/R@3/R@5, which is 9.60/17.83/18.76
points higher than Davinci003.

Thirdly, for penalty term prediction, both
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Charge Article Term of Penalty

Setting R@1 R@3 R@5 R@1 R@3 R@5 R@1 R@3 R@5

ChatGPT 55.02 62.87 63.22 36.07 44.85 45.87 53.24 65.81 65.94
-object 54.27 62.31 63.00 35.88 44.10 45.27 49.89 59.68 60.08
-objective 49.98 58.65 59.06 33.33 42.81 43.58 43.94 60.58 60.86
-subject 54.91 62.62 62.92 35.96 44.04 45.14 52.42 64.54 64.72
-subjective 54.30 61.91 62.31 35.62 43.72 44.66 53.32 65.93 66.03
-criminal elements 52.30 60.00 60.63 35.26 42.25 43.83 46.20 54.26 54.73

Table 4: The ablation study of criminal elements, including removing one criminal element and replacing all criminal
elements with fact (denoted as -criminal elements). Bold and underlined fonts indicate leading and compared results
in each setting.

Charge Article Term of Penalty

#Iteration R@1 R@3 R@5 R@1 R@3 R@5 R@1 R@3 R@5

3 55.02 62.87 63.22 36.07 44.85 45.87 53.24 65.81 65.94
2 54.24 63.06 63.78 35.50 43.61 45.30 50.52 64.06 64.36
1 52.04 58.17 58.44 33.19 39.31 40.34 49.09 61.74 61.83
0 39.86 41.55 41.57 - - - 25.13 37.86 37.86

Table 5: The ablation study of maximum iteration number in article retrieval. 0 indicates removing the AR task, and
only uses minor premises as the input of LJP.

ChatGLM and Davinci002 demonstrate sig-
nificantly better performance when utilizing
syllogism compared to plaintext. As we
can see in the term of penalty prediction,
Davinci002 and ChatGLM with syllogism
reach 35.61/37.51/37.51 and 49.00/58.81/58.99
respectively on R@1/R@3/R@5, which are
30.01/31.75/31.75 and 39.71/47.90/48.06 superior
to plaintext. The reason is that the Davinci002
and ChatGLM without syllogism always output
meaningless output, such as “there is not enough
information to determine the sentence”. This
indicates that the syllogism method can provide
enough useful information to help the model
generate meaningful terms of penalty.

Fourth, in the prediction of terms of penalty,
Davinci003 outperforms ChatGPT in all metrics.
As we can see in the Term of Penalty, Davinci003
reaches 60.38/72.40/72.43, on R@1/R@3/R@5,
which outperforms ChatGPT by 7.14/6.59/6.49.
The reason is that ChatGPT tends to predict more
middle or severe terms of penalty, the distribution
is shown in Figure 3.

Fifth, for article interpretation generation,
Davinci002 with syllogism performs worth than
plaintext on all metrics, while Davinci003 with
syllogism outperforms plaintext on R@1 and per-
forms close on other metrics. This indicates that

Light Middle Severe
0

5000

10000

15000

20000

25000
20590

2677
646

17938

4333
966

13788

6068

1713

Distribution of terms

Groundtruth
Davinci003
ChatGPT

Figure 3: The distribution of Terms of Penalty. Light
refers to the light penalty, including imprisonment with
less than three years, detention and surveillance. Mid
refers to the middle penalty, including imprisonment
with more than three years and less than ten years. Se-
vere refers to the severe penalty, including imprisonment
with more than ten years, life penalty and death penalty.

RLHF training method is beneficial for the syllo-
gism method. The reason may be that syllogism is
more close to the human thinking mode.

5.4 Criminal Element Generation Analysis

We report the results of CEG task on corrected
SLJA-COR dataset in Table 3.

First, ChatGPT outperforms all the other models
on all metrics except P in the subjective element.
Specifically, objective elements and the subject are
contained in the facts which can be extracted by
LLMs, and the subjective element and the object
are not contained in the facts which need to be
inferred from the facts. The reason is that Chat-
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GPT has stronger capabilities of understanding and
deduction of fact description.

Second, for the subject, Davinci003 performs
worse than Davinci002 on Match metric. Specif-
ically, Davinci003 is 14.53 superior on ROUGE
metric but 1.11 inferior on Match metric. This indi-
cates that both the Davinci002 and Davinci003 can
accurately extract the subject, but the analysis part
of Davinci003 is closer to the manual corrected
one. This reason may be the RLHF training in
Davinci003 can align the model with humans.

Third, for the object, other models outperform
Davinci002 on Match and ROUGE metrics. As
we can see in the object of Table 3, Davinci002 is
7.16, 8.45 and 38.86 inferior on Match metrics than
ChatGLM, Davinci003 and ChatGPT respectively.
The reason is that Davinci002 cannot understand
the concept of the object, it refers to the object as
somebody or something that has been violated by
a criminal, rather than a social relationship.

5.5 Effects of Criminal Elements

In Table 4, we report the ablation study of criminal
elements.

First, the objective is much helpful for le-
gal judgment. As we can see in Table 4, re-
moving the objective elements makes the perfor-
mance of R@1/R@3/R@5 drops 5.04/4.22/4.16,
2.74/2.04/2.29 and 9.30/5.23/5.08 in the prediction
of charge, article, and term of penalty respectively.
The reason is that the objective elements describe
the characteristics of the crime (time, location, and
behavior) and the consequences of the crime, which
can be referred to as the summary of a fact.

Second, using fact as the minor premise
is inferior on all metrics to criminal ele-
ments. The performances of -criminal ele-
ments on R@1/R@3/R@5 are 2.72/2.87/2.59,
0.81/2.60/2.04, and 7.04/11.55/11.21 inferior in
the prediction of charge, article and the terms of a
penalty than full prompt respectively. The reason
is that the four criminal elements can provide more
comprehensive information for the model than only
using facts.

Third, the object has a significant impact on
the term of penalty prediction. Specifically in Ta-
ble 4, the performance without the object (-object)
is 3.35/6.13/5.86 inferior to the full prompt. The
reason is that the object can determine the severity
of the crime, leading to different terms of penalty.

Fourth, subject and subjective elements have lit-

tle impact on decision prediction. The reason is
that in most cases, a subject is a natural person with
full capacity for the conduct, while in reality, the
subjective element of most cases are intentional,
so these two elements can only bring a minor im-
provement.

5.6 Ablation of Major Premises

In Table 5, we report the ablation study of the max-
imum number of article retrieval.

First, As the maximum number of searches in-
creases, the performance of all metrics continu-
ously improves except R@3 and R@5 in charge
prediction. The reason is that during each iteration,
ChatGPT will determine whether the currently re-
trieved methods meet the requirements, so it is pos-
sible to supplement the correct articles that were
not retrieved before. This indicates that repeatedly
asking ChatGPT can correct the retrieved articles.

Second, without article retrieval, the perfor-
mance of charge and term of penalty prediction
has a significant decrease. This indicates the crim-
inal elements need to be combined with retrieved
articles can obtain reasonable judgment results.

Third, for the prediction of charge and article,
the performance of maximum iteration number
of 3 is close to 2, as we can see in Table 5, the
improvements of R@1/R@3/R@5 on the predic-
tion of charge and article are 0.78/-0.19/-0.56 and
0.57/1.24/0.57 respectively. This indicates that
ChatGPT conducts only one check can achieve
good results.

6 Conclusion and Future Work

In this paper, we introduce the resources of syllo-
gistic reasoning for legal judgment analysis: the
task, dataset and benchmarks. We define the SLJA
according to the concept of syllogistic reasoning,
including four tasks: article retrieval (AR), crim-
inal element generation (CEG), article interpre-
tation generation (AIG) and legal judgment pre-
diction (LJP). We release the first Chinese SLJA
dataset. The dataset is constructed by correcting the
outputs of each task, which are generated by Chat-
GPT. In order to ensure the quality of the dataset,
we hire workers with a legal background for data
correction. Each case in SLJA dataset includes a
detailed analysis process of syllogistic reasoning
and we expect the dataset will facilitate the develop-
ment of trustworthy legal judgment assistants. Be-
sides, we also collect four state-of-the-art LLMs for
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extensive experiments. We design specific prompts
for each task as inputs of LLMs. We evaluate each
model with and without syllogism and conduct an
in-depth analysis. The experimental results indi-
cate that: (1) SLJA is still challenging for LLMs.
(2) Syllogistic reasoning can provide effective in-
formation for LLMs to improve LJP. (3) RLHF
training is beneficial for syllogistic reasoning. (4)
The major premise and minor premise in syllogism
are both crucial for the final judgment results which
can provide more detailed interpretation to make
the legal judgment assistant trustable.

As to future work, on the one hand, we will
extend SLJA dataset with more legal types and
theories, such as civil law and two-stage theory.
On the other hand, this work is currently releas-
ing a test set for LLM evaluation. In the future,
we will construct more data to train and evaluate
traditional models and conduct a human study to
enhance the practicality and interpretability of our
approach. Legal LLMs (e.g., Lawyer LLaMA) that
have emerged during the same period as this work
will be evaluated in future research. Last but not
least, we call for studies to improve the benchmark
performance, as well as conduct underexplored re-
search, such as legal judgment analysis for rare
charges under low-resource settings.

7 Reproducibility

To promote the development of legal analysis
tasks and facilitate the reproducibility of the re-
sults reported in this paper, our released datasets
and codes are available at https://github.com/
dengwentao99/SLJA.

Limitations

Note that while syllogistic reasoning serves as
a guide for analyzing legal arguments, it is not
rigidly applied to overturn legal decisions in prac-
tice. Judges also take into consideration other fac-
tors, such as statutory law, case law, public policy,
and the specific facts of the case. Instead, it is a use-
ful and practical tool to assist judges in analyzing
legal arguments and assessing whether the law has
been correctly applied to the parties’ arguments.
This approach helps maintain consistency and fair-
ness in the decision-making process. Additionally,
our proposed dataset will be extended to evaluate
traditional models. Evaluation for the LLMs fine-
tuned by legal datasets that have emerged during
the same period as this work will be conducted in

the future.
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A Prompt templates

The Prompt templates are shown in Table 6.

B Case distribution

Figure 4 demonstrates the distribution of cases,
which shows the charges with the number of cases
exceeding 50.
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Task Prompt template

AR Generation 请根据基本案情列举出相关的法条。
Please list the relevant articles based on the fact.

Determination

请判断当前检索得到的法条是否能够概括基本案情中的所有内容，
请回答是或者否并说明原因。
Please determine if the retrieved articles can cover the content of the fact,
Please answer “Yes” or “No” and explain it.

CEG

Subject

请根据基本案情，抽取犯罪主体，并分析犯罪主体的构成要件。
犯罪主体的构成要件包括：是否达到法定年龄、是否是完全行为能力人。
Please extract subject from the fact and analyze the constituent elements of subject.
Constituent elements of subject includes reaching criminal age and being a fully
capable person.

Subjective Element

请根据基本案情，抽取犯罪主观方面，并说明犯罪意图。
犯罪主观方面包括：故意和过失。
Please extract subjective element from the fact and describe the criminal intents.
The subjective element includes: intention and negligence.

Object

请根据基本案情，抽取犯罪客体，并给出犯罪客体的分析。
犯罪客体：刑法所保护而为犯罪所侵犯的社会关系。
Please extract the object from the fact and explain it.
Object: The social relationship protected by criminal law and infringed upon by the crime.

Objective Elements

请根据基本案情，抽取犯罪的客观方面。
犯罪客观方面包括：犯罪时间、犯罪地点、犯罪行为、犯罪结果。
Please extract the objective elements from the fact.
Objective elements include: criminal time, location, actions and consequences.

AIG

请根据犯罪要件从相关法条中匹配出符合的法条，
列举适用的法条并说明每一个法条匹配的原因。
Please determine the applicable articles from relevant articles according to criminal elements.
List the applicable articles and explain them.

LJP
请根据适用法条的分析结果，给出判决结果，判决结果包括：1.罪名；2.刑期。
Please generate the judgment results according to the applicable articles,
the judgment results include: 1. charges; 2. terms of penalty.

Table 6: The prompt templates for each task.
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Concealing and Concealing Criminal Proceeds and Criminal
Income

Extortion and Blackmail

Swindling

Production and Sale of Fake and Inferior Products

Forgery of Corporate, Enterprise, Institution, and People’s
Organization Seals

Production, Duplication, Publication, Sale, and Distribution
of Obscene Materials for Profit

Bribing

Illegal Manufacture, Purchase, Sale, Transportation,
Mailing, and Storage of Firearms, Ammunition, and Explosives

Unauthorized Occupation of Agricultural Land

Operating a Gambling Establishment

Major Liability Accidents

Environmental Pollution

Embezzlement of Public Funds

Illegal Cultivation of Drug-Producing Plants

Sale of Counterfeit Registered Trademark Goods

Timber Theft

Forgery, Alteration, Sale of Official Documents,
Certificates, and Seals

Accepting Bribes

Misappropriation of Funds

Rape

Arson

Murder

Public Brawl

Traffic Accidents

Non-payment of Labor Compensation

Vandalism

Illegal Fundraising

Illegal Logging

Assault

Falsification and Sale of Value-Added Tax Invoices for
Export Tax Refunds and Tax Deductions

Production and Sale of Counterfeit Drugs

Bribery

Manslaughter

Reckless Driving

Credit Card Fraud

Unlawful Detention

Embezzlement

Extortion

Gambling

Theft

Illegal Operation

Illegal Possession, Concealment of Firearms, and Ammunition

Robbery

Illegal Possession of Drugs

Drug Smuggling, Trafficking, Transporting, and Manufacturing

Contract Fraud

Obstruction of Official Duty

Allowing Others to Use Drugs

Fraud

Figure 4: The distribution of cases in SLJA-COR dataset, in which the number of cases for each charge is larger
than 50.
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