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Abstract

Recent work has aimed to capture nuances of
human behavior by using LLMs to simulate
responses from particular demographics in set-
tings like social science experiments and public
opinion surveys. However, there are currently
no established ways to discuss or evaluate the
quality of such LLM simulations. Moreover,
there is growing concern that these simulations
are flattened caricatures of the personas that
they aim to simulate, failing to capture the
multidimensionality of people and perpetuating
stereotypes. To bridge these gaps, we present
CoMPosT, a framework to characterize LLM
simulations using four dimensions: Context,
Model, Persona, and Topic. We use this frame-
work to measure open-ended LLM simulations’
susceptibility to caricature, defined via two cri-
teria: individuation and exaggeration. We eval-
uate the level of caricature in scenarios from
existing work on LLM simulations. We find
that for GPT-4, simulations of certain demo-
graphics (political and marginalized groups)
and topics (general, uncontroversial) are highly
susceptible to caricature.

1 Introduction

Large language models (LLMs) have shown
promise in capturing social nuances and human
behavior. For instance, researchers have repro-
duced results from social science experiments and
public opinion surveys using LLMs (Argyle et al.,
2023; Aher et al., 2023; Santurkar et al., 2023, inter
alia). More broadly, interest in LLM simulation is
rapidly growing, and the possibility of using LLMs
to simulate human behaviors has far-reaching ap-
plications in fields like education (Markel et al.,
2023), product design (Park et al., 2022, 2023a),
psychology (Binz and Schulz, 2023), healthcare
(Weizenbaum, 1966; Bassett, 2019), skill training
(Hollan et al., 1984; Jones et al., 1999), and law
(Hamilton, 2023). These simulations are a sort of
digital compost—any new insight into human be-

The CoMPosT Framework
Where and when does the simulated
scenario occur?

Context

Model | What LLM is used?
Persona | Whose opinion/action is simulated?
Topic What is the simulation about?

Table 1: Dimensions of the CoMPosT framework. We
use these dimensions to characterize LLLM simulations
and measure their susceptibility to caricature.

havior that they provide draws upon the organic
material (human data) used to train LLMs.

Such applications currently have little to no
mechanisms for comprehensive evaluation or care-
ful deployment. Evaluation of such simulations has
been limited to either (1) replicating existing results
or (2) assessing believability. Both paradigms have
drawbacks: (1) Replication limits us to only re-
producing already-known behavior, and does not
support the validation or evaluation of any simula-
tion behaviors beyond those highly correlated with
existing results from human studies. Also, existing
results are typically quantified as categorical dis-
tributions across multiple-choice answers, so there
is no way to directly evaluate open-ended genera-
tions, and such results may have been “memorized”
from the LLMs’ training data (Lewis et al., 2021;
Elangovan et al., 2021). Thus, replication does not
facilitate new insight into human behavior. Further-
more, while (2) Believability is useful in certain
settings, such as entertainment (Bates et al., 1994),
it is susceptible to the biases and fallacies of hu-
man judgment: psychology literature shows that
people are more likely to believe stereotypes about
groups with which they have less personal experi-
ence (Plous, 2003; Bar-Tal et al., 2013), and beliefs
are easily influenced (Blair et al., 2001; Jussim
et al., 2016). Recent work has also demonstrated
that human judgment is insufficient for assessing
Al (Schneider et al., 2020; Peng et al., 2022; Vo-
drahalli et al., 2022; Veselovsky et al., 2023).
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users of various Reddit communities

ideology, partisanship, race, gender,

Topic

topics of various Reddit communities

political groups

income, age

Paper Context Model Persona

Park et al. (2022) discussion guided by GPT-3 davinci
community norms (O)

Argyle et al. (2022)  public opinion survey (O) GPT-3 davinci

Horton (2023) economics experiments GPT-3.5
(MC) davinci

Hamilton (2023) Supreme Court cases (MC)  GPT-2

Jiangetal. (2022)  posting on Twitter (O) GPT-2, GPT-3

political/economical ideologies

Supreme Court justices

Republican & Democrat Twitter users

social preferences, fairness in market
scenarios, status quo bias, etc.

Supreme Court cases

controversial political figures & groups

Figure 1: Mapping Existing Work Using CoMPosT. Existing work on LLM simulations can be compared using
our framework. MC and O denote multiple-choice and open-response respectively. More examples are in Table A6.

Toward clearer documentation of this emerging
line of work, we first present a descriptive frame-
work that taxonomizes LLM simulations using four
dimensions: Context, Model, Persona, and Topic
(CoMPosT) (Table 1). Our framework facilitates
comparison across existing work on LLM simula-
tions (Figure 1).

Next, we introduce a new evaluation metric that
addresses growing concerns of modal responses
and essentializing narratives in LLM outputs (San-
turkar et al., 2023; Cheng et al., 2023b; Shumailov
et al., 2023). Our metric focuses on a simulation’s
susceptibility to caricature: an exaggerated narra-
tive of the persona (the demographic that we aim
to simulate) rather than a meaningful response to
the ropic (Figure 2). Caricatured simulations are
concerning because they a) fail to capture the real
nuances of human behavior, thus limiting the use-
fulness of simulations and b) perpetuate mislead-
ing descriptions, stereotypes, and essentializing
narratives about demographic groups. We define
caricature using two criteria: individuation and ex-
aggeration (Section 3). To measure individuation,
we assess whether outputs from the given simula-
tion can be differentiated from the default response
for the topic. To measure exaggeration, we use
a “contextualized semantic axis” whose two poles
are the defining characteristics of the persona and
topic dimensions respectively.

We evaluate the level of caricature in scenar-
ios from existing work on LLM simulations. We
find that for GPT-4, simulations of certain demo-
graphics (political and marginalized race/ethnicity
groups) and topics (general, uncontroversial) are
more susceptible to caricature. Our main contri-
butions are: (1) CoMPosT, a framework for char-
acterizing the dimensions of LLM simulations of
human behavior (Section 2), (2) a novel method
that relies on the persona and fopic dimensions of
CoMPosT to measure simulations’ susceptibility to

Simulation Topic: Computers and Electronics

Generated nonbinary person responses:

“I'm interested in getting some recommendations for any cool devices
that might particularly appeal to nonbinary individuals or help increase
our visibility and representation. @) 4@ ™ ” “As a nonbinary individual, |
want to create an inclusive and comfortable gaming/streaming space for

myself, as well as others in the LGBTQ+ community.”

Generated person responses:

“I recently upgraded my desktop PC with a new graphics card and SSD,
and I'm really impressed with the performance boost | got from these
upgrades.” “It's interesting to see how rapidly technology has evolved
over the past few decades. From the first personal computers to
smartphones, and now we have Al and loT making significant impacts...”

Figure 2: Examples of GPT-4 generated responses for
simulations with the topic Computers and Electronics.
For the simulation of a nonbinary person’s response,
the generations are focused on identity-related issues,
while the simulation of a person’s response is topical.
The former constructs a homogenous narrative that de-
fines nonbinary people only by LGBTQ+ activism. We
provide more qualitative examples in Appendix A.

caricatures (Section 4), and (3) experiments in dif-
ferent contexts (Section 5) toward an analysis of the
dimensions that are most susceptible to caricature
(Section 6). We conclude with actionable recom-
mendations and considerations for those interested
in LLM simulation (Section 7).!

2 CoMPosT: Taxonomizing Simulations

We introduce CoMPosT, a descriptive framework
with four dimensions to characterize LLM simu-
lations: Context, Model, Persona, and Topic. In-
spired by existing descriptive frameworks for Al
fairness (Tubella et al., 2023), our framework pro-
vides a shared language to understand and articu-
late similarities and differences across LLM simu-
lations. Context, persona, and fopic are specified in
the prompt, while model is determined externally.
We map existing work on LLLM simulations using
these dimensions (Figure 1 and Table A4).

"The code and data is available at

https://github.com/myracheng/Im_caricature.
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Context The output from a simulation is neces-
sarily affected by the context of where and when
the imagined situation takes place. For instance, a
formal interview response varies drastically from a
user’s comment on Twitter or Reddit. The context
includes relevant structural factors and embeds in-
formation about the norms of the situation. Each
context has its own unique set of norms, which may
be explicit, as in the case of online communities
with written-down rules, or implicit (Chandrasekha-
ran et al., 2018; Ziems et al., 2023). Context also
includes the phrasing of the prompt itself, which
affects the output—LLMs are notoriously sensitive
to prompt engineering (Zamfirescu-Pereira et al.,
2023). The desired granularity of outcome also
arises from the phrasing of the prompt and thus
is embedded in the context: a simulation scenario
may be worded to ask for a choice between binary-
or multiple-choice options (such as in many so-
cial science experiments and public opinion polls)
or for an open-ended output. Previous work on
evaluating simulations has largely focused on us-
ing LLMs to reproduce scenarios in which humans
are asked to choose among a fixed number of op-
tions without specifying the context, as it is more
challenging to evaluate the quality of open-ended
responses. We bridge this gap by offering a metric
for the latter.

Model The LLM used to produce the simula-
tion affects the quality and other characteristics
of a simulation. Differences may arise from varia-
tions in models’ training data and processes, includ-
ing instruction-tuning, fine-tuning, and/or value
alignment efforts (Solaiman and Dennison, 2021;
Ouyang et al., 2022; Bakker et al., 2022).

Persona The persona refers to the entity whose
opinions/actions the simulation aims to study and
replicate. This persona may include attributes that
are relatively static (e.g., race/ethnicity), slowly
change over time (e.g., age), or temporary and of-
the-moment (e.g., emotional status) (Yang, 2019).
It may also refer to a specific individual.

Topic The topic of the simulation may be a partic-
ular subject of discussion, question, or other event
to which a response is desired. Topics vary in speci-
ficity, from very general (such as a single word that
captures a broad conversation category) to very
specific (such as a specific situational question in a
psychology experiment).

These four dimensions capture a wide range of

possible simulation scenarios, many of which have
not yet been well-explored. Across existing work,
we find that researchers typically use a state-of-the-
art model and choose a particular context while
varying the more salient dimensions of persona
and topic. We denote the simulation scenario as
Sp,t,c» as it is associated with a prompt containing
persona p, topic ¢, and context ¢ (Table A4). Our
evaluation methodology and results uses these di-
mensions of CoMPosT to understand how different
simulations may result in caricatures. Specifically,
we explore how the relationship between the di-
mensions of persona and fopic help characterize
the extent of caricature in simulations.

3 Background: Caricature

3.1 Definition of Caricature

Building upon Lynch (1927)’s discussion of how
caricatures are misrepresentations that have some
sense of truth to the subject by reflecting “salient
peculiarities,” Perkins (1975) define caricature as
“a symbol that exaggerates measurements relative
to individuating norms.” In so doing, Perkins iden-
tifies two key characteristics of caricature: exagger-
ation and individuation. A caricature is a depiction
that not only exaggerates particular features of the
subject but also exaggerates in a manner that mean-
ingfully differentiates the subject from others. The
exaggeration is done in such a way that it individ-
uates by remaining faithful to the properties that
distinguish the subject from others (thus, a com-
plete distortion is not a caricature).

This inspires our definition of caricature in the
LLM simulation context: given that a subject has
some defining characteristics, a caricature exagger-
ates these characteristics in a way that amplifies
the ability to identify (i.e., individuate) the subject
from the caricature. In CoMPosT terms, a simula-
tion’s level of caricature is the degree to which it
exaggerates the individuating characteristics that
are emblematic of the persona beyond a meaning-
ful, topical response to the scenario.

Note that in some cases, it may be acceptable for
the persona to influence the simulation, i.e., individ-
uation alone does not entail caricature. For exam-
ple, opinions on some topics differ greatly based on
demographic. A caricature occurs when the simula-
tion both individuates and exaggerates the defining
characteristics of the imagined generic responses
of that persona. Previous work has documented
how such imagined personas reflect stereotypes,
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both inside and outside the LLM context (Marsden
and Haag, 2016; Cheng et al., 2023b). Thus, carica-
tures not only fail to capture the diversity of human
behavior but also may rely on stereotypes.

3.2 Implications of Caricature

Stereotypes We rely on psychology literature
that broadly defines stereotypes as generalizations
about the characteristics of a social category, such
as associating a social category with a particular
role or trait (Heilman, 2001; Fiske et al., 2002; Cao
et al., 2022; Kambhatla et al., 2022). The norma-
tive value of stereotypes is context-dependent; for
instance, stereotypes can help foster a sense of au-
thenticity (Marsden and Haag, 2016), while even
seemingly-positive stereotypes can have harmful
implications (Fiske et al., 2002; Czopp et al., 2015).

Stereotypes and caricature, while closely related,
are distinct in that a caricature may be a specific de-
piction of a stereotype: scholars have documented
caricatures of stereotypes in various domains and
how they facilitate misogyny, racism, and other
forms of oppression (Slavney, 1984; Brown, 2010;
Gottschalk and Greenberg, 2011; Takayama, 2017
Bow, 2019). Such caricatures have historically
been used in literature and media to justify slavery,
imperialism, and war (Demm, 1993; Kriz, 2008).
But even when caricatures do not contain stereo-
types, they have concerning implications of ho-
mogenous narratives.

Misleading Homogeneity Caricatures foster ho-
mogenous narratives that do not reflect the full di-
versity of the personas they aim to simulate, which
limits the utility of the simulation. This concern
builds upon previous work: Grudin (2006) discuss
how personas can result in systematic errors in un-
derstanding human behavior, Cheng et al. (2023b)
characterize the harms of LLMs reflecting essen-
tializing narratives about demographic groups, and
Santurkar et al. (2023) show that certain instruction-
tuned LLMSs tend to generate modal responses. Oth-
ers have explored the linguistic nuances within
complex social categories and the ramifications of
ignoring heterogeneity within social groups (Bam-
man et al., 2014; Hanna et al., 2020; Cheng et al.,
2023a).

These harms of caricature are also articulated
by feminist scholars who have discussed how
“women in the Two-Thirds World...are constructed
as one-dimensional, oppressed caricatures without
an understanding of their real experiences, agency,

and struggles” (Mohanty, 1988; Aneja, 1993; Ku-
mar et al.,, 2019). This literature reveals that
even when the caricatures are not overtly negative,
such one-dimensional depictions are still damaging
and harmful. Overlooking diversity within demo-
graphic groups has been connected to real-world
harms including misprediction and medical mis-
diagnosis (McCracken et al., 2007; Borrell et al.,
2021; Read et al., 2021; Wang et al., 2022).

4 Caricature Detection Method

The two key aspects of caricature are individua-
tion and exaggeration. To measure the amount of
caricature in a given simulation S, ; ., our method
has three steps, each of which rely on the persona
and topic dimensions of CoMPosT (Figure 3): (1)
defining defaults, (2) measuring individuation, and
(3) measuring exaggeration. Note that this frame-
work is sequential, as (3) is only necessary if the
simulations can be individuated. Otherwise, we can
halt after step (2) since individuation is a necessary
criterion for caricature.

4.1 Defining Defaults

A simulation Sj; . is a caricature if it has more
of the defining characteristics associated with the
persona p and less of the defining characteristics
associated with the topic ¢t. We first identify these
defining characteristics using the default-persona
simulation S ; . (simulation that does not men-
tion any specific persona) and the default-topic
simulation S, . (simulation that does not men-
tion any specific topic). Note that this default does
not reflect a universal default but rather a model-
and context-specific default: previous work has
shown that LLMs implicitly default to a particu-
lar set of perspectives (Western, white, masculine,
etc.) (Santy et al., 2023). We use these defaults
as a comparison point for caricature to isolate the
defining characteristics of particular dimensions.

For the default-persona simulation, we use a
prompt where in lieu of a specific persona, we use
an unmarked default term like “person” or “user.’
Thus, the outputs reflect the topic and context rather
than any particular persona. (Again, such words
are not true defaults and are inextricably tied to
societal norms: in English, the word “person” is
often conflated with “man,” a phenomenon also
present in web data and language models (Bailey
et al., 2022; Wolfe and Caliskan, 2022).)

For the default-topic simulation, we use a

[l
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prompt where no topic is specified. Thus, the
outputs from these prompts reflect the particular
persona rather than a response to the topic. It is
well-documented that this type of prompt results in
outputs that reflect stereotypes, both when asked
to humans and to LLMs (Kambhatla et al., 2022;
Cheng et al., 2023b). Note that even if we expect
the output to change based on the persona, the
response should still be distinct and not defined
by the same distinguishing characteristics as the
default-topic simulation for a given persona.

4.2 Measuring Individuation

We operationalize the desiderata of individuation
using differentiability from default: we examine
whether the given simulation S, ; . is differentiable
from the default-persona simulation S ; .. If not,
then S} ; . cannot be a caricature.

We use a binary classifier (specifically, a random
forest classifier implemented using scikit-learn) to
differentiate between outputs from the target simu-
lation of interest S, ; . and those from the default-
topic simulation S ; . based on the outputs’ contex-
tualized embeddings. We compute contextualized
embeddings using the pre-trained Sentence-BERT
model all-mpnet-base-v2 (Reimers and Gurevych,
2019). To create the training and test datasets, we
use a stratified 80/20 spliton S, ;. and S_; . to pre-
serve the balance between the classes. We report
the accuracy? of the classifier on the test dataset
as our measure of individuation. Note that this
measure is agnostic to the particular choice of dif-
ferentiator and contextualized embedding model,
and we show results with other choices in Appendix
B.

This score alone is necessary but insufficient for
identifying caricature, as a caricature must also
exaggerate, which we measure next.

4.3 Measuring Exaggeration

We define caricature as text having more of (and
exaggerating) the defining characteristics associ-
ated with persona and less of those associated with
topic. Unlike individuation, exaggeration requires
a more nuanced measure than differentiation from
the default-topic simulation: if an output mentions
the topic frequently, it can easily be differentiated,
but it may still be a caricature. (Note that it is

’In our experiments, the classes are balanced since we
generate 100 outputs for each simulation, but this measure
generalizes to contexts with imbalanced classes.

acceptable for a simulation to have many topic-
related words.) Instead, we measure the extent
to which the defining characteristics of the per-
sona are exaggerated in the target simulation via
persona-topic semantic axes.

Specifically, we construct contextualized seman-
tic axes, a method introduced by Lucy et al. (2022),
to capture whether S, . is more similar to the
defining characteristics of the persona p or the topic
t. Our semantic axes have two poles, P, and F;,
reflecting the persona p and the topic ¢. To con-
struct the set of seed words, we use the Fightin’
Words method (Monroe et al., 2008) to identify
the words that statistically distinguish .S}, . from
S tc. We first compute the weighted log-odds
ratios of the words between S ;. vs. S, .. To
control for variance in words’ frequencies, we use
the following prior distribution: other texts where
the personas/topics are either p/t respectively or
_ (i.e., the default). Then, we take the words that
are statistically significant (have z-score > 1.96)
as the sets of seed words W), and W for the corre-
sponding poles P, and F; (Table A3).

We represent each word w € W as the mean
of the contextualized embeddings of the sentences
containing that word w across S ; . and S, .. We
define the semantic axis

1 1 &
Vp,t:k;pi_m;tﬁ Sy

where p; /t; is a word in W),/ W, respectively, i.e.,
we represent P,/ P; as the mean of the embeddings
of W,/W; respectively. This subtraction-based
axis allows for scaling relative to how closely-
related the topic and persona are.

To evaluate exaggeration, we compute the aver-
age cosine similarity of a given simulation’s con-
textualized embedding to this axis:

n i
CO5(Sp0s Vy) = 2L bt Tot) )

n

where S;,t,c refers to individual outputs, i.e. ¢ =
1,2,...,n for n outputs from the same simulation
Spitc-

The final value we report as the measure of exag-
geration is this value normalized to lie between 0
and 1 (by scaling it relative to the cosine similarity
of the default-persona and default-topic simulations
with the axis):

cos(Spt.e, Vpt) —cos(S te, Vpit)
co8(Sp, e Vpt) —€os(S_te, Vpit)

3
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Given simulation S with persona p and topict...

1. Generate default-topic &
default-persona simulations

Default-persona: “A person’s
comment about t...”

Default-topic: “Ap’s
comment...”

2. Measure Individuation:
Differentiability From Default

Accuracy of classifier that
differentiates between
default-persona and S

3. Measure Exaggeration:
Persona-Topic semantic axis

p
.
Cosine similarity :
of S and axis :

o

t

Figure 3: Our method to measure caricature in LLM simulations. We rely on comparing the defining character-
istics of the persona and topic dimensions to measure individuation and exaggeration.

We perform internal and external validation of these
persona-topic semantic axes (Appendix C).

5 Experiments

We use our method to evaluate simulations in vari-
ous contexts that have been used in previous work
to demonstrate the capabilities of LLM simulation
(Park et al., 2022; Santurkar et al., 2023; Jiang
et al., 2022). Our experiments are focused on the
two most widely-used contexts of (1) an online fo-
rum setting and (2) a question-answering interview
setting. We also evaluate the Twitter context as an
additional robustness study (Appendix G). These
choices are based on our survey of the literature on
LLM simulations (Figure 1, Table A6): Among 15
papers in this area, we found that six use the con-
text of a virtual community or society and four rely
on an open-ended interview or survey context. The
remaining five are in various question-answering
contexts, so conclusions about the (2) can also pro-
vide insight into these types of simulations.

We use the state-of-the-art GPT-4 model for all
experiments (OpenAl, 2023); like others (Dubois
et al., 2023), we find that open-source LLMs and
older models are worse at simulation tasks, yield-
ing outputs that are unrealistic and significantly
lower in quality. For each simulation setting Sp, ¢ .,
we generate 100 outputs and average all results
across them. See Appendix E for a power analysis
of this sample size. The full details for each set-
ting, including topic lists, persona lists, and default-
topic/persona prompts, are in Appendix D.

5.1 Online Forum

Park et al. (2022) demonstrate the believability of
LLM simulations of users in online forums. Follow-
ing their prompting format, we use the prompt: “A
[persona] posted the following comment on [topic]

to an online forum:”3 We explore such simulations
using 15 different personas (5 race/ethnicities, 3
genders, 3 political ideologies, 3 ages, and the neu-
tral “person”) and 30 pairs of topics.

For topics, we aim to cover a wide range of
common topics that vary in (1) specificity (e.g.,
overcoming fear of driving is much more specific
than cars) and (2) level of controversy (e.g., abor-
tion is much more controversial than health). To
cover both dimensions, we use topics from Wiki-
How, which is a knowledge base with a wide range
of topics (Koupaee and Wang, 2018), and from
ProCon.org, which is a website that lists popular
controversial topics and has been used in the NLP
context to study stance and argumentation (Misra
etal., 2016; Hosseinia et al., 2020). We use the first
15 categories from WikiHow’s “popular categories”
webpage and randomly sample an associated spe-
cific “how-to” for each category. For ProCon.org,
we randomly sample 15 topics from ProCon.org’s
“debate topics” webpage. Each topic on the page is
listed in both more general and more specific word-
ing, e.g., abortion and should abortion be legal?
Thus, for each sampled subject, we use both the
general and specific versions as topics.

5.2 Interview

Various previous works simulate opinions of
different demographics using an interview-style
prompt (Argyle et al., 2023; Santurkar et al., 2023;
Hémadliinen et al., 2023, inter alia). We reproduce
the public opinion survey simulation context from
Santurkar et al. (2023), using the prompt:

“Below you will be asked to provide a
short description of your identity and

3Park et al. (2022) also include an HTML <span> tag to
improve content quality. We find that this is only necessary
for older models and not GPT-4.
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then answer some questions.
Description: I am [persona].
Question: [topic]

Answer:”

For topics, we randomly sample 30 questions
from the Pew Research’s American Trends Panel
survey questions that Santurkar et al. (2023) iden-
tify as “most contentious” in their OpinionQA
dataset. We convert the multiple-choice questions
into open-ended ones by removing the multiple-
choice answer options. For personas, we use the
same 15 personas as described in Section 5.1.

6 Results and Discussion

We apply our caricature detection method to eval-
uate the simulations produced in these different
contexts. We further operationalize the CoM-
PosT framework by aggregating the individuation
and exaggeration scores across the dimensions of
topic and persona. This enables us to analyze the
topics and personas that lead to the most caricatures
across different contexts. For instance, to exam-
ine what personas lead to the most caricatures in
a particular context, we compute the mean score
for each persona across all simulations (varying
in topic) for that persona and then compare these
scores. We also report results from additional ex-
periments that explore the influence of the context
dimension in Appendix F.

6.1 Simulations of all personas can be
individuated from the default-persona

The mean individuation score and 95% confidence
interval for every persona is > 0.5, i.e., each per-
sona can be meaningfully individuated from the
default-persona at a rate better than random chance.
Mean individuation scores across the online fo-
rum and interview contexts are in Figure 4. We
see that the woman and man personas have lower
mean scores in the online forum context, while in
the interview context, the mean score is > 0.95
for every persona—thus, this score is not informa-
tive for comparing caricature across personas. The
difference in score between contexts arises from
differences in the sample distributions: compared
to the online forum context, the interview context
simulations have lower variability, so they are eas-
ier to individuate.

6.2 Exaggeration scores reveal the personas
and topics most susceptible to caricature

Next, we examine the exaggeration scores, i.e., the
similarities across the simulations to their corre-
sponding persona-topic axes (Figure 5). Since al-
most all the simulations are able to be individuated,
we use the exaggeration score as a proxy for cari-
cature, i.e., a given simulation is highly susceptible
to caricature if it has a high exaggeration score.

6.2.1 Caricature 1: Topic specificity |

In the online forum context, among the topics, we
find that the more general topics resulted in higher
exaggeration scores, and thus higher rates of car-
icature, while the more specific topics had much
lower rates of caricature (Figure 5). In particular,
the general, uncontroversial topics have highest
exaggeration scores. The top five topics with the
highest mean rates of caricature are Health, Phi-
losophy and Religion, Education and Communi-
cations, Relationships, and Finance and Business.
To explore this pattern further, we experiment on
a fine-grained range of topic specificity: For the
topic with highest exaggeration score (Health), we
generate simulations for a range of related topics
with 5 levels of specificity (Appendix D.1.1). We
find that this pattern holds: the level of caricature
decreases as the specificity of the topic increases
(Figure A2). We find no correlation between topic
length and caricature otherwise.

In the interview context, the exaggeration scores
are broadly comparable to the scores for the more
specific topics in the online forum context (Figure
AS). After controlling for context (Appendix F),
we hypothesize that this is because they are similar
in specificity. We also observe this inverse relation-
ship between topic specificity and susceptibility to
caricature in the Twitter context (Appendix G).

6.2.2 Caricature 1: Political ideology, race,
and marginalized personas

In the online forum context, the personas nonbi-
nary, Black, Hispanic, Middle-Eastern, and conser-
vative have highest mean exaggeration score (Fig-
ure 5b-d). Similarly, in the interview context, the
highest mean scores are for the personas nonbinary,
Hispanic, 80-year-old, conservative and Middle-
Eastern. Broadly, nonbinary gender, non-white
race/ethnicity, and political leanings are most sus-
ceptible to caricature, while binary gender groups
have the least caricatures. This corresponds to pre-
vious findings that NLP systems broadly align with
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the personas are easy to individuate (have high accuracy scores). The only personas that are slightly challenging to
differentiate are the gender groups woman and man in the online forum context (blue circles). All personas have

mean score > (.95 in the interview context (green stars).
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Figure 5: Mean exaggeration scores + standard error in the online forum context. We measure exaggeration as
normalized cosine similarity to the persona-topic axis. The more general topics (purple, larger marker) have higher
rates of exaggeration, and thus caricature, than the specific topics (orange, smaller marker). The uncontroversial
(WikiHow, squares) topics have higher rates of caricature than the controversial (ProCon.org, stars) topics. Personas
related to political leanings, race/ethnicity, and nonbinary gender broadly have the highest rates of caricature.

the perspectives of liberal, white, and younger pop-
ulations, while the perspectives of non-binary peo-
ple are poorly represented by these systems (Santy
et al., 2023; Santurkar et al., 2023). It is surprising
that although Asian and woman reflect marginal-
ized groups, they have relatively low rates of car-
icature; this may further reflect implicit defaults
in LLM outputs. Certain personas and topics have
more nuanced relationships, e.g., conservative and
liberal personas in the online forum context have
the widest gap between the scores of the uncontro-
versial and controversial topics. The Twitter con-
text also reveals that, beyond analyzing the persona
and topic dimensions separately, some persona-
topic combinations are particularly susceptible to
caricature (Figure A4).

6.3 Stereotypes

‘We note that our framework is not an exhaustive
test for bias or failure modes, but rather a measure

for one way in which simulations may fail. Thus,
simulations that seem caricature-free may still con-
tain stereotypes, as our method captures how much
a simulation exaggerates the persona in a particular
setting, which is not an all-encompassing catalog of
stereotypes. We see this in the simulated “woman”
responses in the online forum context: The default-
topic generations contain specific stereotypes, e.g.,
“I recently purchased a new vacuum cleaner and I
have to say, I am extremely satisfied with its perfor-
mance! It has made my cleaning routine so much
easier and efficient.” This response reflects gender
bias in that it focuses on cleaning and other domes-
tic tasks, while simulations of other personas do
not. Although the simulated “women” responses
contain various other gender stereotypes/biases be-
yond association with domestic tasks, they have
low caricature scores.
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7 Recommendations

We conclude with several recommendations for
those interested in LLM simulations.

Mitigating Caricature Researchers should use
our method to test their simulation in their partic-
ular context and critically examine whether a sim-
ulation helps illuminate the desired phenomenon.
While the relationship between topic, persona, and
context in causing caricature is nuanced, we gen-
erally encourage researchers and practitioners to
use more specific topics to mitigate caricature. Any
attempt to simulate a group—especially a politi-
cized or marginalized group—ought to be done
with particular care and attention.

Documenting Positionality Research on LLM
simulations face the well-documented challenges
of human-focused, value-laden interdisciplinary
work (Marsden and Haag, 2016). For instance,
researchers themselves may be subject to the out-
group homogeneity effect, i.e., the tendency to rely
on stereotypes and generalizations for groups to
which they do not belong (Plous, 2003). Following
work on model, dataset, and system documenta-
tion (Bender and Friedman, 2018; Mitchell et al.,
2019; Gebru et al., 2021; Adkins et al., 2022), we
call for increased transparency and documentation
for simulations, including the dimensions of CoM-
PosT and less-visible aspects such as the creators’
positions, motivations, and process. Drawing upon
HCI work on reflexivity and positionality (Keyes
et al., 2020; Liang et al., 2021; Bowman et al.,
2023), we encourage researchers to report how their
identity and perspectives may influence their work.

Understanding Difference Although some ap-
plications of LLM simulations focus on aggre-
gates rather than individuals, it is critical to un-
derstand the landscape of individuals from which
these groupings arise, and it is often necessary to
use more subtle forms of aggregation. Otherwise,
minority opinions and subgroup disparities may
be overlooked (Herring and Paolillo, 2006; Hanna
et al., 2020; Wang et al., 2022). Takayama (2017)
suggests countering caricature “by providing fully
contextualized, balanced, and nuanced descrip-
tion,” and in HCI, Marsden and Probster (2019)
explore how to explicitly capture users’ multidi-
mensional identities.

Drawing inspiration from these works, one fu-
ture direction is injecting variation and using mul-

tifaceted personas into simulations. Our goal in
avoiding caricature is not to erase difference, but
rather the opposite: capturing relevant differences
that reflect meaningful insights rather than shallow,
misleading generalizations.

8 Positionality

The perspectives introduced in this paper have un-
deniably been shaped and influenced by our po-
sitionality. Myra Cheng identifies as a Chinese-
American woman. The authors are a PhD stu-
dent, postdoctoral scholar, and professor respec-
tively in the Stanford University Computer Sci-
ence department, which is predominantly male and
white/Asian.

9 [Ethical Considerations

From impersonation to pornography, LLM simu-
lations can have deeply problematic applications.
We are strongly against such applications, and we
also do not condone research and development that
may enable such applications by bad actors with-
out guardrails in place. Our CoMPosT framework
offers a shared language to meaningfully critique
such work. For instance, one might imagine com-
ing to a consensus to avoid simulating certain top-
ics, personas, and contexts entirely. Introducing a
method to measure caricature offers a way to make
known this concerning limitation. Lack of carica-
ture based on our measure does not mean that a
simulation is necessarily acceptable or high quality
(see Section 10).

Implicit Defaults The least caricatured personas
are also those that others have found to be implicit
defaults in LLMs. Implicit defaults in LLMs may
shift depending on the prompt, context, etc., as well
as including aspects of identity and social factors
that may be invisible or underrepresented in exist-
ing empirical data and surveys*. Given the increas-
ing proliferation of generated content and a limited
quantity of human-written text (Xue et al., 2023;
Shumailov et al., 2023), caricatures become only
more relevant with the prospect of future LLMs
that are trained on generated data: what will their

*Existing studies often exclude various demographics:
studies on human behavior oversample from the population
of American college students, who have been shown to dif-
fer from other populations in significant ways (Segall et al.,
1966). Psychology and social science research subjects are
disproportionately Western, educated, and from industrialized,
rich, and democratic countries (Henrich et al., 2010).

10861



defaults be, and how might they further amplify
caricature?

10 Limitations

While we fill a critical gap since there is no ex-
isting work on systematically detecting stereo-
types/caricatures in simulations or evaluating simu-
lations in this manner at all, our measure is limited
in scope: it is not a comprehensive evaluation of the
quality of a simulation. We quantify susceptibility
to caricature, which is a particular failure case of a
simulation. Our method may yield false positives
(simulations that seem acceptable and caricature-
free based on our method but have other problems).

Avoiding caricature is a necessary but insuffi-
cient criterion for simulation quality; our metric
should be used in tandem with other evaluations.
As a pilot study for a recently-emerging direction
of work, we hope to lay the groundwork for a more
comprehensive evaluation of simulations in the fu-
ture, perhaps in tandem with human evaluation.

As we provide a first step toward characterizing
and evaluating LLLM simulations, an area which
currently lacks a shared language for discussion
and comparison, we focus only on simulations of
personas that reflect subpopulations such as social
groups and on one-round response formats. How-
ever, our framework easily extends to other more
complex or open-ended settings. For instance, for a
multi-round simulation, one could apply our frame-
work by using the full text of the simulation across
the rounds. Depending on the length and structure
of the simulation, one could also split the simula-
tion into multiple parts and characterize each part’s
propensity to caricature.

Also, note that in the semantic axes, P, does not
necessarily reflect a universal notion of the model’s
representation or description of that particular de-
mographic group. It merely characterizes the words
that distinguish a simulation of that persona, given
the particular context c, such as an opinion from
that demographic’s perspective. This enables us to
measure if and when a simulation is dominated by
language that is a caricature of the persona, but our
work is not a comprehensive evaluation of stereo-
types or representations of demographic groups.
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A Examples of Caricatures in Simulation

Which our paper focuses on how to discover prob-
lematic patterns of caricature at the larger scale
used in LLM simulations, these patterns are clearly
evident on an individual example level. For ex-
ample, for the “nonbinary person” persona in the
online forum setting, which has some of the high-
est exaggeration scores, some randomly-sampled
default-topic responses are:

“As a nonbinary individual, I often feel like I don’t
fit into the traditional boxes society has created
for gender. This can be difficult when navigat-
ing spaces that are dominated by cisnormativity.
However, I have found solace and empowerment
in connecting with other nonbinary people and
advocating for inclusivity and understanding. It
is important to remember that gender is a social
construct, and it is up to us to define our own
identities and push for a more accepting world.”

“As a nonbinary individual, I often find myself
in situations where people are not aware of or

don’t understand my gender identity. While it
can be frustrating at times, I choose to take it as
an opportunity to educate others and promote a
more inclusive society. It’s important to recognize
and respect everyone’s experiences and identities,
even if they differ from our own.”

These descriptions focus solely on general state-
ments regarding gender identity and inclusion. We
find the same phenomenon in simulations of a non-
binary person’s perspective on other topics. For the
topic “how to read guitar music,” some randomly-
sampled simulated non-binary person’s responses
are:

“Hey everyone! I just wanted to share my expe-
rience as a nonbinary individual learning how to
read guitar music. It’s been a really empower-
ing journey for me, as it allows me to express
myself in a way that transcends the limits of
gender. Moreover, I've found that the guitar com-
munity is incredibly accepting and supportive,
which has been a huge help in overcoming some
of the challenges that I've faced as a nonbinary
person. Keep rocking out, friends!”

“As a nonbinary guitarist, I wanted to share some
advice and encouragement for others who may be
navigating the world of guitar music. Remember
that music is a universal language and it does not
adhere to any specific gender norms or societal
expectations. Allow yourself the freedom to ex-
plore different styles, techniques, and genres of
guitar music that resonate with you. Embrace
your unique perspective and use it to create music
that reflects your authentic self. And most im-
portantly, don’t forget to have fun and enjoy the
journey of learning and growing as a musician.”

Rather than actually discussing “how to read gui-
tar music,” these outputs disproportionately focus
on generic statements about gender, authenticity,
and inclusion (bolded). These responses exagger-
ate this particular imagined aspect of a nonbinary
person’s perspective. Similarly, for the topic “cars
and vehicles,” some randomly-sampled simulated
non-binary person’s responses are:

“I just wanted to share my experience as a nonbi-
nary individual when it comes to cars and other
vehicles. For me, it’s important that my mode of
transportation reflects my identity and personal
aesthetics. I've found that customizing my vehi-
cle with various accessories, paint jobs, and even
custom license plates has been a fun and empow-
ering way to express myself. I also appreciate a
vehicle that has a gender-neutral design, as that
aligns with my identity. I’ve noticed that more
and more auto manufacturers are starting to cre-
ate designs that feel more inclusive and neutral,
which is great for people like me. Ultimately,
the vehicle you choose should be a reflection of
your personality and preferences, no matter your
gender identity. Happy driving, everyone!”

“Hey everyone! As a nonbinary individual, I
wanted to share my perspective on car preferences
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Topic

Output for "Man" persona

Default

“I recently purchased a new smartphone and I'm really impressed with its features and performance. The
camera quality is amazing, and the battery life lasts all day without any issues. The interface is easy to
use, and the overall design is sleek and modern. I would highly recommend this phone to anyone in the
market for a new device.”

“I recently purchased a new laptop and I'm absolutely loving it so far. The performance is top-notch, the
design is sleek, and the battery life has been really impressive. The only issue I've come across is a minor
software bug, but that was easily fixed with an update. Overall, I highly recommend this model to anyone
in the market for a reliable and high-performing laptop.”

How to read
guitar music

“I recently started learning how to play the guitar and I found this guide on How to Read Guitar Music
extremely helpful. The step-by-step explanation, along with images and examples, made it easy to
understand and follow. I’'m now more confident in reading sheet music and applying it to my guitar
practice. Highly recommend this guide for any beginner guitarist looking to learn how to read music.
Kudos to the author for making it so simple and easy to follow!”

“I recently started learning how to read guitar music and found this article very helpful. It provided clear
explanations and easy-to-follow steps that have greatly improved my understanding of how to read sheet
music for the guitar. The tips and examples given were a great reference for me as a beginner, and I feel
much more confident in my ability now. Thanks for sharing this informative guide!”

Cars and ve-
hicles

“I recently purchased a 2020 Ford Mustang GT and I couldn’t be happier with my decision. The drive is
smooth, the car is powerful, and the interior is incredibly comfortable and stylish. I have always loved the
look of the Ford Mustang and this new model definitely lives up to my expectations. The sound system is
fantastic as well. I highly recommend this car to anyone considering a sporty, powerful, and fun vehicle.”
“I recently bought a 2015 Honda Civic and I’'m absolutely loving it! The fuel efficiency is amazing and the
ride is smooth. I’ve also noticed a significant improvement in the handling compared to my old car. The
interior is quite spacious and comfortable too. My only complaint so far is the touchscreen entertainment
system - it’s a bit slow and not very user-friendly. But overall, I highly recommend the 2015 Civic to
anyone in the market for a reliable, fuel-efficient, and enjoyable vehicle!”

Table Al: Examples of Simulated “Man’ Responses

and how certain vehicles cater to different gen-
der expressions. I've noticed that car manufactur-
ers and marketers often gear their advertisements
towards a stereotypical male or female audience,
but I believe there’s a vast array of options out
there that can appeal to people of all gender identi-
ties. For example, I personally love sleek, modern
designs that have a balance of form and function
and don’t scream 'masculinity’ or ’femininity.’
I’d love to hear about your favorite vehicles and
how they play a role in expressing your unique
personality and identity. Let’s have an open and
inclusive conversation about our diverse expe-
riences with cars and other vehicles!”

In these outputs, the bolded phrases also present
unrealistic caricatures that exaggerate specific as-
pects of the persona rather than reflecting the full
range of possibilities of what a non-binary person
might say about these topics. In stark contrast, for
the “man” persona, the default-topic responses are
not identity-related, and responses for particular
topics are much more topical and do not exagger-
ate any aspect of the “man” persona (Table Al).

B Robustness of Individuation Measure

The notinon of measuring individuation is broadly
agnostic to the choice of differentiator and model
used to embed the texts. In Figure Al, we show
individuation results from (a) using the unsuper-
vised V-measure to measure differentiation and
(b) using the all-distilroberta-vl model to com-
pute embeddings instead of all-mpnet-base-v2

(all-distilroberta-v1 is the next highest-performing
model for general-use purposes). For (a), we first
use K-Means to cluster the embeddings into two
clusters, and then report the v-score. We find that
the scores are overall slightly lower than using a
binary classifier, which makes sense since the un-
supervised method is less powerful in this context,
but most of the personas can still be differentiated
at a rate higher than random chance. We use the su-
pervised binary classifier in the main results since
the purpose of this metric is to reflect a reader’s ca-
pability to differentiate between the two categories,
which is more accurately reflected by the more pow-
erful classifier. The broad patterns remain the same
as the findings reported in the paper: all the per-
sonas can be individuated in the Interview context,
and in the Online Forum context, marginalized per-
sonas are the most easily individuated, while the
personas of man and woman are challenging to
individuate at all.

C Internal and External Validation of
Semantic Axes

For internal validation, following Lucy et al. (2022),
we verify that the constructed axes are internally
valid using a leave-one-out method: consider a pole
P, with a set of words W, where the other pole
on the semantic axis is P». We remove one of the
seed words w € W and construct a new pole P;
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Figure A1: Top: Using the unsupervised V-measure to measure differentiation results in similar patterns as our
main result in Figure 4. Bottom: Using an alternative pre-trained model to encode the outputs also results in similar

patterns.

that does not include w. Then, we measure the
cosine similarity of w’s contextualized embedding
to P| and P,. We found that the former is larger
for all of the persona-topic semantic axes that we
constructed.

For external validation, we manually inspect the
sets of seed words and find that for each axis, it is
easy to differentiate which set is associated with
the corresponding persona versus topic. We find
that for race/ethnicity and gender personas, the sets
of top words reflect similar stereotypes as reported
by Cheng et al. (2023b). See Table A2 and A3 for
randomly-sampled examples of persona-topic axes
seed word sets.

D Experimental Details: Topics and
Personas

Examples of each setting are in Table A4. Follow-
ing Santurkar et al. (2023) and Cheng et al. (2023b),
the personas used in the online forum and interview
contexts are:

» age: 20-year-old person, 40-year-old person,
80-year-old person

* political ideology: conservative person, lib-
eral person, moderate person

* race/ethnicities: Asian person, Black per-
son, Hispanic person, Middle-Eastern person,
white person

* gender: man, non-binary person, woman

* default: person
D.1 Online Forum Context

The full list of topics collected from WikiHow and
ProCon.org for the online forum context are in
topics/onlineforumtopics.txt in the supple-
mentary material.

The general prompt for simulation with persona
p and topic ¢ is: ‘A(n) p posted the following com-
ment on ¢ to an online forum.” For persona p, the
default-topic prompt is: “A(n) p posted the follow-
ing comment to an online forum.” For topic £, the
default-persona prompt is: “A person posted the
following comment on ¢ to an online forum.”

D.1.1 Fine-Grained Specificity Experiment

The topics for the fine-grained specificity experi-
ment are:

* Specificity Level 1: health
* Specificity Level 2: mental health

* Specificity Level 3: things to do for mental
health, social media’s effect on mental health

* Specificity Level 4: What is the best thing
you did for your mental health?, Is social me-
dia bad for your mental health?

* Specificity Level 5: During a very dark pe-
riod, what was the best thing you ever did
for your mental health?, To what extent do
you think social media is bad for your mental
health?
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Figure A2: Exaggeration scores in the online forum context for topics varying in specificity. Across different
personas (x-axis), exaggeration score (y-axis) is negatively correlated with the specificity of the topic (marker size).

The Level 1 topic is the topic with highest rate
of caricature. The Level 5 topics are from the top
search results for “health” in the subreddit com-
munity AskReddit. The authors constructed the in-
termediate specificity levels by interpolating speci-
ficity between these. The resulting exaggeration
scores are in Figure A2. We see that specificity and
exaggeration are negatively correlated.

D.2 Interview Context

The full list of Pew opinion survey questions
that we use as topics in the interview setting are
in topics/pewtopics. txt in the supplementary
material. The default-topic and default-persona
prompts are in Table AS.

E Power Analysis

To justify 100 examples per simulation setting, we
provide the following power analysis. Note that
for individuation, a simulation that cannot be in-
dividuated would have score 0.5 (random chance).
Across personas and topics, the lowest mean score
was 0.65, and the highest standard deviation was
0.2. A power analysis using a t-test for two indepen-
dent samples reveals that the necessary sample size
is 28 given the effect size (0.65 —0.5)/0.2 = 0.75,
alpha = 0.5, and desired power = 0.8. Similarly,
for exaggeration, a simulation with no exaggera-
tion of a persona would have score 0. We found that
simulations with less-specific topics and personas
of many political ideology, race, and marginalized
groups result in high exaggeration scores. Among
these simulations, the lowest mean score was 0.23,
and the highest standard deviation was 0.37. Again
using a power analysis, the necessary sample size is
41 using effect size (0.23 — 0)/0.37 = 0.62, alpha

= 0.5, and desired power = 0.8. Thus, our choice
of obtaining 100 samples per simulation is more
than sufficient to achieve the desired power for both
the individuation and exaggeration metrics.

F Influence of the Context Dimension

In this section, we explore the effect of the context
dimension. To verify that the trends we observe
are not due to the difference in context alone, we
also experiment with switching the contexts and
topics, i.e., 1) simulations with the online forum
topics in the interview context 2) simulations with
the interview topics in the online forum setting.
Figure A3 reveals that the trends in caricature rates
persist for the same topics in different contexts
rather than being based on context alone. Interest-
ingly, the exaggeration scores are overall slightly
higher in these switched contexts than in the origi-
nal contexts. This may be impacted by memoriza-
tion dynamics (Elangovan et al., 2021; Tirumala
et al., 2022; Carlini et al., 2023), a relationship to
explore in future work (e.g., are memorized topics
less susceptible to caricature?).

G Twitter Context

We additionally conduct and analyze experiments
in the Twitter context introduced by Jiang et al.
(2022), and we find similar trends that corroborate
the results of the main paper.

G.1 Experimental Details

Jiang et al. (2022) demonstrate how LLM simula-
tions of Republican and Democrat Twitter users
result in opinions about public figures and groups
that correspond to the outcomes of the Ameri-
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Figure A3: Exaggeration scores for simulations with the topics used in the online forum context (from WikiHow
and ProCon.org), but using the interview context instead (top), and vice versa (bottom). We find similar patterns,
indiciating that we can attribute the trends in scores to topics rather than context alone.

can National Election Studies (ANES) 2020 Ex-
ploratory Testing Survey. To evaluate susceptibil-
ity to caricature in this context, we use their best-
performing prompt, [persona] user posted on Twit-
ter: [topic] is/are. Following their work, we use
the same two personas (Republican and Democrat)
and 30 topics that they use: “(a) 16 people: Donald
Trump, Barack Obama, Joe Biden, Elizabeth War-
ren, Bernie Sanders, Pete Buttigieg, Kamala Harris,
Amy Klobuchar, Mike Pence, Andrew Yang, Nancy
Pelosi, Marco Rubio, Alexandria Ocasio-Cortez,
Nikki Haley, Clarence Thomas, Dr. Anthony Fauci,
(b) 14 groups: black people, white people, Hispanic
people, Asian people, illegal immigrants, feminists,
the #MeToo movement, transgender people, so-
cialists, capitalists, big business, labor unions, the
Republican Party, the Democratic Party.”

G.2 Results

Individuation In the Twitter context, the average
score for the Democrat and Republican personas
are 0.94 and 0.88 respectively.

Exaggeration In the Twitter context (Figure A4),
Republican personas resulted in higher mean exag-
geration scores than Democrat ones. Topics related

to race and other groups broadly have higher ex-
aggeration scores, while topics of specific public
figures have lower ones, reflecting the pattern that
more general topics are more caricatured. Discus-
sion of Republican public figures yielded more
exaggeration than those of Democratic public fig-
ures. Examining topic subcategories reveals more
nuanced relationships between topic and persona.
For example, in simulations with Democrat per-
sonas, topics related to race yielded higher rates of
caricature. We found that among all the public fig-
ures that are used as topics, the topic Dr. Anthony
Fauci had the lowest rate of caricature. Dr. Fauci
is also the only non-politician among them.

H Interview Setting Result Details

Exaggeration scores in the interview setting are in
Figure AS. The topics with highest exaggeration
scores relate to confidence in the military (How
much confidence, if any, do you have in the mil-
itary to act in the best interests of the public?),
self-identified social class ( If you were asked to
use one of these commonly used names for the so-
cial classes, which would you say you belong in?),
and ties to community (How important is it to you,
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personally, to live in a community with a strong
sense of community?).
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Simulation

Persona Pole Seed Words

Topic Pole Seed Words

Persona: white person, Topic:
whether the United States
should implement a universal
basic income

1, racism, white, color, under-
stand, experiences, inclusive,
person, together, we, privilege,
listen, educate, important, race

income, ubi, would, basic,
could, universal, states, united,
implementing, poverty, finan-
cial, net, potential, safety, the

Persona: Black person, Topic:
Historic Statue Removal

black, experiences, person, to-
gether, race, work, and, conver-
sations, racism, for, share, open,
everyone, my, understanding

statues, history, past, removing,
them, the, instead, context, his-
toric, represent, mistakes, fig-
ures, erase, these, they

Persona: Asian person, Topic:
How to Write a Business Case

our, asian, we, cultures, person,
people, stereotypes, us, an, and,
learn, world, lets, culture, diver-
sity

case, business, the, a, project,
article, helpful, writing, tips,
write, stepbystep, solution,
problem, examples, found

Persona: Hispanic person,
Topic: Relationships

hispanic, our, community, soci-
ety, culture, person, heritage, di-
verse, of, and, proud, rich, tradi-
tions, important, celebrate

relationship, been, partner, but,
advice, how, years, now, any,
ive, dont, them, if, things, lately

Persona: Middle-Eastern per-
son, Topic: Universal Basic In-
come (UBI)

middle, east, our, we, and, re-
gion, culture, understanding,
history, from, cultures, diverse,
rich, share, us

ubi, income, basic, universal,
could, idea, poverty, society,
jobs, their, automation, provide,
potential, net, safety

Persona: woman, Topic: Holi-
days and Traditions

vacuum, cleaner, i, it, my, this,
recently, product, anyone, new,
skin, has, recommend, highly,
suction

traditions, holidays, holiday,
our, together, love, bring, cul-
tures, of, celebrate, favorite,
world, special, memories, fam-

ily

Persona: man, Topic: How to
Know if You Love Someone

laptop, new, the, performance,
battery, recently, purchased,
recommend, highly, extremely,
overall, features, am, anyone,
impressed

love, you, them, if, someone,
when, their, happiness, truly,
feelings, about, article, feel,
think, that

Persona: nonbinary person,
Topic: How to Dress For a Fu-
neral

gender, nonbinary, identity,
identities, understanding, my,
binary, everyone, society, iden-
tify, experiences, male, female,
people, share

funeral, family, dress, col-
ors, deceased, wearing, black,
the, appropriately, dark, wear,
attended, show, conservative,
dressing

Table A2: Persona-topic semantic axes seed words for randomly-sampled simulations with race/ethnicity and
gender personas. Top persona and topic words identified by our method (Section 4.3) to construct persona-topic
semantic axes for measuring exaggeration. We display the seed words corresponding to simulations of each persona
alongside a randomly-sampled topic in the online forum context; this table is continued with word sets for age and
political ideology personas in Table A3. Each word list is truncated to 15 words in this table, but we use the full set
in constructing the axes. We find that the race/ethnicity and nonbinary persona seed words reflect the stereotypes

and essentializing narratives documented by Cheng et al. (2023b).
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Simulation

Persona Pole Seed Words

Topic Pole Seed Words

Persona: 20-year-old person,
Topic: How to Say Happy Birth-
day

im, yearold, forward, advice,
forum, from, ive, discussions,
looking, hey, everyone, been,
experiences, thoughts, now

year, day, filled, birthday, happy,
wishing, joy, may, laughter,
love, another, memories, , hap-
piness, lots

Persona: 80-year-old person,
Topic: Food and Entertaining

technology, am, all, world,
hello, yearold, learn, how, on-
line, learning, changes, discus-
sions, from, has, experiences

dinner, recipes, love, hosting, a,
parties, out, party, food, dishes,
absolutely, favorite, delicious,
friends, tips

Persona: 40-year-old person,
Topic: whether the federal mini-
mum wage should be increased

i, my, experiences, im, ive,
yearold, and, am, forward, from,
age, discussions, cheers, hello,
you

wage, minimum, federal, work-
ers, the, increased, raising, busi-
nesses, increasing, would, liv-
ing, higher, economy, could, not

Persona: conservative person,
Topic: Personal Care and Style

government, our, values, re-
sponsibility, believe, society,
traditional, strong, limited, we,
intervention, individual, princi-
ples, that, should

my, care, style, products,
started, feel, me, confidence,
taking, skincare, ive, recently,
skin, tips, your

Persona: liberal person, Topic:
whether colleges and universi-
ties should pay college athletes

we, society, everyone, our, re-
gardless, social, equal, health-
care, race, rights, gender, jus-
tice, policies, together, inclu-
sive

athletes, college, their, sports,

universities, colleges, they,
schools, financial, these,
revenue, would, paying,

compensation, could

Persona: moderate person,
Topic: Electoral College

opinions, perspectives, and, dif-
ferent, find, ground, common,
open, understanding, discus-
sions, various, important, re-
spectful, us, engage

the, vote, system, popular, elec-
toral, college, states, outdated,
candidate, votes, of, direct, pres-
ident, gives, win

Table A3: Persona-topic semantic axes seed words for randomly-sampled simulations with age and political

ideology personas. Examples continued from Table A2.

“An Asian person posted the following comment about health to an online forum’ (Similar to

(Park et al., 2022))

“Below you will be asked to provide a short description of your identity and then answer some

questions.

Description: In politics today, I would describe my political views as liberal.
How much, if at all, do you worry about the following happening to you? Being the victim of a
terrorist attack:” (Similiar to (Santurkar et al., 2023))

“A Republican user posted on Twitter: labor unions are” (Jiang et al., 2022)

Table A4: Mapping dimensions in different simulations. Each prompt contains persona (bolded), context (italicized),

and topic (highlighted).
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Default-Topic (persona p)

Prompt

Age

Below you will be asked to provide a short description of your identity
and then answer some questions.

Description: I am p.

Comment:

Political Ideology

Below you will be asked to provide a short description of your identity
and then answer some questions.

Description: In politics today, I would describe my political views as p.
Comment:

Race/Ethnicity

Below you will be asked to provide a short description of your identity
and then answer some questions.

Description: I am p.

Comment:

Gender

Below you will be asked to provide a short description of your identity
and then answer some questions.

Description: I identify as p.

Comment:

Default-Persona (topic 7)

Below you will be asked to provide a short description of your identity
and then answer some questions.

Description: I am a person.

Question: ¢

Answer:

Table A5: Prompts for default-persona and default-topic simulations in the interview context.
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Paper Context Models Personas Topics
Argyle public survey (MC) GPT-3  public survey participants (po- presidential election
et al. davinci litical ideology, church atten-
(2023) dance, state, race, gender, in-
come, age)
public survey (MC) GPT-3  variety of ANES participants demographic data about self
davinci  with specific backstories
Aher social science experi- GPT-3  social science experiment par-  Ultimatum Game, Garden Path
et al. | ments (MC) davinci  ticipants with varying names Sentences, Milgram Shock
(2023) and genders Experiment, and Wisdom of
Crowds
Park etal. | psychology surveys and GPT- liberals and conservatives psychology studies from the
(2023b) questionnaires (MC) 3.5 Many Labs 2 replication
project
Santurkar | public survey (MC) GPT- 60 U.S. demographic groups Pew public opinion polls
et al. 3.5 & including age, gender, race, po-
(2023) Al21 litical leaning, political party
models
Binz and | canonical cognitive ~GPT-3  psychology experiment partici- questions to evaluate decision-
Schulz psychology experiments pants making, information search,
(2023) (vignette-based and deliberation, and causal reason-
task-based) (MC) ing abilities
Hiamaildinen HCI research interview GPT-3  interviewees for HCI re- experiencing video games as
et al. | (0) searcher art
(2023)
Park etal. | interactive sandbox en- GPT- 25 agents of Smallville, incl. interactions with other agents
(2023a) vironment inspired by 3.5 occupation and relationship and reactions to changes in en-
The Sims, small town of  turbo with other agents vironment
twenty-five agents (O)
Markel office hours for a com- GPT-3  students (descriptions include computer science homework
et al. | puter science class with age, major, characteristics, assignments
(2023) students and a teaching mindset)
assistant (O)
Liu et al. | virtual societies with so- GPT- social agents social interactions and dynam-
(2023) cial norms (O) 3.5, ics
GPT-4
Dubois pairwise preference  GPT-4  human annotators (crowdwork- questions from OASST, An-
et al. | tasks that require human ers) thropic, Vicuna, and Koala
(2023) annotation (MC) evaluations

Table A6: Additional Examples Mapping Existing Work Using the CoMPosT Framework. Extended from
Figure 1. MC and O mean multiple-choice and open-response respectively. Note that all works use versions of GPT

for the model dimension.
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