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Abstract VMH Dataset
Polarization and the marketplace for impres- Headline Clinton Says Trump “Making Up
sions have conspired to make navigating in- Lies” About New FBI Review
. . . . Video https://www.facebook.
formation online difficult for users, and while com/watch/2v=
there has been a significant effort to detect false 10154955844338812
or misleading text, multimodal datasets have Label Misleading
received considerably less attention. To com- Rationale Tﬁe l}ei‘dlin‘é imlt’lli_es Il‘llor‘f(:han
plement existing resources, we present multi- Subrational frvhat : m(::f) ucedint etVI et(;
. . . . ubrationale [ eadline exaggerates €
modal Video Ml'sleadlng' Headline (VMH), a video content.
dataset that consists of videos and whetheran-
notators believe the headline is representative Annotator ID AZPSVSSKYLL514

of the video’s contents. After collecting and
annotating this dataset, we analyze multimodal
baselines for detecting misleading headlines.
Our annotation process also focuses on why an-
notators view a video as misleading, allowing
us to better understand the interplay of annota-
tors’ background and the content of the videos.

1 Introduction

Social media platforms are used by half of U.S.
adults for everyday news consumption (Walker and
Matsa, 2021). They have supplanted television as
the most common purveyor of news (Wakefield,
2016). However, content created on these online
platforms are often lower quality than traditional
sources and more prone to false stories. Vosoughi
et al. (2018) contend that false news spreads six
times faster online than offline.

This work focuses on one part of this problem:
does a video headline match its content. We call
this misleading video headline detection. In text,
this is referred to as incongruent headline detec-
tion (Chesney et al., 2017) and is an important
problem because the headline is the first step to a
reader accessing content (dos Rieis et al., 2015).
While there have been efforts to identify mislead-
ing information by analyzing textual content in
the headline, recent work has shown that users are
more likely to believe fake news when it is accom-
panied by videos (Wang et al., 2021).

Hence, it is necessary to investigate content out-
side the text (e.g., with videos) as it can help make

Annotator Profile Ages 30-49, Black,

Democratic, Men, Post

college
Venue ABC News
Venue Kind Broadcast
Venue Credibility = High
News Topic Politics
Headline Property  Factual Statement
Transcript ...is already making up lies about

this he is doing his best to con-
fuse misleading and discourage the
American people

Table 1: VMH includes video headline, video, anno-
tator’s label, and rationales the label is grounded. In
the video, the part about “New FBI Review” was not
present, and thereby annotation is misleading because
the headline was implying more than the video content.

a more informed decision by directly analyzing the
relationship between the headline and the video.
To understand this new task, we create a new
dataset! —Video Misleading Headline (VMH)—
that includes 2, 247 news articles labeled as rep-
resentative or misleading (Section 2). A careful an-
notation process captures not just whether videos
are misleading but why, with specific rationales.
We further investigate videos, label rationales, and
headline meta information (e.g., venues, news top-
ics, and headline properties) to analyze the fea-
tures that may contribute towards an instance being
identified as misleading (Section 3). Section 4
shows that existing models fail to identify mislead-

"https://github.com/yysung/VMH/tree/master
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Headline: Michelle Obama Gave a Speech to College Freshmen
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in the video, how
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statement?
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agree/disagree) on the
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Watch the full Video

Assuming that the
information provided
by the video is correct,
how would you rate the
following statement?
The video justifies the
opinion in the headline.
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Disagree

Leading Misleading

Neither

Write down what you
expect toseeina
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Assuming that the
information provided
by the video is correct,
how would you rate the
following statement?
The video talks about
the statement.
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Leading Misleading

Is the headline
a statement or a question?

Leading Misleading
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Is the headline
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expect to seein a
video.

Watch the full Video

Assuming that the information provided by the video is
correct, how would you rate the following statement?
The information provided by the video helps you answer
the question in the headline.

Agree

Disagree

Leading Misleading

Figure 1: In the annotation tree, the annotators first consider if the headline “Michelle Obama Gave a Speech to
College Freshmen" is a factual statement. Next, they answer the question, “Based on the information provided in
the video, how would you rate the statement?” Because the answer was False, the implied label is misleading. The
headline is indeed misleading because whether “College Freshmean” were present in the video is unclear, making it

impossible to assess the veracity.

ing video headlines, showing that this important
but difficult task requires further research in both
the text and visual domains.

A misleading headline is when the headline dis-
torts the underlying content (Wei and Wan, 2017)
and facts in the news body, leading the audience
to infer more or less than what was actually pre-
sented in the content. For example, in our task, the
headline “Obama: I’m proud to be leaving without
scandal” does not fully engage the video’s content
because the headline exaggerates the view of the
content; the video plays Obama’s speech that he
left the administration without a significant scan-
dal. This distortion makes detecting misleading
video headlines even more arduous because the
video content has to be integrated with the headline
subtlety while assessing headline veracity.

2 Video Misleading Heading Dataset VMH

VMH consists of 2,247 video posts from 2014 to
2016. We focus on this period because it coincided
with the 2016 US presidential election, which was
rife with disinformation, and is distant enough from
current events that we believe annotators can be

more confident about determining whether claims
are true; as even news organizations are not im-
mune to false news (Starbird et al., 2019).

We harvested Facebook video posts from Rony
et al. (2017), where we manually filtered any video
that exceeded five minutes or had low-quality video
or sound. The videos in VMH are average two min-
utes long. The resulting video posts (example in
Table 1) come from fifty-two media venues, includ-
ing the most circulated print and broadcast media
and unreliable media in the US (listed in Appendix
A from a trustworthy journalism perspective) (Edel-
son et al., 2021; Samory et al., 2020).

We further collect venue-related information
such as venue credibility? (e.g., High) and venue
kind? (e.g., Broadcast). Also, we manually as-
signed news topics (e.g., Politics) inspired by News
Areas* to each headline. We create audio tran-
scripts (also released in our dataset) using auto-

Zhttps://mediabiasfactcheck.com/

3https://www.pewresearch.org/journalism/fact-
sheet/newspapers/audience

*https://en.wikipedia.org/wiki/News
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completely off-topic.
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Figure 2: After label annotation, the annotators provide
grounding for the misleading labels. The figure shows
how rationales and subrationales are selected in a hier-
archical manner.

matic speech recognition software® whenever the
video is accompanied by intelligible audio (details
in Appendix I). Other features in the dataset in-
clude the number of tokens per headline (average
7.75 tokens) and annotator profile (e.g., gender).

2.1 Annotation

We ask Mechanical Turkers to identify misleading
video headlines (Snow et al., 2008). We inten-
tionally assign the annotation task to laypersons
to reflect the real-world misleading headline phe-
nomena. For each task, the annotator undergoes
two phases, labeling and rationale annotation. We
recruit three annotators per task (Chandler et al.,
2014).

Shitps://deepgram.com

Label Annotation We structure the label annota-
tion task as a series of questions to help annotators
engage with the content of the headline and video
(Figure 1). Because headlines can take different
forms (statements of facts or opinions, questions,
etc.), we first ask the user to determine the form
of the headline. We refer to these forms as head-
line property in the sequel. They then engage with
the headline in different ways depending on the
headline property they selected (i.e., do they agree
with the headline, do they believe the fact is true,
etc.) (headline properties and associated questions
in Appendix C). This helps them build a mental
model of the content of the hypothetical video be-
fore viewing it. We adopted this format after initial
pilots indicated that merely asking if a video was
misleading is too ambiguous (pilot examples in
Appendix B).

After the annotator has built a mental model, we
ask the annotators to watch the video and answer
whether the information provided in the video is
consistent with the annotator’s mental model of
the video. If it is, then it suggests the video is
representative: it answered the question asked by
the headline, justified an opinion, or gave evidence
of a new event.

In contrast, if the video fails this check, we con-
clude that the headline is misleading. To reflect
the subtle difference in participants’ opinions, we
provide answer options that represent the levels of
veracity or agreement with the headline (e.g., True,
Mostly True, Mostly False, False, I don’t know).
For the translation to binary labels, we regard the
last three answers as misleading.

Rationale Annotation We then turn to the ratio-
nale annotation step. If their label is misleading,
we ask the annotators to provide justifications for
their decision (Figure 2). For example, when an an-
notator labels a headline as misleading and chooses
The headline does not cover all the content of the
video as their rationale for the label, a subrationale
is further used to reason the ways in which the
headline might not contain the content.

We offer pre-populated rationales to force ob-
jectivity in the annotator’s decision and exploit the
rationales more systematically. Providing such an-
notations can improve not just data quality (Bri-
akou and Carpuat, 2020)—by forcing the annotator
to think about their reasoning—but also model ac-
curacy (Zaidan et al., 2007). After the annotation
is complete, final annotations are determined using
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a majority vote from the three annotators (Yang
etal., 2015). We do not apply majority voting for
subrationales that include free-form texts.
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Figure 3: The thresholds of accuracy ratio and MACE
Coefficient are manually assigned to ensure competent
workers are recruited after each annotation session.

2.2 Quality Control and Assessment

Quality Control We control the quality of VMH
to select good crowdworkers using their accuracy
score on synthetically created accuracy check ques-
tions and MACE score (Paun et al., 2018). Accu-
racy check questions are synthetically created to
be always misleading (obviously false). For each
annotator, we calculate the ratio between the num-
ber of correct answers and the number of accuracy
check questions they answered (examples of accu-
racy check questions in Appendix D).

To determine which users are reliable and to
infer the labels annotators disagree on, we use a
latent variable model that explicitly estimates an
annotator’s accuracy. This model, MACE (Martin-
Morat6 et al., 2021) corrects for annotator-level
biases (an annotator might overly favor a particular
label, could have low overall accuracy, etc.). We
use the point estimates—mean—{from the poste-
rior distributions of latent variables that stand for
the trustworthiness of each worker (details about
applying MACE to worker accuracy estimation in
Appendix D).

We run two annotation sessions to estimate and
accumulate qualified workers. In the initial session,
accuracy and MACE scores are considered to com-
bine working agreement with known and inferred
labels (Paun et al., 2018), thereby selectively filter-
ing less competent annotators. Crowdworkers are
invited back only if their accuracy (0.5) or MACE
score is high enough (0.6). Each threshold is em-
pirically assigned. This yields 88 and 13 qualified
workers from each metric (Figure 3).

Quality Assessment We report Krippendorf’s «
values following Toledo et al. (2019) to quantify an-
notation quality. Krippendorf’s o value of the three
annotators who passed the accuracy score threshold
are 0.57 for labels and 0.33 for rationales. The Krip-
pendorf’s « values of the workers who were found
to be competent according to the MACE score are
0.68 and 0.21. While the values exhibit moderate-
to-low agreement (Briakou and Carpuat, 2020), this
is expected due to the inherent subjectivity of the
annotation task (Sandri et al., 2023; Kenyon-Dean
et al., 2018; Akhtar et al., 2019; Daume III and
Marcu, 2005). These inevitable disagreements are
considered important as they can help capture the
nuance (Davani et al., 2022).

3 Dataset Analysis

Out of 2,247 video headlines, 1,906 headlines are
annotated as representative, while 341 headlines
are annotated as misleading, suggesting a high-
class imbalance. In this section, we investigate
various aspects of VMH to gain a deeper understand-
ing of features that could potentially contribute to
a headline being classified as misleading. We fur-
ther investigate the inherent qualities of VMH by
examining annotation patterns in different aspects.

Misleading Features Figure 4 suggests that the
venues TruTV and WeAreChange.org are strong
indicators for misleading headlines. Also, videos
from the venue kind Website (as opposed to tra-
ditional media) are likely to be misleading (29%).
This suggests that the specific venue and the kind
of venue may help detect misleading headlines (see
Appendix E for more feature analyses).

Clickbait Misleading videos and clickbait both
have the same goal: to entice more people to click
on the underlying content. A reasonable hypoth-
esis is that they would use similar tricks to lure
in users. Thus, we reproduce the features found
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Figure 4: The venues TruTV, WeAreChange.org and
venue kind Website were the strongest indicators of mis-
leading headlines. The red and blue bars denote bar
proportions for misleading and leading labels respec-
tively. For venue distribution, we report the examina-
tions of the first eight venues with the most misleading
headlines due to space limitation. (/D GO: Investigation
Discovery)

by (Dhoju et al., 2019) to be associated with click-
bait headlines such as the number of demonstrative
adjectives, numbers, and WH-words (e.g., what,
who, how) for the headlines in VMH. In Table 2,
demonstrative adjectives appear more frequently in
misleading headlines, while numbers and superla-
tive word features are less frequent in our dataset.
Numbers and modal words appear in similar fre-
quencies. Thus, misleading video headlines are not
the same as clickbaits.

Investigation of Bias in Annotation Because
our dataset has many politically relevant videos,
we also ask annotators’ political leanings to see
if it biases their annotations. A y? test does not
suggest that annotations and political leanings are
dependent (p-value 0.36); the marginal propor-
tion of misleading videos are comparable (Demo-

Presence Ratio

Clickbait Patterns 1, . o a1 (2019) VMH (Ours)

Demonstrative Adj 0.80 0.61
WH-Words 0.70 0.40
Numbers 0.72 0.60
Modal 0.27 0.20
Superlative 0.30 0.06

Table 2: Clickbait patterns in misleading headlines in
VMH to demonstrate the difference between clickbait
detection and misleading video headline task.

cratic: 22.9%, Republican: 22.6%, and Indepen-
dent: 33%).

We also manually check fifty video headlines
to see if their ideologies affected a headline’s as-
signed label, finding no substantial consequences.
For example, the headline “Charles Blow: Donald
Trump is a bigot”, presumably “anti-Trump”, was
annotated Representative by an annotator with a
“Republican” leaning.

Task Subjectivity Motivated by Section 2.2, we
examine the annotations that fail to have consen-
sus among annotator decisions: there were 1436
representative and 159 misleading instances with
the perfect agreement, leaving 30% to annotations
that had disagreement. In addition to disagreeing
on labels, annotators disagree about why they the
headline is misleading (Table 3).

4 Experiments

The misleading headline detection task is challeng-
ing because of the inherent subjectivity of the task.
It also necessitates multimodal approaches that can
consider both the headline and the video to make
inferences about the nature of the relationship (rep-
resentative or misleading) between the two. Hence,
in this section, we benchmark both text-only and
multimodal approaches typically used for detect-
ing video-text similarity and video-text entailment
tasks.

Experiment Settings We compare the perfor-
mance of models when trained with various com-
binations of input features in our dataset. The fea-
tures that we consider are headlines (H) and their
associated video clips (V'), transcripts (1), ratio-
nales, and sub-rationales (R).

For textual feature, we concatenate features as:
[SEP] — {Headline [SEP] Transcript [SEP] ra-
tionale® [SEP] sub-rationale}. We also extract

®While gold rationales might not be available during infer-
ence, our objective to study them as features are to highlight
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Headlines ID Ann. Rationales Subrationales
3] M The headline does not cover all the The headline is not providing related
content of the video evidence for the video
Lester Holt Interrupted 1 ™M Neither of above: The headline provides The headline chooses specific words
Trump Repeatedly contradictory information of the video that cannot be supported as fact
97 R - -
T 4 5 B 71\/; "~ The headline does not cover alithe” =~ The headline chooses specific words ~
Emily Blunt Weighs In content of the video that cannot be supported as fact
On John Kransinskis 45 M The headline does not cover all the Some specific information from the
Obsession With The content of the video video is not at all reflected in the headline
D.. 97 R - -
T T T T T T T, 7 ; - 71\/1 "~ Neither of above: The headline provides ~ The headline is not providing related ~
contradictory information of the video evidence for the video
Did This Man Murder The headline uses an excessively

A Beautiful Country 12 M
Music Producer

10 M

The headline implies more than what
what is introduced in the video

Neither of above: The headline provides
contradictory information of the video

definitive tone when the video is
only suggesting the content
(Free Form Input) No mention of her
being a country music producer

Table 3: Examples of Samples with Subjectivity. The second headline shows that each annotator’s rationales
are different even when the annotations are the same. The third headline shows an example where annotated
subrationales all vary in their content (e.g., free-form text). ID is Annotator’s ID and Ann. is the annotation result

from each annotator (M: Misleading, R: Representative)

embeddings corresponding to two multimodal mod-
els. We use VideoCLIP (Xu et al., 2021b) and
VLM models (Xu et al., 2021a) that adopt zero-
shot transfer learning to video-text understanding
tasks.” VideoCLIP trains a transformer model us-
ing a contrastive objective on paired examples of
video-text clips that maximize association between
temporarily overlapping text and video segments
(Xu et al., 2021b). In contrast, VLM is a task-
agnostic multimodal learning model that uses novel
masking schemes to improve the learning of multi-
modal fusion between the text and the video. We
finetune a classification layer that takes input fea-
tures extracted from video and text-based encoders
as described above to predict the label associated
with a given video-headline pair. The details of the
fine-tuning are included in Appendix G.

Data and Evaluation Metrics We divide VMH
into three sets: 70% for the training set, 15% for
the valid set, and 15% for the test set. We eval-
uate using the following metrics: F1, precision,
recall, AUPRC score, and accuracy. We report the
precision and recall scores of the positive class,
misleading. Each metric is estimated by averaging
five replicates of stratified random splits.

and understand if and how rationales can help improve detec-
tion accuracy in this task. We leave automatic prediction of
the rationales to future work.

"The benchmark results in our study are to suggest baseline
features and models that could be used in solving the detection
task, rather than demonstrating them as a sole approach to
validate the dataset or improve the detection performance.

5 Experimental Results and Model
Analyses

Experiment Results Table 4 reports the main
results: the multimodal models that use all the fea-
tures, { Video Frame + Headline + Transcript + Ra-
tionale (V+H+T+R)} result in the best performance
across the board, outperforming text-only based
model. Adding rationales that provide information
about the headline and video relationship improves
metrics across the board. We found that especially
subrationales (included in rationales) attributes to
the correct misleading predictions (Appendix F).

In the next section, we perform an analysis to
validate the utility of the multimodal features in
our dataset in a partial-input setting. Furthermore,
we explore how the subjectivity in the task can
affect the model detection performance. Bench-
mark results in our study suggest baseline features
and models that could be used in solving the de-
tection task rather than demonstrating them as a
sole approach to validate the dataset or improve the
detection performance.

Partial Input Analysis Validating a dataset with
a partial-input baseline is now important in multi-
modal domains (Thomason et al., 2019). Artifacts
in the dataset can lead the models to cheat using
shortcut features that can result in poor general-
izability (Feng et al., 2019). Thus, in our case,
we also experiment with unimodal settings (partial
input)— {Video} and {Headline }—to ensure that
VMH does not contain such artifacts. The results
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Evaluation Metrics

Model Input L.
F1-Score Precision Recall AUPRC Accuracy
H 0.16 (0.07) 0.29 (0.14) 0.11 (0.05) 0.17 (0.02) 0.82 (0.01)
BERT H+T 0.16 (0.08) 0.26 (0.11) 0.12 (0.06) 0.15 (0.01) 0.82 (0.01)
H 0.16 (0.06) 0.22 (0.05) 0.13 (0.06) 0.17 (0.01) 0.80 (0.01)
A\ 0.17 (0.03) 0.25 (0.006) 0.14 (0.04) 0.16 (0.00) 0.79 (0.02)
VideoCLIP V+H 0.26 (0.09) 0.32 (0.13) 0.24 (0.09) 0.20 (0.04) 0.79 (0.05)
V+H+T 0.21 (0.04) 0.29 (0.06) 0.17 (0.03) 0.17 (0.01) 0.80 (0.01)
V+H+T+R 0.53 (0.06) 0.65 (0.08) 0.44 (0.06) 0.41 (0.05) 0.88 (0.01)
H 0.18 (0.05) 0.20 (0.06) 0.19 (0.09) 0.16 (0.01) 0.76 (0.04)
\ 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.15 (0.00) 0.83 (0.00)
VLM V+H 0.22 (0.06) 0.23 (0.05) 0.22 (0.06) 0.18 (0.02) 0.77 (0.02)
V+H+T 0.23 (0.04) 0.23 (0.04) 0.56 (0.01) 0.17 (0.01) 0.76 (0.01)
V+H+T+R 0.56 (0.03) 0.63 (0.02) 0.52 (0.05) 0.40 (0.03) 0.88 (0.00)

Table 4: Benchmark Evaluation Results. Rows for each model shows performance with different input features:
headlines (H), videos (V), transcripts (T), and rationales (R). The reported metrics are the average F1-score, average
Precision score, average Recall score, average AUPRC score, and average accuracy score of 5 replicates of stratified
random splits of the train, valid, and test sets. The brackets indicate standard deviation for each metric.

show that using only video or text-based features
result in poor Fl-scores (0.16 — 0.18) relative to
utilizing multimodal features (F1-score: > 0.22).

Model Subjectivity Analysis To understand the
subjectivity of the task (Section 3), we also report
F1-scores on the subset of the dataset, subjective
samples (30%), that had low consensus in the an-
notation process. Training on this subset, even the
best model that utilizes all the features: {Video
+ Headline + Transcript + Rationale} only gets
an Fl-score of 0.12 and 0.10 with the VideoCLIP
and VLM models respectively compared to the F1-
scores (i.e., 0.53, 0.56) using the entire training
set. The degraded performance suggests that the
difficult instances for humans to reach a consensus
on might not include any reliable features for the
model, indicating that high subjectivity is indeed a
factor leading to poor detection.

Video-Text Entailment Analysis We investigate
how the misleading headline detection task differs
from other video-text entailment tasks by compar-
ing entailment properties and annotations.

We use transcripts as video representation and
headlines to predict each sample’s entailment rela-
tion. We adopt the RoBERTa NLI model? to infer
the relation between the transcript and the headline.
We average the entailment score between chun-
ked sentences from transcripts and the headlines
to compromise the different lengths. To calculate
if there exists any correlation between entailment

8fine-tuned on SNLI, MNLI, FEVER-NLI, and ANLI

predictions and the labels, we conduct a t-test (Ger-
ald, 2018). The p-value is 0.01, which indicates
that the difference between the two is statistically
significant.

Table 5 shows how entailment decisions contra-
dict the annotator’s judgments. For example, the
first headline shows a high entailment score with
the transcript while annotated as misleading with
the rationale of “The headline does not cover all
the video content”. The second and third headlines
are predicted with low entailment scores or “not
entail” while being annotated as representative by
majority annotators.

6 Related Work

One of the major factors of misinformation is in-
accurate headlines, which pervade social media
platforms(Wei and Wan, 2017). Clickbait is char-
acterized by misleading headlines, depending on
the degree of deception the audience experiences
(Bourgonje et al., 2017). However, clickbait detec-
tion problems are distinguished from misleading
headlines as they may exaggerate the content but
are not particularly misleading (Chen et al., 2015).

As the spread of fake news appears in many
forms of multimedia (Aimeur et al., 2023), sev-
eral works are on constructing datasets to enable
research on multimodal misleading headline detec-
tion (Bu et al., 2023). Ha et al. (2018) introduces an
image-based dataset and focuses on misrepresented
headlines on Instagram. Also, Shang et al. (2019)
introduces a dataset of Youtube videos with manual
annotations generated by misleading seed videos
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Headlines

Transcripts

The sounds of emo-
tions

There is a double
standard

Honor a Vet 1
Warfighters

. We use the principles of music to work with rhythm and
melody to regain the functional use of language. Phrase is if
We... ... Nice job. Let’s all. Well You wanna skip this up? Okay.
Do you wanna skip it or singing it? You wanna try to sing it?
Let’s jump to the chorus. Okay? So darling then. Music is what
emotions sound like ...

. Is there a double standard when it comes to transparency

between Trump and Clinton? Well, of course, there’s a double
standard...He’s doing over a hundred foreign deals and he wants
to be both the commander chief and the representative in the
world for the United States... I mean, the difference between
telling somebody you had pneumonia on Sunday instead of
Friday is not even in the same league really. ...
... Having worked with veterans throughout my career, I know
firsthand the importance of honoring our troops. This veterans
day our series the war fighters and history are partnering with
Team Rub con to create honor event. ...Honor the vets and more
fighters in your life, and share a photo and a story today. Learn
more history dot com honor that. ...

Entail Score Answer
v 0.71 M
X 0.20 R
v 0.53 R

Table 5: Example of Comparison between Entailment Result and Annotations. The first headline shows high
entailment score with the transcript while annotated as misleading with the rationale of “The headline does not
cover all the content of the video”. The second and third headline are predicted with low entailment score or “not
entail” while being annotated as “representative” by majority annotators.

from the Youtube recommendation system. Zan-
nettou et al. (2018) proposes a misleading-labeling
mechanism with both manual and automatic. In
this case, annotated videos could be biased as man-
ual and automatic annotation may not be in con-
sensus; they can lead to erroneous annotations of
misleading headlines.

Apart from dataset research, previous works fo-
cus on detecting multimodal fake news by includ-
ing multimedia features such as false videos, im-
ages, audio, and caption (Qi et al., 2023; Masciari
et al., 2020; Demuyakor and Opata, 2022; McCrae
et al., 2022). However, these works feature general
forms of fake news (i.e., deep-fake videos), not
misleading headlines.

For multimodal models built for misleading
headline detection tasks, Song et al. (2016) iden-
tified the video thumbnails, Li et al. (2022) uses
uploader and environment features (e.g., number of
likes received, the date of most recent upload), Choi
and Ko (2022) uses comments and domain knowl-
edge, and Zannettou et al. (2018) uses video’s meta
statistics (e.g., number of shares) to develop a deep
variational autoencoder with semi-supervised learn-
ing. Shang et al. (2019) uses a convolutional neural
network approach to find the correlation between
the neural net features and the headline. You et al.
(2023) uses model-selected video frames as input
features to the classifier to detect dissimilarity be-
tween the video and the text.

7 Conclusion and Future Work

This paper presents VMH, a dataset of misleading
headlines from social media videos. Our annota-
tion scheme reduces the task’s subjectivity, and we
verify the reliability of the annotations. We believe
incorporating the crowd workers’ distinct opinions
(e.g., headline types and rationales) on misleading
headlines allows crude reflection of the current so-
cial media misinformation phenomenon. Through
their lenses, we anticipate a better understanding
of how people perceive misinformation in mislead-
ing video headlines and for future work, use it to
generalize the detection models that are soon to be
deployed.

To obtain even more realistic examples for this
task, we encourage applying a dynamic adversar-
ial generation pipeline. Motivated by (Eisensch-
los et al., 2021; Wallace et al., 2019), misleading
headlines could be authored by humans guided to
break the existing video headline detection models.
For example, while they are writing a “misleading”
headline, if the model falsely predicts the headline
as “representative”, it would become an adversarial,
realistic example (Ma et al., 2021). These examples
can prevent the model from learning superficial pat-
terns (Kiela et al., 2021) and further be developed
to become a robust tool for journalists to prevent
them from making “honest” mistakes when writing
video headlines (Dhiman, 2023).
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8 Limitations

Although the rationales advance the model’s knowl-
edge in detecting misleading headlines, the limi-
tation of this paper is that gold rationales are not
realistic. Thus, the current rationale setting can be
set as an upper bound for the generic model evalu-
ation. Also, when building the model, we suggest
including features that are alike with “subrationale”
features in VMH, which informs sow a headline is
misleading.

Moreover, we acknowledge that the visual
grounding of the headline may help the model to
learn how the headline is (partially) relevant to
the video’s visual content. It would be interest-
ing to see what other multimodal models with vi-
sual grounding ability could be applied to our task;
a multimodal model could be designed so that it
addresses the questions of whether the headline
represents the message the video conveys or identi-
fying the gap between the video message and the
headline.

9 Ethical Considerations

We address ethical considerations for dataset pa-
pers, given that our work proposes a new dataset
VMH. We reply to the relevant questions posed in
the ACL 2022 Ethics FAQ’

To collect VMH videos, we follow the commu-
nity guidelines by Meta by using publicly available
videos that are accessible with public-view only
accounts. Our study was pre-monitored by an of-
ficial IRB review board to protect the participants’
privacy rights. Moreover, the identity characteris-
tics of the participants were self-identified by the
workers by answering the survey questions.

Before distributing the survey, we collected con-
sent forms for the workers to agree that their an-
swers would be used for academic purposes. The
MTurkers were compensated over 10 USD an hour
(a rate higher than the US national minimum wage
of 7.50 USD).

Although we understand that VMH may be ex-
ploited to make misleading content in the future,
we emphasize the impact of its social goods; it
provides the resource to combat multimodal misin-
formation online today. As VMH is the first dataset
that introduces video for misleading headline de-
tection, we believe it will serve as a starting point
in the research community to overcome the task.

*https://www.acm.org/code-of-ethics
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A Selection of Venues

We selected videos introduced by Rony et al. (2017)
where the videos were created by mainstream me-
dia consisting of 25 most circulated print media and
43 most-watched broadcast media , and unreliable
media cross-checked by two sources, information-
beautiful !° and Zimdars (2016) in the US. These
were selected to include a broad range of media
outlets that may include misinformation.

B Annotation Task

Example of Pilot Study As demonstrated in Fig-
ure 5, our pilot study revealed that asking one ques-
tion whether the video headline represented the
video caused much confusion around the word rep-
resents, making it too ambiguous for the workers
to answer the question properly. After a few inter-
actions with workers, we found that this was due
to the inherent subjectivity of the Misleading Video
Headline Detection Task.

Please play the following video.

0- @ o o = @

Watch  Home Lve Music Shows

Explore  Saved Videos  Your Watchist

US-led Airstrike on ISIS ‘Car Bomb Factory' in Iraq

@ tke O Comment (> Share @885 - 585 Comments - 225K vi

Do you think that the video headline,
“US-led Airstrike on ISIS Car Bomb Factory in Iraq”,
represents the video content?

A. Not Representative

B. Somewhat Representative
C. Mostly Representative

D. Absolutely Representative

Figure 5: Example of Pilot Study. The word "repre-
sents" was too ambiguous for the audience, causing the
annotators to interpret the task differently; thus it was
difficult for them to consider the misleadingness of a
headline.

Unreliable Fake News Sites

C Questions for Headline Property

We found out from a preliminary survey that merely
asking a question, how well do you think the video
headline represents the video content causes confu-
sion among workers due to the question’s inherent
subjectivity. We assume that for different types of
headlines, people follow different cognitive pro-
cesses when assessing the headline’s misleading-
ness. Thus, we first assess the properties of the
headline and ask the following questions. Exam-
ples are in Table 6 and Table 7.

Opinionated Statement If the worker chooses
that a given headline is a opinionated statement, the
consecutive question would be Do you have prior
knowledge about the statement in the headline to
make a judgment on the statement? to assess their
original opinion stated in the headline. After watch-
ing the video, the workers are asked Assuming that
the information provided by the video is correct,
how would you rate the following statement?
The video justifies the opinion in the headline.
This question specifically asks to find the congru-
ence between the video’s message and the opinion
stated in the headline. If the worker finds the video
content appropriate enough to match the headline,
they are expected to select Agree. Then we con-
clude that the final label of the video headline is
representative.

Neither Statement If the worker chooses that
a given headline is a neither statement, the con-
secutive question would be Write down what you
expect to see in a video to assess their background
knowledge about the headline and what they expect
to see in the video. After watching the video, the
workers are asked Assuming that the information
provided by the video is correct, how would you
rate the following statement? The video talks
about the video. This question specifically asks
to find the congruence between the video’s mes-
sage and the information in the headline. If the
worker finds the video content appropriate enough
to match the headline, they are expected to select
Agree. Then we conclude that the final label of the
video headline is representative.

Factual/Opinionated Question If the worker
chooses that a given headline is in the form of
question, we ask the same questions for both fac-
tual and opinionated questions. Before watching
the video, the consecutive question would be Write
down what you expect to see in a video to assess
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Factual
Statement

Opinionated
Statement

Neither
Statement

Biden was not elected in 2020

(The word ‘best’ is open to interpretation)

Trump has 10 children

Best ways to make oatmeal

Great Depression

The power of healthy food

Make your own coconut milk

(The word ‘healthy’ is open to interpretation)

She provided tips for making oatmeal

(The word ‘vulgar’ is open to interpretation)

Vulgar language from Trump

Tips for making oatmeal

5 minutes of truth

Trump to Biden: *You’re the Puppet’

(The word ‘truth’ may imply different

Trump’s wife

things depending on your experience)

Table 6: Examples for Selecting Statement Headline Categories

Factual Question

Opinionated Question

Did Trump win the election?

VP debate: Do you want a “you’re hired" president?

(The question is asking for your personal preference)

When were the first automobiles invented?

What started the French revolution?

(The question is asking something that is open to different interpretations)

Do you check the temperature every day?

What if [ made you eat worms?

(The question is asking for your personal preference)

Table 7: Annotators are given five headline properties to choose what kind of sentence headline is.

Original Headline

Synthesized Headlines

Groundings

This woman takes some of the most

dangerous selfies in the world

Baby Girl Gets Adorably Upset
When Parents Kiss In Front Of Her

Trump to Clinton: *You’re the Puppet’

Toyota created a mini robot companion

This man takes some of the most

dangerous selfies in the world

Baby Boy Gets Adorably
When Parents Kiss In Front Of Him

Trump to Biden: *You’re the Puppet’

Honda created a mini robot companion

False (because it is a “woman" not

a man who is taking selfies in the video)

False (because it is a “girl" not

a boy who cries in the video)

False (because It is “Clinton" not
Biden that counters Trump in the video)

False (because It is “Toyota" not
Honda mentioned in the video)

Table 8: Examples of Synthesized Headlines for Accuracy-check Questions

their background knowledge about the headline
and what they expect to see in the video. After
watching the video, the workers are asked Assum-
ing that the information provided by the video is
correct, how would you rate the following state-
ment? The information provided by the video
helps you answer the question in the headline.
This question specifically asks to find an answer to
the question in the headline, assuming that video
content is expected to contain the information that
the headline is inquiring about. If the worker de-
cides that the video content cannot answer or has
insufficient information, they are expected to select
Disagree. Then we conclude that the final label of

the video headline is misleading.

D Quality Control and Assessment

Pre-qualification Test We restrict this task to the
workers in the United States given that they have
a higher possibility of being fluent in the verbal
and literal understanding of English. Before the
workers participate in the HIT, we prepare a pre-
liminary qualification test that the workers must
pass to start the HIT. All the participants must take
this pre-qualification test, given multi-choice ques-
tions such as “How representative is the video?”
and “How would you rewrite the headline.” When
they receive a score of 100, they are qualified to
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participate in the following HITs. This process
is included to ensure that the participants have the
capacity to integratively comprehend the video con-
tent and video headline, and then draw out an accu-
rate video label.

Synthesized Headlines in Accuracy Check Ques-
tions Table 8 shows examples of synthesized
headlines in accuracy check questions. Accuracy
check questions that are synthetically created to
be always misleading (obviously false). For each
annotator, we calculate the ratio between the num-
ber of correct answers and the number of accuracy
check questions to select competent annotators.

MACE We compute MACE, a Bayesian
approach-based metric that takes into account the
credibility of the annotator and their spamming
preference (Hovy et al., 2013).

fori=1,--- ,N:
T; ~ Uniform
forj=1,--- ,M:
Si;j ~ Bernoulli(1 — 6;)
if Si; =0
Ay =T,
else :
A;j ~ Multinomial(&;),

where N denotes the number of headlines, 7' de-
notes the number of the true labels, and M denotes
the number of workers. S;; denotes the spam indi-
cator of worker j for annotating headline ¢, while
A;; denotes the annotation of worker j for headline
i. 0 and & each denotes the parameter of worker
j’s trustworthiness and spam pattern. We add Beta
and Dirichlet priors on # and £ respectively. The
assumption in the generative process is that an an-
notator always produces the correct label when he
does not show a spam pattern which helps in ex-
cluding the labels that are not correlated with the
correct label. Here, our parameter of interest is
which stands for the trustworthiness of each worker.
We apply Paun et al. (2018)’s implementation to
obtain posterior distributions (samples) of ¢ and
calculate point estimates.

E Other Feature Distribution

The venue kind Website show higher percentage
(29%) of creating misleading headlines (Table 9).

On the other hand, because the proportions of mis-
leading headlines are fairly uniform in the 1) pro-
portions of news topics, 2) headline properties, and
3) venue credibility, it suggests that the three fea-
tures are less prone to be an indicator for mislead-
ing headlines (The proportions of each label in the
three features are reported in Table 10, 11 and 12).

Venue Kind Annotated Labels
Representative  Misleading
Broadcast 0.85 0.15
Cable 0.85 0.15
Newspaper 0.87 0.13
Website 0.71 0.29

Table 9: Website shows more proportion of creating
misleading headlines than other categories in the venue
kind feature, which suggests that venue kind feature
may be an indicator of representativeness of a headline.

Headline Topics Annm?ted Lal?els .
Representative Misleading
Entertainment 0.86 0.14
Food 0.86 0.14
Others 0.81 0.19
Politics 0.85 0.15

Table 10: There was no significant difference in the
proportions of topics, which suggests that topic feature
is not strong indicator for misleadingness.

. . Annotated Labels
Headline Properties Representative Misleading
Factual Statement 0.86 0.14
Opinionated Statement 0.84 0.16
Neither Statement 0.83 0.17
Factual Question 0.81 0.19
Opinionated Question 0.72 0.28

Table 11: There was no significant difference in the
proportions of properties, which suggests that property
feature is not strong indicator for misleadingness.

F What Makes for Misleadingness in
Rationales?

To specifically understand how rationales help in
predicting the correct misleading class, we trained
Random Forest classifier using TF-IDF features
of {Headline + Rationale + Subrationale}. Figure
6 shows the ratio of overlapping words between
two types of rationales and top N important words.
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. Annotated Labels
Venue Credibility Representative  Misleading

High 0.86 0.14
Mostly Factual 0.84 0.16
Mixed 0.85 0.15
Low 0.81 0.19
Unknown 0.85 0.15

Table 12: There was no significant difference in the pro-
portions of properties, which suggests that the headline
property feature is not strong indicator for misleading-
ness.

0.75-
Subrationale

ie]
T 0.50
o

0.25-

Rationale
10 20 30 40 50

Top N words

Figure 6: The top N words selected from the Random
Forest Classifier to predict the correct label were mostly
included in subrationales compared to rationales. As N
increases, the ratio of overlapping words between the
subrationale and top N important words stays higher
than that of the rationale.

The top 10 words selected from the Random Forest
Classifier to predict the correct label were mostly
included in subrationales compared to rationales
(Table 13).

G Finetuning Details of Baseline Models

We finetune both VideoCLIP and VLM on a A6000
GPU using the Adam optimizer with a learning rate
0.00002, weight decay ratio of 0.001, and batch
size 8 for 10 epochs. For text encoders and video
encoders, we directly use the best checkpoints from
the pretrained VideoCLIP and VLM models. We
concatenate encoder outputs, the pooled video and
text features, and learn fully connected layer opti-
mized with Cross Entropy loss. For partial input
experiments, we assign zeros to text or video en-
coder inputs.

H Era of Fake News

People have been using social media platforms to
converse, diffuse and broadcast their ideas in recent
years. However, there has been widespread concern

that misinformation is increasing on social media,
which causes damage to societies (Allcott et al.,
2019). Some contemporary commentators even
describe the current period as “an era of fake news”
(Wang et al., 2019).

I Censoring Audio Transcripts

We outsource transcript extractions from a software
called Deepgram.!' To validate its accuracy, we
randomly sampled 55 videos that have transcripts
and manually checked if the transcripts were accu-
rate. These transcripts exactly matched the audio
from the videos. VMH also includes transcript in-
formation on the timeframe that indicates when
each word starts and ends in the video with its con-
fidence score. We especially paid attention to this
information when censoring the transcripts.

"https://deepgram.com/
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The question MUST be answered to proceed to
the next question.

Is the headline a statement or a question?

5-year-old Ukrainian boy rescued as he cries
out for his mom

O Statement O Question

smeamaten

The question MUST be answered to proceed to
the next question.

Is the headline stating a factual statement or an
opinionated statement or neither? Choose from
below. If you think that the headline is both
factual and opinionated, select the option that
best describes the statement. Click on the
above Instructions button for reference.

5-year-old Ukrainian boy rescued as he cries
out for his mom

O Factual O Opinionated O Neither

Save and Next

(a) Question 1

The question MUST be answered to proceed to
the next question.

Based on your own knowledge, how would you
rate the statement? If you do not know, select |
don’t know.

Statement: 5-year-old Ukrainian boy rescued as
he cries out for his mom

O False O Mostly False O Half True © Mostly
True O True O |do not know

Smvomatex

(c) Question 3

The question MUST be answered to proceed to
the next question.

Based on the information provided in the video,
how would you rate the statement? If you do
not know, select | don’t know. Please rate the
following statement solely based on the
knowledge from the video.

Statement: 5-year-old Ukrainian boy rescued as
he cries out for his mom

O False

O Mostly False
O Half True

O Mostly True
O True

O 1 do not know

Save and Next

(b) Question 2

0
ONHANDLING

11 1.Y1/01.Y,)

(d) Question 4

The question MUST be answered to proceed to
the next question.

Choose which option is correct about the video
and the headline

5-year-old Ukrainian boy rescued as he cries
out for his mom

@® The headline does not cover all the content of
the video

O The headline implies more than what is
introduced in the video

O Neither of above: The headline provides
contradictory information of the video

Save and Next

(e) Question 5

(f) Question 6

Figure 7: Survey Example Distributed in Mturk

16257



Headline Rationale Subrationale Label
Tennessee Beats Geor- The headline does not  Some specific information from  Misleading
gia With Hail Mary cover all the content of  the video is not at all reflected

the video in the headline
President Obama The headline implies The headline uses an Misleading
Leaves For Final Over- more than what is intro-  excessively definitive tone
seas Trip duced in the video when the video is only suggest-

ing the content

Protesters Gather Out- The headline implies Video shows a mob of people Misleading
side Chicagos Trump more than what is intro-  but does not provide location or
Tower duced in the video reason for the protest.
Firefighters From The headline implies The headline exaggerates the Misleading
Across US  Battle more than what is intro- video content
Appalachian Wildfires duced in the video
Tennessee Beats Geor- The headline does not The headline chooses specific ~Misleading

gia With Hail Mary

cover all the content of
the video

words that cannot be supported
as fact

Table 13: The top 10 words selected from Random Forest Classifier to predict the correct label were mostly included
in subrationales compared to rationales. The word “implies” was included in the rationales, while “excessively” and
“exaggerates” included in subrationales pointed the model to correctly predict misleading.
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