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Abstract

In healthcare, the ability to care for oneself
is reflected in the "Activities of Daily Living
(ADL)," which serve as a measure of functional
ability (functioning). A lack of functioning
may lead to poor living conditions requiring
personal care and assistance. To accurately
identify those in need of support, assistance
programs continuously evaluate participants’
functioning across various domains. However,
the assessment process may encounter consis-
tency issues when multiple assessors with vary-
ing levels of expertise are involved. Novice
assessors, in particular, may lack the necessary
preparation for real-world interactions with par-
ticipants. To address this issue, we developed
a dialogue system that simulates interactions
between assessors and individuals of varying
functioning in a natural and reproducible way.
The dialogue system consists of two major mod-
ules, one for natural language understanding
(NLU) and one for natural language genera-
tion (NLG), respectively. In order to gener-
ate responses consistent with the underlying
knowledge base, the dialogue system requires
both an understanding of the user’s query and
of biographical details of an individual being
simulated. To fulfill this requirement, we exper-
imented with query classification and generated
responses based on those biographical details
using some recently released InstructGPT-like
models.

1 Introduction

Conversational AI is expanding beyond use in gen-
eral applications like virtual assistants (Sciuto et al.,
2018) to use in specialized domains such as health-
care and finance where it can aid patients or cus-
tomers in various scenarios. Specifically, there is
interest in applications of this technology for pa-
tient care and monitoring after hospital discharge
(Fadhil, 2018). Assessing functioning is crucial
in clinical and non-clinical fields, such as nurs-
ing, physical and occupational therapy, geriatric

medicine, neurology, rheumatology, disability, and
human services. A person’s ability to perform day-
to-day activities independently depends on their
cognitive, motor, and perceptual abilities, which
are collectively referred to as Activities of Daily
Living (ADL) (Edemekong et al., 2023). Impair-
ments in these abilities often require assistive de-
vices, external supervision, assistance, or a long-
term support plan. The Minnesota Department of
Human Services (MNDHS) provides significant
public resources to assist individuals with impaired
functioning based on their specific needs. Certified
assessors conduct face-to-face interviews with in-
dividuals to determine the level of support required
to meet their needs, covering a wide range of areas
related to ADLs. The goal of these assessments is
to determine an individual’s level of independence
in performing ADLs. However, ensuring consis-
tency across numerous assessors (e.g., 1,700 in the
state of Minnesota) and preparing novice assessors
for diverse field interactions poses a challenge to
the state’s intake process.

Despite the availability of free corpora for train-
ing end-to-end neural models, most dialogue sys-
tems in healthcare are still rule-based (Laranjo
et al., 2018). With the proliferation of neural mod-
els, there has been an increasing concern about
the factual consistency of AI-powered applications.
Factual consistency with a knowledge source, ex-
plicated in prior work as knowledge-grounding or
attributability (Rashkin et al., 2022), refers to the
ability of a model to generate responses that are ac-
curate and consistent with the information present
in a verified knowledge base. Knowledge ground-
ing is particularly important in language models
used for tasks that require accurate information,
such as question-answering, dialogue systems, and
chatbots (Honovich et al., 2022; Tam et al., 2022;
Nan et al., 2021).

To tackle these challenges and facilitate the train-
ing of certified assessors in conducting ADL as-
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sessments, we propose a coaching dialogue system
presented in this paper. Specifically, our contribu-
tions can be summarized as follows: 1. We created
a novel dataset for developing and evaluating dia-
logue systems focused on ADL assessments. 2. We
compared several statistical models used for natural
language understanding. 3. We experimented with
several approaches to grounding language genera-
tion with large language models by using knowl-
edge contained in a manually constructed knowl-
edge base.

2 Related Work

Relevant previous work has been conducted on di-
alogue systems developed for use in healthcare
settings (Jaffe et al., 2015; Llanos et al., 2015;
Nirenburg et al., 2008; Laleye et al., 2020). These
dialogue systems simulate a virtual standardized
patient to deliver healthcare education from struc-
tured encounter data and rely on matching algo-
rithms to extract scripted answers. In contrast,
the dialogue system we have created generates re-
sponses that are dependent on various synthetic
profile characteristics and allows off-topic conver-
sations, thus offering a greater degree of variability
while still remaining grounded in the knowledge
contained in the synthetic profile. This allows the
system to simulate several possible patients with
different attributes, with the goal of giving asses-
sors a chance to practice their interview skills with
simulated patients of different functioning levels
and communication styles. Knowledge grounding
using external knowledge graphs in combination
with transformer models was previously explored
(Lucke, 2023; Liu et al., 2021; Agarwal et al., 2021;
Koncel-Kedziorski et al., 2019). Open domain con-
versational dataset and dialogue systems based on
factual knowledge have also been developed (Di-
nan et al., 2019; Dziri et al., 2022). In this paper we
focus on the fine-tuning of InstructGPT-like mod-
els, and also on the combination of these fine-tuned
models with a knowledge base of pre-written nat-
ural language facts using query classification and
information retrieval via similarity matching. We
previously published on earlier versions of this sys-
tem, referred to as Conversational Agent for Daily
Living Assessment Coaching(CADLAC) (Gayd-
hani et al., 2020). These earlier versions as well as
the current version of the system were deployed as
a demonstration with a web-based interface (Finzel
et al., 2021).

3 Methods

3.1 Data

3.1.1 Synthetic Dialogues
We administered a survey to approximately 1,700
certified assessors aiming to collect sample dia-
logues across 18 ADL domains(Appendix A). The
assessors were requested to recall interactions they
had with participants during past assessment inter-
views and provide up to 3 dialogue turns between
themselves and the person being interviewed. The
survey also included questions on the gender and
age category of the person, the domain of the con-
versation, and the person’s ability level within the
domain. The survey results in a total of 2,885
dialogues. A labeled sample record is shown in Ap-
pendix B. The survey data was utilized to fine-tune
a query classification model for our system.

3.1.2 Historical Assessment
The grounded knowledge relies on the database
of 10,000 historical assessments that were con-
ducted by experienced certified assessors and were
overseen by Minnesota Department of Human
Services(DHS). Each assessment includes various
fields that detail each individual’s ability to perform
ADLs, along with basic demographic information
such as age range and gender. Additionally, the
assessments contain notes taken by the certified
assessors during the interview, which briefly de-
scribe the person’s difficulties, preferences, and any
assistive devices they use, among other informa-
tion organized by the ADL domains. All historical
records were anonymized by removing any individ-
ually identifiable information including names and
exact age. Likewise, sensitive information such as
phone numbers, email and physical addresses were
removed.

3.1.3 Synthetic Profiles
The de-identified historical assessment notes were
utilized to create synthetic profiles of individuals
that specify varying levels of independence in 18
ADL domains and their specific needs. Categor-
ical attributes related to independence levels in
the historical assessments were mapped to numer-
ical ratings to create these profiles. Furthermore,
the synthetic profiles were populated with assessor
notes about intents or action types from the histori-
cal data. Since the synthetic profiles were created
based on real individual data, they can convey vari-
ous sources of biases. To mitigate those biases, we
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Figure 1: Workflow of the dialogue system: the user communicates with a pre-selected profile through the web
interface and with typing or voice. A pre-trained classification model on the back-end dispatches the query to
the correct domain. The system tries to match the query against the knowledge base through some similarity
measurements. If there is no contents similar to the incoming query, it turns to a fine-tuned InstructGPT model to
generate a reasonable turn of dialogue.

conducted a stratified sampling based on gender
and race from the original assessment collection,
and create a balanced set of profiles in terms of
demographics.

3.1.4 Manual Annotation

The synthetic profiles are used as grounded docu-
ments for the dialogue system to generate responses
that are tailored to the question asked by the asses-
sor and are factual consistent with the underlying
profile information. However, as the original histor-
ical assessments only represent brief descriptions
of different ADL conditions for the assessed partic-
ipant, they can not be directly used as materials for
response generation. To overcome this challenge,
we manually translated short assessor notes into
natural conversations with several turns, which is
correlated with the note. Specifically, our annota-
tors, who had domain-related language expertise,
wrote the responses by inferring what the person
being assessed might have said during the assess-
ment that led the assessor to jot down the particular
note. To illustrate, suppose a 60-year old male was
commented "Prefer shower" in the assessor’s note.
In that case, the annotator may deduce that during
the interview, the assessed person answered "I do
not like baths, I prefer to shower." and continue
the conversation with several follow-up responses:

"I like taking long showers.", "It’s nice to have re-
minders to get out of the shower when I have been
in there for a while."

This proposed annotation guideline generated
two distinct types of responses, "direct" and "in-
direct," based on the requirements of the assess-
ment situation. Direct responses are written in
first-person narrative, while indirect responses are
in third-person narrative. The responses primar-
ily rely on the information present in the assessor
note, but other fields of information are also used
to formulate the response. Direct speech is gener-
ated for adults, while indirect speech is used for
simulating assessments of children, in which case
the assessor would be interviewing the child’s par-
ents/caregivers.

For the experiments presented in this paper, 10
annotated synthetic profiles were included and their
characteristic are shown in Table 4. Given the
amount of data we have collected and the efforts
made to create the annotated conversations, we be-
lieve it would be a valuable novel corpus for the
computational linguistics community. We plan to
develop this corpus and release it in the near future.

3.2 Dialogue System

A typical dialogue system consists of distinct NLU
and NLG modules that interact with a dialogue
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manager to maintain a conversation. For the rest of
this paper we focus on the NLU and NLG modules
which will be referred to as query classification
and response generation, respectively, as shown in
Fig 1. The back-end of the system is built upon
the open conversational AI platform MindMeld
1. The current iteration of the system is equipped
with recently emerging deep transformer models,
which represents a better ability to capture desired
knowledge, and provides a framework in which to
evaluate the capacity of the InstructGPT family of
transformers.

3.2.1 Query Classification
To ensure the factual consistency of the system, the
incoming user query can be mapped to a domain
and intent to assist the generative model in produc-
ing reasonable responses. In the following experi-
mental setup, we only considered performance dif-
ferences in the domain classification task because
a large portion of intents under the same domain
share similar utterances. When we apply similarity
measurements we are searching over all the intents
except certain ones(e.g. preference, equipment).
This strategy increases the system’s sensitivity and
makes the impact of intent classification more sub-
tle. We used DistilBERT (Sanh et al., 2019) as the
intent classifier for the sake of efficiency through-
out the conversation experiments.

For domain classification we conducted experi-
ments with 4 different models, ranging from sim-
ple multinomial logistic regression to transformer
based encoders including BERT (Devlin et al.,
2018), RoBERTa (Conneau et al., 2019) and De-
BERTa (He et al., 2021). All the pre-trained models
from Section 3.2.1 and 3.2.2 were available from
the public Huggingface model hub 2. In the deploy-
ment of the dialogue system, two additional fields
follow up and other were added to existing do-
mains to allow assessors to ask more about specific
responses or to converse casually. A collection of
phrases for greeting, ending the conversation, and
also phrases for generic follow up questions were
created and added to the labeled corpus specifically.
For experiments, 20% of the resultant corpus was
randomly sampled for testing and the remaining
80% was used for training. As one can observe
from Figure 2, the original training corpus contains
a limited number of utterances from each domain
and may undermine the ability of the deep trans-

1https://github.com/cisco/mindmeld
2https://huggingface.co/models

former models to distinguish between domains. To
investigate the effect of this limited corpus, we
applied the abstractive text summarization model
PEGASUS (Zhang et al., 2019) to generate para-
phrases of the original utterances. This model em-
ployed a self-supervised objective for pre-training
transformer encoder-decoder models that involves
removing several whole sentences from a document
and then asking the model to recover them without
extensive human annotation efforts. In our case,
the model recovers and recreates utterances in the
training corpus under each domain. The frequency
distribution of the augmented training corpus is
also shown in Figure 2.
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Figure 2: Counts of examples for each domain in the
training data.

We fine-tuned different models with the two
training corpus and repeated each experiment 10
times to get the statistics of different settings.

3.2.2 Response Generation
The primary goal of developing this dialogue sys-
tem is to generate human-like responses that are
consistent with factual information present in the
knowledge base. This requires the generation to
at least partially rely on the documents that have
been collected and used to construct synthetic pro-
files. Even though there is plenty of evidence show-
ing that large language models learn some factual
knowledge during pre-training (Wang et al., 2020)
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and could potentially be used as sources of accu-
rate information (Petroni et al., 2019), model adap-
tation is still needed for the models to represent
concepts from specific domains. Model fine-tuning
is a common way to ensure that a language model
includes some external knowledge. This section
will showcase assessments of the response gener-
ation of some InstructGPT-like models, including
an evaluation of a zero-shot methodology, a fine-
tuned model, and an assessment of a methodology
that uses an InstructGPT-like model as a fallback
when bespoke responses that are significantly sim-
ilar to the current query (as determined by query
classification) are not available in the knowledge
base.

Over the past few months, large language mod-
els (LLMs) such as ChatGPT (Ouyang et al., 2022),
have been garnering attention due to their impres-
sive ability to understand instructions and gener-
ate human-like responses. The InstructGPT-like
models are trained on massive amounts of natural
language data in auto-regressive fashion and then
fine-tuned to follow large-scale human instructions
(Wang et al., 2022). They exhibit robust perfor-
mance across a wide range of natural language pro-
cessing tasks and can generalize to unseen tasks,
making them promising unified solutions for text
generation and conversational AI.

We hope to leverage the strength of open-source
LLMs to generate answers by understanding as-
sessor questions and responding with human-like
reasoning about functioning. However, given that
publicly available models are generally pre-trained
on data outside of the ADL domains, it is neces-
sary to create a dataset explicitly for our task. By
further fine-tuning an InstructGPT on our ADL
specific dataset, we can benefit from the model’s
conversation capability while also adapting to the
style of an assessment interview. Researchers re-
cently found that achieving the best performance
with a fixed computer budget does not solely de-
pend on model size. In some cases, smaller models
that have been pre-trained with a greater amount
of data can outperform larger models (Hoffmann
et al., 2022). This is important to the deployment of
applications like dialogue systems in the real world
as they need to interact with users with very low la-
tency. This requires models to have high computa-
tion efficiency at inference time. LLaMA (Touvron
et al., 2023) is a set of fundamental instruct-based
language models, varying in size from 7 billion to

65 billion parameters. The models were trained
on a mixture data source consists of roughly 1.4
trillion unique tokens. It has been reported LLaMA
7B models demonstrated competitive performances
against GPT-3 on multiple tasks such as Common-
Sense Reasoning and Closed-book Question An-
swering. (Touvron et al., 2023). Considering the
computational burden, we decided to investigate
the 7B LLaMA model and experiment under sev-
eral settings to evaluate its factual consistency with
the grounded documents.

As described earlier in Section 3.1.4, the histor-
ical assessments were transformed into numbers
of synthetic profiles with certain age, gender and
various levels of daily living functioning in differ-
ent domains. We rely on these synthetic profiles
to establish the knowledge base, which currently
contains 10 sampled profiles.

When InstructGPT models are used in the di-
alogue system, it is essential to feed the model
with a well-designed prompt which embeds factual
context and also provides a clear description of
the task. We first translated numerical ratings of
functioning for each assessment into plain English,
then inserted that information into tailored prompt
templates. We designed one template for typical
interrogative sentences and another for follow up
questions.

1. General: Write your next response in the fol-
lowing conversation about {domain} as if
you {plain English functioning}
and you are {age} {gender}.

2. Follow-up: Provide more details to this state-
ment about {domain} as if you {plain
English functioning} and you are
{age} {gender}.

The fine-tuning data was derived from both the
human written synthetic dialogues from survey data
and annotated historical assessments introduced
above. The instruction-following fine-tuning data
format contains 3 fields: context, input, and output.
The context field is filled with one of the prompts
above, while the input and output fields are filled
with one question answer pair. To accommodate
multi-turn conversation from the source data, we
concatenated all previous turns with a newline sep-
arator "\n" to account for dialogue history. The
resultant dataset has 6,123 question/answer pairs
and examples of short conversations. The dataset
covers diverse profiles and questions from all the
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ADL domains of interest. While fine-tuning the
whole 7B models is prohibitively costly, there ex-
ist a family of methods called Parameter Efficient
Fine-Tuning methods(PEFT) that only train a tiny
number of parameters, but which result in compara-
ble performance to whole-model fine-tuning (Man-
grulkar et al., 2022). Low-Rank Adaptation(LoRA)
(Hu et al., 2021) is the one of those methods we
selected for our task. The idea behind LoRA is
to fix the pre-trained model weights and add train-
able rank decomposition matrices to every layer
of the transformer architecture. In order to train
the LoRA adapter with conversational capabilities
for activities of daily living context, we apply the
strategy demonstrated in Figure 3. We first trained
a LoRA adapter using the public Stanford Alpaca
dataset (Taori et al., 2023) to take advantage of
the 52K instruction-following dataset, and then
merged the LoRA weights back into LLaMA to
create a single base model. We then trained another
LoRA adapter with our ADL conversation specific
instruction-following dataset described above. This
training strategy is similar to the one employed in
ChatDoctor (Li et al., 2023), but at this time we
have only investigated the LoRA training approach,
while Chatdoctor did a concurrent investigation
of fine-tuning the whole model with the Stanford
Alpaca dataset. All of our locally trained models
were quantized using 8-bit precision to allow for
fine-tuning on a single GPU.

ADL LoRA
Adapter

Alpaca
LoRA

AdapterLLaMA 7B

INPUT

OUTPUT

Figure 3: Diagram of LoRA training

3.3 Evaluation Methods

3.3.1 Query Classification
In order to generate sensible responses from our
knowledge base of pre-prepared facts, the domain
of a given query needed to be classified so that
the system could accurately identify candidate re-
sponses. We assessed domain classification per-
formance, across 4 different metrics, including
weighted F1, micro F1 and macro F1 for multi-
classification task. The accuracy measures how

the model performs regardless of the domain dif-
ferences and the other 3 aggregated f-measures
implies the performance when imbalance exists
across domains.

3.3.2 Response Generation

In dialogue system research, evaluating the quality
of the conversation automatically is still an open
problem (Deriu et al., 2020). There have been ef-
forts to develop reference-free metrics for evaluat-
ing factual consistency in knowledge grounded dia-
logue systems (Honovich et al., 2021) based on au-
tomatic question generation paired with a question
answering model. However, given the style of the
knowledge base in our system and various possible
definitions of factuality, we only pursued human
ratings at this time to evaluate the quality of con-
versations. We evaluated text excerpts through the
notion of sensibleness and specificity, and provided
a separate evaluation of factual consistency. Sensi-
bleness and specificity average (SSA) is a metric
to capture human likeness of generated responses
(Adiwardana et al., 2020). Sensibleness measures
whether the generated response is coherent and
makes sense given the context while specificity
measures whether the generated response seems
uniquely suited to the questions that are asked,
rather than just sensible in general. We generated a
short conversation snippet using each NLG method
with a fixed set of questions in an effort to keep
the style of conversation consistent across meth-
ods. Two domains for which we had the most data
(bathing, dressing) were selected and we created
5 questions for each. The 5 questions comprise 1
general question, 1 follow up question and 3 ques-
tions for detailed aspects. Next we randomly se-
lected one profile and filled those questions into the
prompt by design. Besides our fine-tuned LLaMA
model, we also tested a 13B Vicuna model (Chiang
et al., 2023) with a zero-shot configuration. In total,
three models (Fine-tuned 7B LLaMA only, Fine-
tuned 7B LLaMA + knowledge base, 13B Vicuna
demo3) were accessed to generate conversations.
When combining the fine-tuned LLaMA model
with grounded knowledge, we used a heuristic rule
to determine whether to utilize knowledge directly
from the knowledge base, or to generate a response
using the LLM. Mathematically, the heuristic can

3https://chat.lmsys.org
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Experiments Accuracy F1-weighted F1-micro F1-macro

LR + Original 0.703(0.702−0.704) 0.708(0.707−0.709) 0.703(0.702−0.704) 0.606(0.604−0.608)

LR + Augmented 0.696(0.694−0.705) 0.702(0.700−0.711) 0.696(0.694−0.705) 0.615(0.613−0.623)

BERTbase + Original 0.747(0.729−0.760) 0.744(0.727−0.756) 0.747(0.729−0.760) 0.649(0.635−0.670)

BERTbase + Augmented 0.726(0.720−0.733) 0.729(0.723−0.738) 0.726(0.720−0.733) 0.639(0.630−0.651)

RoBERTabase + Original 0.759(0.745−0.767) 0.757(0.740−0.766) 0.759(0.745−0.767) 0.667(0.629−0.698)

RoBERTabase + Augmented 0.727(0.720−0.732) 0.731(0.725−0.737) 0.727(0.720−0.732) 0.641(0.633−0.648)

DeBERTav3 + Original 0.762(0.752−0.782) 0.759(0.746−0.781) 0.762(0.752−0.782) 0.683(0.652−0.708)

DeBERTav3 + Augmented 0.732(0.728−0.738) 0.736(0.732−0.741) 0.732(0.728−0.738) 0.646(0.643−0.651)

Table 1: Experimental results of testing classification models. The best performer for each metric is marked in bold.

be expressed as:

R =




argmax

c∈C
σ(q, c) if max

c∈C
σ(q, c) ≥ λ

rl otherwise

Where σ is any similarity measurement(e.g.
Bertscore), λ is an arbitrary cutoff and C is the
collection of all candidates from the knowledge
base. q denotes the incoming query and rl denotes
the response generated from LLM. A note about
generation: in most cases, the fine-tuned LLaMA
model tended to generate complete conversations
rather than single responses, which could be due
to the fact that the Alpaca fine-tuning data does
not represent an obvious conversational form. To
mitigate this, we manually selected the first sen-
tence from the entire output as the response to
the question. After assembling these excerpts we
asked 6 colleagues who have limited background
of this project to score sensibleness and specificity
for each conversation on a scale of 1-6 and had
them pick their favorite conversations based both
on realistic quality and personal preference. The
evaluation form is also publicly available. This
resulted in 12 total SSA ratings of each method
(2 conversation snippets per method, 6 raters) and
6 opinions on total quality and reality. For our
factual consistency evaluation, two co-authors con-
versed freely with the chatbot systems for a fixed
number of dialogue turns. This provided a chat
history in which the dialogue systems would be
free to "hallucinate" factual content about the syn-
thetic profile, or forget about details that were al-
ready present in the conversation several turns ago.
This method was selected for conversation gener-
ation in order to assure that the human turns were
natural—allowing for things like specific follow-
up questions, requests for further information, at-
tempts to repair disfluent conversation turns, and

other intricacies of human conversation. The co-
authors then counted the number of contradictions
that the conversations made against the knowledge
base and also counted the number of factual self-
contradictions in the dialogue history. This com-
bination of two sorts of human-rated metrics (sen-
sibility & specificity, and external grounding &
internal consistency) formed our baseline for eval-
uating a systems ability to respond fluently and
factually to an assessor’s queries.

4 Results

4.1 Query Classification

The experimental results for 4 different metrics are
reported in Table 1. We show the range of each
metric instead of standard deviation as the num-
bers are too small compared to the mean value.
The results indicate that the transformer family out-
performs the simple logistic regression model with
bag of word features. DeBERTav3, the largest trans-
former model among the candidates, achieves the
best performance for all 4 metrics. When compar-
ing model training results between the training with
an augmented corpus and training with the original
corpus, we observe that all the models consistently
perform better with the original corpus. This find-
ing can indicate that larger quantities of data does
not necessarily bring advantages to learning clas-
sification rules and we suspect the paraphrasing
potentially introduces noise that lowers the quality
of the training corpus. Comparisons across the 4
metrics suggests there is an imbalance in perfor-
mance across the domains. Higher weighted F1

score and micro F1 score than macro F1 score im-
plies the model performs poorly on domains with
less available data. Such performance imbalances
can also arise when domains share a high degree
of overlap in their conceptual definition (such as
categories like light housekeeping and heavy house-
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Model Sensibleness Specificity Realness Favorite ¬ Knowledge ¬ History

Fine-tuned LLaMA 7B 3.67 3.92 1 1 4 1
Zero shot Vicuna 13B 4.50 5.00 0 1 5 2
Fine-tuned LLaMA 7B + Knowledge base 4.92 4.33 5 4 1 0

Table 2: Human Evaluation Results. The numbers in the Sensibleness and Specificity columns represent the average
rating across evaluators. Numbers in the remaining columns are simple counts. "¬" indicates a contradiction against
an existing knowledge source.

keeping), or when there are differences in the size
or variability of the available data. If interested, a
per-domain breakdown of F1 score can be found in
Figure 4 (appendix).

4.2 Response Generation
Human functioning is not easily reduceable to an
array of numbers, so grounding the knowledge in
a way that respects the "functional levels" of the
ADL, but also embeds knowledge of specific hu-
man details that differ from person to person is a
challenge. In our evaluation of response genera-
tion using InstructGPT-like models, the knowledge-
grounding process that we employed had a modest
impact on system’s ability to speak fluently and
to speak into topics in which we did not have our
own training data, such as regular open-domain
conversation and non-functioning related conversa-
tion topics about home life. In the authors’ opinion
the open-domain response generation of raw LLMs
provided a more pleasurable chat experience across
a long conversation (something that our numeric
evaluation across five and ten turn excerpts could
not capture), but the tradeoff for factual and inter-
nal consistency provides value in the application of
these technologies for the simulation of a factually
grounded profile. The results in Table 2 indicate
that despite the immense power of LLMs, facts
stored as natural language snippets in a database
may be used to improve factual and internal con-
sistency, and this does not come at a penalty to a
simulation’s sensibleness, specificity, or realistic
behavior in all cases. It is also interesting to note
that when evaluating our LLM generated responses,
we experimented with different hyperparameters
and found that though the models provided differ-
ent occasionally during this exploration, the knowl-
edge conveyed from each run was consistent. For
example, it was unlikely in our experience that
a change to the decoding hyperparameters would
cause the LLM to generate "I have no problem
bathing on my own," when under another hyperpa-
rameter configuration it had responded "I need a

lot of help with bathing."

5 Conclusions and Limitations

In this paper, we present a comprehensive frame-
work for measuring the quality of a dialogue sys-
tem dedicated to activities of daily living assess-
ments. We have created a new high-quality dataset
of human-written questions and answers with cor-
responding profile information. We are currently
working on expanding the dataset by adding more
profiles and removing any factual inconsistencies
resulting from human error. Although more com-
plex models showed better query classification per-
formances, we need to consider the trade-offs be-
tween model size and generation time in the de-
ployment environment to ensure a smooth user
experience. We also identify areas where LLM
performance can be augmented by a knowledge
base filled with human written natural language
facts, and that this augmentation need not come at
a penalty to sensibleness, specificity, or the real-
istic quality of conversation. General conclusions
based on our initial work here may not be possible
given the limited number of evaluators and small
amount of evaluated dialogues, and this is a ma-
jor limitation of our contribution. Future work is
needed to develop a more robust and replicatable
evaluation framework, especially to perform evalu-
ations of long and complex conversations like the
type that assessors perform in the field. Such an
evaluation will need to include larger numbers of
human raters to improve the statistical power of
the surveys. Recent automatic evaluations may
also help improve development efforts, as a suffi-
ciently powerful LLM such as GPT-4 may be able
to monitor the chatbot for regressions in its abil-
ity to speak fluently, sensibly or specifically. This
assessment, known informally as the "Vicuna As-
sessment"(Chiang et al., 2023), cannot give an eval-
uation of the chatbot’s fit-for-purpose, but could be
used to compare short conversations from several
versions of the same chatbot. This could free up
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more human resources to evaluate the knowledge-
groundedness and fit-for-purpose of future versions.
In addition, given more computing budget and
more time to engineer prompts, larger language
models beyond LLaMA 7B could be further studied
or fine-tuned while experimenting with fine-tuning
datasets and process. There are also many thresh-
olds and parameters that could be further tested in
the development of the knowledge-grounding sys-
tem, wherein similarity measures inform the sys-
tem’s decision to answer using a generative model
versus responding with language directly from the
knowledge base.
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A Domains of Interest

1. dressing 2. grooming 3. bathing 4. toileting
5. incontinence accident management 6. house-
keeping light 7. housekeeping heavy 8. laundry
9. finance 10. food consumption 11. meal prepa-
ration 12. meal planing 13. mobility 14. transfer
15. mode of transfer 16. positioning 17. mode of
positioning 18. fine motor skills

B Example Labeled Survey Form

Domain Grooming
Ability Physical Assistance
Age 65-84
Gender Female
Assessor-1 "Can you tell me about

how you take care of
your grooming needs?"
intent - generic

Participant-1 "I have a hard time"
Assessor-2 "Can you brush your

hair?"intent - challenges
Participant-2 "No, I can’t reach my

hair to get it brushed in
the back."

Assessor-3 "Who helps you to brush
your hair?"intent - helper

Participant-2 "My daughter helps me
to brush my hair."

Table 3: Sample dialogue from the survey.

C Profile Information

ID Age Gender Avg rating #utterances
3b1 27 Female 3.67 252

3b108 64 Male 3.00 259
3b77 71 Female 3.50 196
3b84 84 Male 2.78 148
3b86 52 Male 3.78 206
4d18 86 Female 3.94 233
4d23 60 Male 4.11 114
4d26 96 Female 3.89 81
4d29 42 Female 1.83 50
4d4 63 Female 3.27 213

Table 4: Synthetic profile summary

D Evaluation Questions

D.1 Test questions
Bathing

1. Tell me about how bathing goes for you.

2. Can you elaborate more on that?

3. Can you get in and out of the shower easily?

4. Do you need any help with drying off?

5. Can you wash your back okay?
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Dressing

1. Tell me about how you get dressed in the
morning.

2. Is there anything else I should know about
that?

3. What about buttons and zippers specifically?
Do you struggle at all with them?

4. Can you manage your shoes on your own?

5. Do you prefer any particular type of clothing?

D.2 Example of long casual talks for factuality
evaluation

Bathing assessment
[Assessor]: Tell me about how bathing goes for

you?
[Chatbot]: I have to get my wife or a caregiver

to help me bathe. I can’t do it myself.
[Assessor]: What sort of help does your wife

give you?
[Chatbot]: She helps me undress, wash, dry off,

dress, and put on my clothes. She also helps me
shave.

[Assessor]: What parts of washing do you strug-
gle with?

[Chatbot]: I can’t reach my back.
[Assessor]: But you can manage to turn on the

water yourself?
[Chatbot]: Yes, but I can’t reach the soap.
[Assessor]: Have you thought about getting a

caddy or something to bring the soap closer to you?
[Chatbot]: No, I haven’t.
[Assessor]: Okay. Good to know. Is it easy to

dry off after you shower?
[Chatbot]: It is hard to dry off because I am not

able to stand up by myself.
[Assessor]: How long does it take you to shower

and how often do you get to do it?
[Chatbot]: I don’t like to take too much time in

the shower because I get cold easily. It takes me
about 15 minutes to shower.

[Assessor]: How frequently are you able to
shower?

[Chatbot]: I am able to shower every other day.
[Assessor]: Do you prefer when your caregiver

helps? Or your wife?
[Chatbot]: My wife helps me.
[Assessor]: Do you have any grab bars or anti-

slip mats or other things that help you stay steady
in the shower?

[Chatbot]: I have a bench in the shower.
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Figure 4: F1 score for each domain, aggregated across
experiments. (Dressing domain is not included because
we didn’t derive the test data. And the results for bathing
domain is from augmented set only as the original set
does not have test data either.)
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