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Abstract

This paper describes the research on the pos-
sibilities to control automatic text simplifica-
tion with special tokens that allow modifying
the length, paraphrasing degree, syntactic com-
plexity, and the CEFR (Common European
Framework of Reference) grade level of the
output texts, i.e. the level of language pro-
ficiency a non-native speaker would need to
understand them. The project is focused on
Russian texts and aims to continue and broaden
the existing research on controlled Russian text
simplification. It is done by exploring avail-
able datasets for monolingual Russian machine
translation (paraphrasing and simplification),
experimenting with various model architec-
tures, and adding control tokens that have not
been used on Russian texts previously.

1 Introduction and related work

Easy and Plain Language are tailored lan-
guages (Leskeld et al., 2022) often aimed at a spe-
cific audience, such as people with learning disabil-
ities, children, or second language learners. Easy
Language is even considered to be a rule-based
variety that reverts to purposeful language plan-
ning and shows similarities with controlled lan-
guages (MaaB3, 2020). Despite the growing num-
ber of tools for automatic text simplification, most
simplified texts are still produced by experts who
understand and cater to the needs of a particular
group of readers. Because of that, it seems reason-
able to concentrate on the task of controllable text
simplification so that in the future, simplification
tools can be tailored to specific target audiences.
At present, text simplification is often viewed
as a monolingual text-to-text generation task bor-
rowing ideas from statistical machine transla-
tion (Zhang and Lapata, 2017), and simplification
models are trained in a similar fashion to transla-
tion models. The training requires large parallel
datasets where the target sentences are simplified
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versions of the source sentences. There are multi-
ple ways to control the output of text simplification
tools. For example, editing operations can be di-
rectly controlled. Dong et al. (2019) presented a
simplification model that could learn explicit edit-
ing operations such as additions, deletions, and
keeping. Alva-Manchego et al. (2017) proposed a
sequence labeling model to predict which simpli-
fication operations should be performed as a first
step for a complete simplification pipeline. The
model is built on a corpus with automatically la-
beled simplification operations, and the approach is
proven to produce more straightforward texts than
end-to-end models.

Other research shows that, apart from control-
ling editing operations, it is also possible to control
specific dimensions of the output texts. Martin
et al. (2020) identify four attributes related to the
text simplification process: the amount of compres-
sion, paraphrasing, lexical and syntactic complex-
ity — and use control tokens that are put in front
of the source sentences to modify these attributes
in output texts. This approach was later used in
Martin et al. (2022) and in Anastasyev (2021). The
latter was the winning solution for the RuSimple-
SentEval (Sakhovskiy et al., 2021) shared task on
Russian text simplification. This methodology is
used in the present study as well. Other studies
have shown that control tokens can be used for all
kinds of linguistic attributes, including politeness
and monotonicity (the closeness of the word or-
der in the target sentence to the word order in the
source sentence) (Schioppa et al., 2021). Some
studies also demonstrate the successful usage of
control tokens to generate texts for a given school
grade level (Scarton and Specia, 2018; Nishihara
et al., 2019).

In this project, we use various datasets for mono-
lingual Russian machine translation tasks, namely
paraphrasing and simplification, to build models
for controllable text simplification. The data is
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described in Section 2. Section 3 talks about the
control tokens used in this study, the process of
choosing the optimal model architecture, and the
results of the experiments. The final parts of the
paper present the conclusions and discuss the limi-
tations of this research.

2 Data

For this project, four different data sources were
used:

 ParaPhraser Plus: a large automatically devel-
oped corpus for Russian paraphrase genera-
tion (Gudkov et al., 2020). Contains news
headlines crawled from publicly available
websites;

Opusparcus: a paraphrase corpus for six Eu-
ropean languages comprising subtitles from
movies and TV shows (Creutz, 2018). Only
the Russian part of the corpus was used;

RuAdapt: a parallel Russian-Simple Russian
dataset which consists of texts adapted for
learners of Russian as a foreign language
(Dmitrieva and Tiedemann, 2021). RuAdapt
has three subcorpora: literary texts, encyclo-
pedic entries, and fairytales. Sentence pairs
in RuAdapt were aligned automatically and
have cosine similarity scores provided by the
aligner. Only sentences with cosine similarity
above 0.31 but below 0.98 were used;

 The RuSimpleSentEval' datasets: develop-
ment and public test set (Sakhovskiy et al.,
2021). The original training set is currently
unavailable. The public test set was not in-
cluded in the general dataset; it was only used
separately.

The size of the dataset can be seen in Table 1.
3398 sentence pairs from the RuSimpleSentEval
public test set were held out for further testing.

The data only includes sentences with five tokens
or longer. Furthermore, to avoid hallucinations in
the output (incoherent texts possibly including facts
not justified by the training data), the larger parts of
the dataset, Paraphraser Plus and Opusparcus, were
cleaned from sentence pairs where named entities
do not match. The Natasha toolkit> was used to

"https://github.com/dialogue-evaluation/

RuSimpleSentEval
2https ://github.com/natasha/natasha
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Dataset Train Dev Test
Paraphraser Plus 338865 37652 7638
Opusparcus 103186 11465 2405
RSSE 2570 285 59
RA literature 8530 948 169
RA encyclopedic 2041 227 50
RA fairytales 135 15 4
Total 455327 50592 10325

Table 1: General dataset partition counts in sentence
pairs. RA stands for RuAdapt, RSSE for RuSimpleSen-
tEval. Held out RSSE public test set not included.

exclude sentence pairs where the target sentence
has named entities absent in the source.

3 Experiments

3.1 Control tokens

Following Martin et al. (2022) and Martin et al.
(2020), we chose four control tokens to represent
four attributes related to the process of simplifica-
tion mentioned above in Section 1:

* NbChars: the ratio between the lengths of
source and target sentences in characters; rep-
resents the amount of compression. Same as
in Martin et al. (2020);

LevSim: the Levenshtein ratio between
source and target sentences; represents the
amount of paraphrasing. Same as in Martin
et al. (2020);

DepTreeDepth: the ratio between the syntac-
tic tree depths of target and source sentences;
represents the syntactic complexity. Simi-
lar to Martin et al. (2020). The dependency
parsing is performed with the deeppavlov’s?
ru_syntagrus_joint_parsing model;

CEFRgrade: the CEFR grade level of
the target sentence; represents multiple
simplification-related attributes. It is the only
token not represented by ratio because it is
easier to control the output’s grade level di-
rectly rather than control how simplified the
output will be compared to the source. The
grade levels were calculated using code from
the Textometr (Laposhina et al., 2018) APL
Textometr’s grade levels go from elementary
A1l up to what can be described as C2+ (too

3https ://github.com/deeppavlov/DeepPavlov
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complicated even for a native speaker) and can
be transformed to a 0.0 to 10.0 scale. Only
sentence pairs where the source’s grade level
was higher than or equal to the target’s (which
means that some pairs had to be reversed) and
the target’s CEFR level was not higher than
C2 were kept in the dataset.

Here is what a source sentence with control to-
kens looks like before encoding and preprocessing
with sentencepiece and fairseq (this sentence is
from the ParaPhraser.ru corpus):

<CEFRgrade_0> <LevSim_0.4>
<NbChars_1.15> Tloroma ma 3aBTpa:
[IPEUMYIIECTBEHHO 0e3 0CaIKOB.

Weather for tomorrow: mostly without
precipitation.

Previous research has shown that the NbChars
and LevSim tokens work well for both English and
Russian; therefore, they were chosen for the initial
experiments, including experiments with choosing
the model architecture. To the best of our knowl-
edge, the DepTreeDepth token was never tried on
Russian but has shown a slight performance in-
crease for English (Martin et al., 2020), so it was
included in later experiments. The reason for choos-
ing CEFR grade level as one of the tokens was
twofold. The first goal was to find a way to sim-
plify texts for a particular grade level. Secondly,
since the WordRank token used in Martin et al.
(2020) did not work well for Russian (Anastasyev,
2021), it was necessary to find something else to
represent the change in lexical (and other) complex-
ity between sentences. Moreover, studies such as
Scarton and Specia (2018) have shown that annotat-
ing the source sentences with information about the
target grade level can positively affect the model’s
simplification performance. All tokens except CE-
FRgrade levels have 40 unique values from 0.05 to
2.

It should be noted that the studies that this pa-
per is based on, namely Martin et al. (2022) and
Anastasyev (2021), have different approaches to ap-
pending the control tokens to the model. In Martin
et al. (2022), the tokens are appended to the begin-
ning of the sentence. Then the sentence is encoded
with sentencepiece, preprocessed with fairseq, and
fed to the model. Therefore, no special embed-
dings just for the control tokens are added to the
pretrained model, and the vectorization of control
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tokens happens as is. Anastasyev (2021) uses a dif-
ferent approach, in which he utilizes tokens from
the mBART’s dictionary that were not used in the
training data to denote control tokens. To our under-
standing, all possible values of the control tokens
receive their own embeddings from the pool of to-
kens known to the model but not utilized in the
training data. During inference, if a control token
with a certain value is not present in the training
data, the closest possible value is found, and the
model uses the embedding assigned to that value.
Our study follows the Martin et al. (2022)’s ap-
proach for this project. It would be interesting to try
and append new embeddings to the pretrained mod-
els for control tokens. For instance, in Schioppa
et al. (2021), the authors introduce attribute control
during fine-tuning by affecting a smaller subset of
the original model parameters. However, not all
frameworks currently have instruments for that.

3.2 Choosing the model architecture

The following versions of two transformer archi-
tectures, mBART (Liu et al., 2020) and T5 (Raffel
et al., 2020), both proven very capable at monolin-
gual translation tasks such as paraphrasing, were
used in this project:

e mBART cc25, a model with 12 encoder and
decoder layers trained on 25 languages’ mono-
lingual corpus*. The preprocessing, training,
and inference process was identical to that of
the RuSimpleSentEval competition baseline’.

a version of Google’s multilingual T5 (Xue
et al., 2021) with only Russian and some En-
glish embeddings left®. The training process
was similar to the one used by David Dale
for fine-tuning a TS model for multiple tasks,
including paraphrasing Russian texts (Dale,
2021). During inference, we used the number
of beams of 3 and a no-repeat ngram size of
5.

The models’ performance was evaluated with
the SARI score (Xu et al., 2016) from the
EASSE (Alva-Manchego et al., 2019) library.
SARI compares system output against references
and against the input sentence, and correlates with

4https://github.com/facebookresearch/fairseq/
blob/main/examples/mbart/README.md

Shttps://github.com/dialogue-evaluation/
RuSimpleSentEval

https://huggingface.co/cointegrated/
rutb5-base
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Test set mBART TS
General 44.3776 40.781
RSSE 33.3876 35.2519

Table 2: Highest SARI scores for models with no control
tokens.

Test set mBART T5
General test, true tokens  53.9269 38.9376
General test,

NbCharsg 95, LevSimo 4 43.1563  40.0487
RSSE,

NbCharsgos. LevSimgy o004 34.6402
ot 15944  35.1672

NbChars; o, LevSim; ¢

Table 3: Highest SARI scores for models with NbChars
and LevSim control tokens. “True tokens” means tokens
that represent the actual attribute values between source
and target sentences.

human judgments of simplicity (Xu et al., 2016).
It uses an arithmetic average of n-gram precisions
and recalls of editing operations: addition, keep-
ing, and deletions between the source, output, and
references (ibid.). The models were evaluated on
two test sets: a general test set from Table 1 and
the public test set from RuSimpleSentEval. Be-
fore evaluation, sanity tests were conducted on the
RSSE public test set: if the source file is used as
the output file, the SARI score is 14.7, and if the
target is used as output, the score is 100. During
RuSimpleSentEval, the best system had a SARI
score of 40.23 on the public test set.

As seen in Table 2, when trained without any
control tokens, mBART has a much higher score
on the general test set, but on the RSSE public test
set, the scores are much lower, with TS5 perform-
ing slightly better. However, adding two control
tokens, NbChars and LevSim, improved the per-
formance of mBART significantly on both test sets
(see Table 3). TS5, however, did not show a consid-
erable performance gain. Moreover, when both to-
kens were set to 1.0, only mBART showed a SARI
score similar to the SARI that can be obtained if
the source sentences are passed as output (which
means that the sentences were left unchanged as
it is supposed to happen when these tokens are set
to 1.0). It should be noted, however, that, despite
high SARI scores, the output of mBART contained
some incoherent sentences, similar to what Anasta-
syev (2021) reports (the models with highly rated
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performance still hallucinating in some cases).

To further investigate how the control tokens
affect the model, we measured the actual values
of the character length ratio and the Levenshtein
similarity ratio between the model’s output and the
source sentences. Intuitively, suppose a model was
asked to simplify sentences with NbChars set to
0.95. In that case, the average character length
ratio between the system output and source sen-
tences should be close to 0.95. As seen in Table 4,
both models seem to learn the meaning of the to-
kens with further training, even though it does not
necessarily mean SARI score improvement. Evi-
dently, the mBART architecture was better at un-
derstanding the meaning of both control tokens,
which is why it was chosen for further experiments.
It should also be noted that the training process for
mBART with fairseq was faster than training T5
with transformers, which influenced our choice of
model.

3.3 Syntactic complexity

Training an mBART model with the same con-
figuration as before on texts with just the Dep-
TreeDepth token resulted in a considerable de-
crease in performance. After 5 initial epochs and
additional 7 epochs after early stopping, the best
SARI score on the general test set was 28.77 on
epoch 7. Despite generally standard loss scores
(not much different from previous experiments with
and without control tokens), the models halluci-
nated quite a bit. The hallucinations made calcu-
lating the actual syntactic tree depth of the outputs
impossible because there were too many word rep-
etitions to create adequate syntactic trees. In con-
clusion, the tree depth ratio may not be an adequate
enough metric to control syntactic complexity in
Russian sentences. It should be noted that, as re-
ported in Martin et al. (2020), the identical Dep-
TreeDepth token also did not seem to control its
attribute as well as the NbChars and LevSim tokens
did in English texts, although it had the desired ef-
fect on the output.

3.4 CEFR grade levels

Firstly, we conducted multiple experiments to deter-
mine how many unique values should be allocated
to this token. The starting range was from 0.7 to 8.5
with a step of 0.1 (the way the values come from
Textometr). After a decrease in performance com-
pared to models with no tokens (the highest SARI
score obtained on the general test set was 35.84 on



Token mBART TS

4 epochs 3 epochs 2epochs 1 epoch 800k 700k 600k 500k
NbChars 95 09119 0,9004  0,9140 0,8496 0,8976 0,8792 10,8684 0,7327
LevSimg 4 0,4812 04814  0,5074 0,4980 0,5336 0,5648 0,6909 0,6666
NbChars o 0,9999  0,9997 1,0002  0,9993 09914 0,9989 0,9315 0,8590
LevSim; o 0,9990  0,9989 0,9993 0,9987 0,8762 0,8442 0,7573 0,7085

Table 4: Mean attribute values calculated between the output and the source files (RSSE public test set). k (in 800k,

700k, etc.) = thousands of steps.

Control token CEFR level SARI

0(AD) 46.4875
1(A2) 44.8701
2 (B1) 42.2034
3 (B2) 38.0583
Actual target CEFR level (best model) 38.9731

Table 5: SARI scores on the general test set for the
model with a CEFR grade level control token: manually
set values and actual values (CEFR grade levels of target
sentences in the test set).

epoch 8/12), the number of unique values was low-
ered to 8, from 1 to 8. After that, the SARI scores
increased up to 41 (epoch 4/7), but the model still
hallucinated quite a lot. After that, the number of
unique values was reduced to 6, corresponding to
levels A1 (0) to C2 (5). This decreased the SARI
scores slightly (highest SARI 38.97, epoch 8/10);
however, the outputs became more coherent.

In order to test the influence of different token
values on the output, during the inference, the token
was set to lower grade levels, from Al (0) to B2
(3). The testing has shown that the SARI score
decreases when the CEFR grade level goes up (see
Table 5). As expected, the lowest CEFR grade
gives the highest SARI score. When studying this
token’s influence further, it became clear that, even
though setting the token to a particular grade level
leads to more sentences of that level in the output,
the model still produces a lot of B1 and B2 (2 and 3)
level sentences, as shown on Figure 1. The reason
is likely because many sentences with these grade
levels are in the training data.

Despite the model being able to learn the
NbChars and LevSim control tokens together and
the CEFRgrade separately, combining them in one
model did not increase performance. On the con-
trary, there was no noticeable SARI increase across
18 epochs, and many outputs were incoherent with
a lot of word repetitions. The reason for such be-
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Figure 1: Influence of the CEFR grade level control
token on the output. General test set. The numbers in
the legend denote the control token values given to the
model.

havior is unclear since in previous studies (see, for
example, Martin et al., 2022, and Schioppa et al.,
2021), different control tokens were successfully
combined.

4 Conclusions

This paper continues and expands previous re-
search on controlled text simplification. We stud-
ied the influence of control tokens on Russian texts
using open-source datasets. Also, another trans-
former architecture was tested not previously used
for these kinds of experiments. In the end, the
choice fell on mBART, but the experiments have
shown that TS can also learn the meaning of con-
trol tokens. Two tokens were tested that have not
been applied to Russian data before. The findings
show that the DepTreeDepth token does not per-
form as well on Russian data as it did on English,
according to previous research. The CEFRgrade
token can influence the model’s output in a desir-
able way, but according to the experiments’ results,
it cannot be combined with other tokens. Finally, it
was confirmed that the other two tokens, NbChars



and LevSim, work well on Russian data. Some
examples of the models’ outputs can be found in
Appendix A. The best models’ checkpoints and
other supplementary materials can be found on
GitHub: https://github.com/annadmitrieva/
controlled_simplification_ru.

The findings show that some tokens are “harder”
to learn for the models than others. Possible topics
for future research include more in-depth studies of
“difficult” tokens and finding methods for represent-
ing their attributes in more understandable ways to
the models. Another possible topic is studying how
to combine tokens more effectively and why some
combinations do not work well.

Limitations

Data: the bigger portion of the dataset used in this
study consists of paraphrases and not profession-
ally done simplifications. There was an attempt
to compensate for it by assigning CEFR grade lev-
els to each sentence and reversing the pairs where
the source was originally “easier” than the target.
This is also partially why the distribution of tar-
get CEFR levels is so skewed towards B1 and B2:
lower grade levels require more effort made by the
author specifically towards simplification. A more
balanced dataset would likely improve the models’
performance and their ability to simplify sentences
for any given grade level.

CEFR grade levels: it should be noted that Tex-
tometr, the software used for assigning the grade
levels, is used primarily for texts, not single sen-
tences, since CEFR grade levels are generally as-
signed to a text, and estimating an exact level of
a single sentence can be difficult even for an ex-
pert. For some sentences, it is also challenging to
lower the level below B: for example, when it con-
tains mentions of phenomena that, in order to be
understood by someone on level A, would need a
detailed explanation, such as “Tlokpos IIpecssToit
Boropomunsr” (Intercession of the Theotokos) or
“Ilom mipodcorozoB” (Trade Unions Building). On
the other hand, some source sentences in the dataset
are already quite simple, and modifying them to
become more complex is out of the scope of the
simplification task. The observations also show
that in many cases, the model could not simplify a
sentence to all possible grade levels: for example,
sometimes, the model could only simplify a given
sentence to levels O to 2 but not to 3. The model’s
behavior and limitations when it comes to control-
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ling the grade level are in itself a separate topic for
discussion.

Models: for the sake of time, the models’ param-
eters were not changed during training or inference,
and no search for more optimal parameters has
been performed. It is likely that finding proper
parameters could have improved the results of the
experiments. However, the goal was not to increase
the performance but to compare how models be-
have in different settings (with different tokens).

Acknowledgements

This work was partially supported by the Cultura
foundation (Application 2021143).

References

Fernando Alva-Manchego, Joachim Bingel, Gustavo
Paetzold, Carolina Scarton, and Lucia Specia. 2017.
Learning how to simplify from explicit labeling of
complex-simplified text pairs. In Proceedings of
the Eighth International Joint Conference on Nat-
ural Language Processing (Volume 1: Long Papers),
pages 295-305, Taipei, Taiwan. Asian Federation of
Natural Language Processing.

Fernando Alva-Manchego, Louis Martin, Carolina Scar-
ton, and Lucia Specia. 2019. EASSE: Easier auto-
matic sentence simplification evaluation. In Proceed-
ings of the 2019 Conference on Empirical Methods
in Natural Language Processing and the 9th Inter-
national Joint Conference on Natural Language Pro-
cessing (EMNLP-IJCNLP): System Demonstrations,
pages 49-54, Hong Kong, China. Association for
Computational Linguistics.

Daniil Anastasyev. 2021. RuSimpleSentEval. [Online;
released 11-April-2021].

Mathias Creutz. 2018. Open subtitles paraphrase corpus
for six languages. In Proceedings of the Eleventh In-
ternational Conference on Language Resources and
Evaluation (LREC 2018), Miyazaki, Japan. European
Language Resources Association (ELRA).

David Dale. 2021. IlepedpasupoBanue pycckKux
TEKCTOB: KopIyca, Mojenu, merpuku. [Online;
posted 28-June-2021].

Anna Dmitrieva and Jorg Tiedemann. 2021. Creating
an aligned Russian text simplification dataset from
language learner data. In Proceedings of the 8th
Workshop on Balto-Slavic Natural Language Pro-
cessing, pages 73-79, Kiyv, Ukraine. Association for
Computational Linguistics.

Yue Dong, Zichao Li, Mehdi Rezagholizadeh, and
Jackie Chi Kit Cheung. 2019. EditNTS: An neural
programmer-interpreter model for sentence simplifi-
cation through explicit editing. In Proceedings of the


https://github.com/annadmitrieva/controlled_simplification_ru
https://github.com/annadmitrieva/controlled_simplification_ru
https://aclanthology.org/I17-1030
https://aclanthology.org/I17-1030
https://doi.org/10.18653/v1/D19-3009
https://doi.org/10.18653/v1/D19-3009
https://github.com/DanAnastasyev/RuSimpleSentEval
https://aclanthology.org/L18-1218
https://aclanthology.org/L18-1218
https://habr.com/ru/post/564916/
https://habr.com/ru/post/564916/
https://aclanthology.org/2021.bsnlp-1.8
https://aclanthology.org/2021.bsnlp-1.8
https://aclanthology.org/2021.bsnlp-1.8
https://doi.org/10.18653/v1/P19-1331
https://doi.org/10.18653/v1/P19-1331
https://doi.org/10.18653/v1/P19-1331

57th Annual Meeting of the Association for Computa-
tional Linguistics, pages 3393-3402, Florence, Italy.
Association for Computational Linguistics.

Vadim Gudkov, Olga Mitrofanova, and Elizaveta Fil-
ippskikh. 2020. Automatically ranked Russian para-
phrase corpus for text generation. In Proceedings
of the Fourth Workshop on Neural Generation and
Translation, pages 54-59, Online. Association for
Computational Linguistics.

Antonina Laposhina, Tatyana Veselovskaya, Maria
Lebedeva, and Olga Krivenko. 2018. Automated
Text Readability Assessment For Russian Second
Language Learners. In Proceedings of the Interna-
tional Conference on Computational Linguistics and
Intellectual Technologies “DIALOGUE”, pages 396—
406.

Leealaura Leskeld, Arto Mustajoki, and Aino Piehl.
2022. Easy and plain languages as special cases
of linguistic tailoring and standard language varieties.
Nordic Journal of Linguistics, 45(2):194-213.

Yinhan Liu, Jiatao Gu, Naman Goyal, Xian Li, Sergey
Edunov, Marjan Ghazvininejad, Mike Lewis, and
Luke Zettlemoyer. 2020. Multilingual Denoising
Pre-training for Neural Machine Translation.

Christiane Maaf3. 2020. Easy Language — Plain Lan-
guage — Easy Language Plus, 1 edition, volume 3 of
Easy — Plain — Accessible. Frank & Timme.

Louis Martin, Angela Fan, Eric Villemonte De La Clerg-
erie, Antoine Bordes, and Benoit Sagot. 2022.
MUSS: Multilingual Unsupervised Sentence Sim-
plification by Mining Paraphrases. In Proceedings of
the Thirteenth Language Resources and Evaluation
Conference, pages 1651-1664.

Louis Martin, Eric Villemonte de La Clergerie, Benoit
Sagot, and Antoine Bordes. 2020. Controllable Sen-
tence Simplification. In LREC 2020 - 12th Language
Resources and Evaluation Conference.

Daiki Nishihara, Tomoyuki Kajiwara, and Yuki Arase.
2019. Controllable text simplification with lexical
constraint loss. In Proceedings of the 57th Annual
Meeting of the Association for Computational Lin-
guistics: Student Research Workshop, pages 260—
266, Florence, Italy. Association for Computational
Linguistics.

Colin Raffel, Noam Shazeer, Adam Roberts, Katherine
Lee, Sharan Narang, Michael Matena, Yanqi Zhou,
Wei Li, and Peter J. Liu. 2020. Exploring the Limits
of Transfer Learning with a Unified Text-to-Text
Transformer. Journal of Machine Learning Research,
21(140):1-67.

Andrey Sakhovskiy, Alexandra Izhevskaya, Alena
Pestova, Elena Tutubalina, Valentin Malykh,
Ivan Smurov, and Ekaterina Artemova. 2021.
RuSimpleSentEval-2021 shared task: evaluating

76

sentence simplification for Russian. In Proceed-
ings of the International Conference on Computa-
tional Linguistics and Intellectual Technologies “DI-
ALOGUE?”, pages 607-617.

Carolina Scarton and Lucia Specia. 2018. Learning sim-
plifications for specific target audiences. In Proceed-
ings of the 56th Annual Meeting of the Association for
Computational Linguistics (Volume 2: Short Papers),
pages 712-718, Melbourne, Australia. Association
for Computational Linguistics.

Andrea Schioppa, David Vilar, Artem Sokolov, and
Katja Filippova. 2021. Controlling machine transla-
tion for multiple attributes with additive interventions.
In Proceedings of the 2021 Conference on Empiri-
cal Methods in Natural Language Processing, pages
6676—6696, Online and Punta Cana, Dominican Re-
public. Association for Computational Linguistics.

Wei Xu, Courtney Napoles, Ellie Pavlick, Quanze Chen,
and Chris Callison-Burch. 2016. Optimizing Sta-
tistical Machine Translation for Text Simplification.
Transactions of the Association for Computational
Linguistics, 4(0):401-415.

Linting Xue, Noah Constant, Adam Roberts, Mihir Kale,
Rami Al-Rfou, Aditya Siddhant, Aditya Barua, and
Colin Raffel. 2021. mT5: A massively multilingual
pre-trained text-to-text transformer. In Proceedings
of the 2021 Conference of the North American Chap-
ter of the Association for Computational Linguistics:
Human Language Technologies, pages 483-498, On-
line. Association for Computational Linguistics.

Xingxing Zhang and Mirella Lapata. 2017. Sentence
simplification with deep reinforcement learning. In
Proceedings of the 2017 Conference on Empirical
Methods in Natural Language Processing, pages 584—
594, Copenhagen, Denmark. Association for Compu-
tational Linguistics.

A Example Appendix

Some examples of simplifications performed by
the models can be found in Tables 6 and 7.
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Partition Text Actual grade level

Source Cembst Bepe3oBckoro He JlaeT coryiacusi Ha 3aKPbITHE yTOJOBHBIX JeJI IPOTHB HErO 3
Berezovsky’s family does not consent to the closure of criminal cases against him
Target Poncrennuxu Bepesosckoro me 6ymayT naBaTh COIIacHe Ha IPEKpPAIlenne yroIOBHBIX JIeJI B OTHOMICHUN HEero 3
Berezovsky’s relatives will not consent to the termination of criminal cases against [in relation to] him
CEFRgradey Cembst Bepe3oBcKoro ne xouer 3akpblBaTh JI€JIa 0
Berezovsky’s family does not want to close cases
CEFRgrade; Cembs Bepe3oBckoro me xodeT 3akpbIBaTh J€J1a IPOTUB HETO 1
Berezovsky’s family does not want to close cases against him
CEFRgrade, Cembst Bepe3oBckoro e jaer corsiacust Ha 3aKpPBITHE YTOJTOBHBIX JIEJT 2
Berezovsky’s family does not consent to the closure of criminal cases
CEFRgrades Cembsi Bepesosckoro He corsiacHa Ha 3aKPbITHE YI'OJIOBHBIX JIeJI IPOTUB HErO 3

Berezovsky’s family does not agree to the closure of criminal cases against him

Table 6: Examples of simplifications with arbitrary CEFR grade levels. Original dataset: ParaPhraser.ru.

Partition Text
S()urce All,‘L})()ll()B,B()(‘,lHllﬂﬁ aTTanle u BOJUTEIIb yueJsesan u TCITKOM ,‘l()()[)a.}”‘l(ﬁb J10 TI0COJILCTBA.
Andropov, the military attache and the driver survived and reached the embassy on foot.
Target AHZIPOIIOB BMECTE ¢ BOCHHBIM aTTaIle I BOAUTEICM YIE/ICIIH, HO HEIIKOM JBa Jaca 110 HOTHOMY TOPOJY IPOGHPAJINCEH B IIOCOTLCTBO.

Andropov, along with the military attache and the driver, survived, but they made their way to the embassy on foot for two hours through the night city.
NbChars; o, LevSim; g AHAPONOB,BOCHHBII aTTalle U BOJUTEb yIeJeIu U IelKOM J00Pauch 10 IOCOIbCTBA.

Andropov, the military attache and the driver survived and reached the embassy on foot.
NbCharsg gs, LevSimg4  [To nocosbersa Jo6panucs AHAPONOB, aTTalle U BOAUTE b,

Andropov, the attache and the driver reached the embassy.

Table 7: Examples of simplifications with arbitrary NbChars and LevSim parameters. Original dataset: RuSimple-
SentEval public test.
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