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Abstract

Pre-trained language models (PLMs) may fail
in giving reliable estimates of their predic-
tive uncertainty. We take a close look into
this problem, aiming to answer two ques-
tions: (1) Do PLMs learn to become cali-
brated in the training process? (2) How effec-
tive are existing calibration methods? For the
first question, we conduct fine-grained con-
trol experiments to study the dynamic change
in PLMs’ calibration performance in training.
We consider six factors as control variables,
including dataset difficulty, available training
samples, training steps, the number of tun-
able parameters, model scale, and pretrain-
ing. We observe a consistent change in cal-
ibration performance across six factors. We
find that PLMs don’t learn to become cali-
brated in training, evidenced by the contin-
ual increase in confidence, no matter whether
the predictions are correct or not. We high-
light that our finding somewhat contradicts
two established conclusions: (a) Larger PLMs
are more calibrated; (b) Pretraining improves
model calibration. Next, we study the ef-
fectiveness of existing calibration methods in
mitigating the overconfidence issue. Besides
unlearnable calibration methods (e.g., label
smoothing), we adapt and extend two recently
proposed learnable methods that directly col-
lect data to train models to have reasonable
confidence estimations. Experimental results
show that learnable methods significantly re-
duce PLMs’ confidence in wrong predictions.
The code is available at https://github.
com/lifan-yuan/PLMCalibration.

1 Introduction

Pre-trained language models (PLMs) are success-
ful in many downstream tasks regarding perfor-
mance (Wang et al., 2019). In high-stake appli-
cations, it’s equally essential for PLMs to pos-
sess a sense of calibration (Vaicenavicius et al.,
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Figure 1: The demonstration of the under-fitted and
over-fitted states in the training process with RoBERTa
on SST-2.

2019). However, the confidence scores (a.k.a, pre-
dictive probability) of existing deep neural net-
works cannot serve as reliable estimates of their
uncertainty (Guo et al., 2017), and a deep under-
standing of PLMs calibration is lacking.

In this paper, we give a systematical analysis
of PLMs calibration. We consider two questions
about PLMs calibration: (1) Do PLMs learn to
become calibrated in the training process? (2)
How effective are existing calibration methods?
We first introduce the metrics we adopt for cali-
bration performance evaluation. The most widely
used calibration metric ECE (Expected Calibra-
tion Error (Naeini et al., 2015)) is considered. It
measures the difference between confidence and
accuracy by portioning samples into various con-
fidence zones. To give a more comprehensive
and practical calibration evaluation, we provide an
application-driven perspective, describing two un-
desirable situations in practice: (1) Correct predic-
tions (positive) are rejected due to low confidence;
(2) Wrong predictions (negative) are accepted due
to high confidence. We propose to measure the
average confidence scores on correct and wrong
predictions respectively to characterize undesir-
able situations. Two kinds of calibration errors are
measured, denoted as CErrpos and CErrneg.

For the first question, we consider the influ-
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ence of six factors on PLMs’ calibration perfor-
mance, including dataset difficulty, available train-
ing samples, training steps, the number of tunable
parameters, model scale, and pretraining. Some of
them are overlooked in previous empirical stud-
ies (Snoek et al., 2019; Nixon et al., 2019; Min-
derer et al., 2021). We motivate to conduct fine-
grained control experiments to study the dynamic
change in PLMs’ calibration performance in train-
ing through manipulating control variables.

We empirically observe an overall consistent
change in calibration performance across six
factors. All six factors influence PLMs’ fitness on
the training distribution. This results in two states
of PLMs considering calibration performance,
namely under-fitted and over-fitted states (see
Fig.1). In the under-fitted state, PLMs’ perfor-
mance and confidence increase at different speeds
when more fitted on the training distribution. In
the over-fitted state, PLMs’ confidence continues
to increase steadily with little change in perfor-
mance. We find evidence that PLMs don’t learn
to become calibrated in training: PLMs’ confi-
dence in their predictions continues to increase
when more fitted on the distribution (e.g.,
more tunable parameters, training longer).
This results in two miscalibration behaviors: (1)
Increasing ECE in the latter over-fitted state, and
(2) Continually increasing confidence in wrong
predictions, indicating that PLMs mostly don’t
know “what they don’t know”.

We highlight our finding presents contradictory
views with the two established conclusions: (a)
Larger PLMs show better calibration (Srivastava
et al., 2022); (b) Pretraining improves model cali-
bration (Hendrycks et al., 2019b). We identify that
the inconsistency lies in: (1) The difficulty of eval-
uation datasets: the performance doesn’t saturate
in the considered datasets (e.g., BIG-bench (Sri-
vastava et al., 2022)). Thus, the evaluation is on
the under-fitted state, leaving the miscalibration
behavior in the over-fitted state unobserved; (2)
Evaluation metrics: previous work doesn’t mea-
sure the confidence in wrong predictions, over-
looking the fact that models are becoming more
confident in wrong predictions when scaling larger
and employing pretraining.

Thus, we find that the main issue of PLMs cal-
ibration lies in their overconfidence in wrong pre-
dictions, which cannot be trivially solved by in-
creasing the model scale. So we consider the ef-

fectiveness of existing calibration methods in mit-
igating the overconfidence issue. We partition
existing calibration methods into unlearnable and
learnable groups. Unlearnable methods heuristi-
cally manipulate the original confidence in pre-
dictions (e.g., label smoothing). Learnable meth-
ods directly collect data and train models to give
reasonable confidence scores in their predictions.
Namely, an extra calibration task is introduced,
which aims to extract features from samples and
models’ preceding performance to predict whether
models’ predictions are correct or not.

In our experiments, we identify the superior-
ity of learnable methods compared to unlearn-
able ones, considering both in-distribution
(ID) and out-of-distribution (OOD) settings.
This is characterized by a sharp decrease in their
confidence in wrong predictions when using learn-
able methods, indicating that they significantly
mitigate the overconfidence issue. Moreover,
learnable methods can maintain a reasonable in-
crease in CErrpos, holding consistent correlations
between the drop in confidence and performance
under distribution shifts. This shows the differ-
ence from unlearnable methods, which take effect
by roughly imposing confidence regularization
on models’ predictions (e.g., label smoothing),
resulting in almost the same amount of increase
in CErrpos with the decrease in CErrneg.

To further understand learnable calibration
methods, we consider the influence of more data
and larger model scales for the calibration task,
the adopted model for the calibration task, and
the data distribution, on PLMs’ calibration per-
formance. We highlight three findings: (1) More
data and larger model scales for the calibration
task both play significant positive roles in PLMs’
calibration performance; (2) PLMs can be trained
to give their uncertainty. This finding is consistent
with the concurrent work (Lin et al., 2022). Fur-
ther, we provide an extension to this conclusion.
We find that using an extrinsic predictive model
can achieve comparable results, given the same
calibration training data. Thus, we identify that
the success of this paradigm essentially lies in
the learnable attribute of the calibration task,
instead of the PLMs’ self-checking process; (3)
PLMs’ calibration performance under distribution
shifts depends on the evaluation datasets chosen.
Previous work shows that PLMs exhibit de-
graded calibration performance under distribution
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shifts (Desai and Durrett, 2020). We find that
this conclusion is reversed when the ID datasets
are harder and PLMs achieve better performance
on OOD datasets. The concrete arguments and
explanations are detailed in Appendix E.

2 Background

Calibration measure. We can visualize model
calibration through reliability diagram (DeGroot
and Fienberg, 1983). Based on the diagram, we
can measure the ECE (Naeini et al., 2015) by
partitioning samples into different confidence
zones. The central idea is to measure the ab-
solute difference between models’ predictive
confidence and accuracy. Although alternative
theoretic-motivated metrics have been pro-
posed (Vaicenavicius et al., 2019; Gupta et al.,
2021), we still employ ECE in our experiments
due to its simplicity and popularity.

Benchmark & Analysis. Given appropriate
evaluation metrics, large-scale benchmarks have
been conducted to analyze model calibration un-
der different settings, spanning model architec-
tures (Guo et al., 2017; Minderer et al., 2021),
model scales (Dan and Roth, 2021), modali-
ties (Desai and Durrett, 2020; Minderer et al.,
2021; Kadavath et al., 2022), calibration meth-
ods (Guo et al., 2017; Desai and Durrett, 2020),
and distribution shifts (Nixon et al., 2019; Kong
et al., 2020). Our work is closely related to Xiao
et al. (2022) that quantifies the uncertainty of
PLMs. However, previous benchmarks follow
the fixed training and evaluation paradigms. In
this paper, we instead conduct a fine-grained and
more comprehensive empirical evaluation to take
a close look into PLMs calibration from multi-
ple dimensions that have often been overlooked.
Also, we consider and conduct a detailed analy-
sis of the recently proposed learnable calibration
methods (Lin et al., 2022; Kadavath et al., 2022).

Method. Calibration is essential for out-of-
distribution detection (Hendrycks et al., 2019a),
selective prediction (Varshney et al., 2022), ro-
bustness (Kumar et al., 2022), and pseudo-
labeling (Rizve et al., 2021). Existing calibra-
tion methods can be partitioned into unlearnable
and learnable groups. For unlearnable methods,
there are mainly four categories. Post-hoc cali-
bration intends to readjust the output logits refer-
ring to the performance on a held-out validation

set (Platt et al., 1999; Guo et al., 2017). Regular-
ization methods aim to prevent models from be-
ing over-confident on predictions (Szegedy et al.,
2016; Pereyra et al., 2017). Data augmenta-
tion (Hendrycks et al., 2020; Wang et al., 2021)
and model ensemble (Gal and Ghahramani, 2016;
Lakshminarayanan et al., 2017) have also been
empirically proven to improve model calibration.
For learnable methods, the typical way is to first
collect data for the calibration task, and then train
a model to predict whether the given answer is cor-
rect. The model can be a multi-layer perceptron,
and the features can be hand-engineered (Ye and
Durrett, 2022; Zhang et al., 2021b; Si et al., 2022)
or the last hidden states of PLMs (Kadavath et al.,
2022). PLMs can also be directly trained to output
their uncertainty by words (Lin et al., 2022).

3 Evaluation Metrics

For basic evaluation, we report accuracy (Acc)
and average confidence score (Conf) on the test-
ing set. For calibration evaluation, we report ECE
using equal-mass binning and 100 bins following
Minderer et al. (2021). Besides, we provide an
application-driven perspective to evaluate model
calibration, aiming to quantify two unsatisfied sce-
narios due to miscalibration in practice: (1) Cor-
rect predictions (positive) are rejected due to low
confidence; (2) Wrong predictions (negative) are
accepted due to high confidence. Specifically, we
consider the average confidence in correct predic-
tions Confpos and wrong predictions Confneg re-
spectively. For unified comparison, we report two
calibration error (CErr) cases, CErrpos = 1 −
Confpos and CErrneg = Confneg. In principle, we
expect calibrated models to have both low CErrpos
and CErrneg, indicating that they reasonably as-
sign high confidence in correction predictions and
low confidence in wrong predictions.

4 Do PLMs Learn to Become Calibrated?

4.1 Experimental Setting
For model architectures, we choose RoBERTa-
base (Liu et al., 2019) and T5-base (Raffel et al.,
2020), since they represent two classic types of
PLMs, namely encoder-only and encoder-decoder
models. We experiment with four representative
tasks in NLP, including sentiment analysis, natural
language inference, news classification, and topic
classification. For datasets, we choose SST-
2 (Socher et al., 2013a), MNLI (Williams et al.,
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Figure 2: Results of available training samples with T5.
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Figure 3: Results of training steps with T5.

2018a), AG-News (Zhang et al., 2015), and Ya-
hoo (Zhang et al., 2015) respectively. We employ
the prompt-based learning paradigm (Liu et al.,
2021) since its superior performance compared to
traditional fine-tuning, especially in the few-shot
setting. Specifically, we inherit the masked lan-
guage modeling task in the pre-training stage and
use templates to wrap samples into prompts. We
fine-tune the whole PLMs to fill in the [mask] po-
sition in the prompt. The manual template and ver-
balizer for each dataset are listed in Appendix A.

4.2 Experimental Results

We conduct a fine-grained control study to explore
the influence of six factors, including dataset dif-
ficulty, available training samples (Fig.2), training
steps (Fig.3), number of tunable parameters
(Fig.4 and Fig.10), pretraining (Fig.6), and model
scale (Fig.5). Due to space limits, we show the
corresponding results of RoBERTa and results of
T5 on AG-News in Appendix B. We summarize
the overall conclusions and leave the detailed
experimental settings and findings in Appendix B.

We note that all six factors dynamically influ-
ence PLMs’ fitness on the training distribution,
which we identify as the decisive factor of PLMs’
calibration performance. We observe an overall

consistent change in calibration performance
across six factors, resulting in two PLMs’ states
(see Fig.1) in training:

Under-fitted state. In this state, PLMs’ perfor-
mance and confidence increase at different speeds
when more fitted on the training distribution.
The ECE score fluctuates during this process. In
principle, miscalibration is due to the mismatch
between performance and confidence. However,
we look closely into some critical points where
ECE changes sharply (e.g., Fig.2), and empiri-
cally find that the increase or decrease in ECE
can be estimated by comparing the increasing
rates of PLMs’ performance and confidence.
We observe that a larger (smaller) increasing
rate in performance reduces (increases) ECE.
Thus, high ECE can be partially attributed to
PLMs’ relatively rapid growth in confidence with
performance lagging behind.

Over-fitted state. In this state, PLMs’ perfor-
mance doesn’t have a substantial difference due to
their generalization ability (Zhang et al., 2021a).
However, PLMs’ confidence continues to increase
in this state, resulting in increasing ECE. This is
especially obvious when more training steps and
tunable parameters are introduced (see Fig.3 and
Fig.4). Thus, being more fitted on the training dis-
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Figure 4: Results of tunable parameters with T5 (Adapter).
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Figure 5: Results of increasing PLMs scales with T5.

tribution may bring a negative effect on PLMs cal-
ibration. In addition, due to the increase of ECE
in this state, the evaluation of calibration perfor-
mance may be sensitive to the training paradigm.
This indicates that previous conclusions drawn
from empirical studies should be carefully exam-
ined since the training paradigms may be different
in model architectures and calibration methods.

Given the two states observed, we conclude
that PLMs don’t learn to become calibrated in
training, evidenced by the continually increas-
ing confidence in predictions, no matter correct
or not, in the fitting process. Specifically, this re-
sults in two miscalibration behaviors: (1) Increas-
ing ECE in the over-fitted state; (2) The consistent
increase in CErrneg throughout the whole training
process. This is an undesirable property in prac-
tice since users may accept wrong predictions due
to their high confidence, and indicates that PLMs
mostly don’t know “what they don’t know”.

We highlight two of the considered factors,
namely pretraining and model scales (Fig.5 and
Fig.6), which are examined in previous work. Our
findings present some contradictory views with the
established conclusions: (1) Larger PLMs show
better calibration (Srivastava et al., 2022); (2) Pre-
training improves model calibration (Hendrycks

et al., 2019b). Actually, scaling larger and em-
ploying pretraining are both strategies to increase
PLMs capacity, making them more fitted on the
training distribution. Our general conclusion can
also be applied. We highlight two observations:
(1) Essentially, the influence of scaling larger and
pretraining on PLMs calibration is dynamically
determined by the relative increase in performance
and confidence, which is highly relevant to the
chosen evaluation datasets. For example, the orig-
inal scaling experiments are conducted on BIG-
bench (Srivastava et al., 2022), in which the per-
formance is far from saturation and increasing
the model scale brings substantial improvement
to PLMs performance. This shows consistency
with the identified under-fitted state. However,
when the performance score saturates on evalua-
tion datasets given the certain scale of PLM, scal-
ing larger will only bring up confidence. This re-
sults in increasing ECE due to the mismatch be-
tween two trends (e.g., T5 and RoBERTa on Ya-
hoo); (2) Scaling larger and employing pretraining
consistently bring CErrneg higher. This indicates
that these two strategies don’t enable PLMs to
learn to become calibrated in the training process.

1347



Acc Conf ECE CErrpos CErrneg
0

20

40

60

80

100
SST-2

Acc Conf ECE CErrpos CErrneg
0

20

40

60

80

100 MNLI

Acc Conf ECE CErrpos CErrneg
0

20

40

60

80

100 Yahoo

Pretrained Random LSTM TF-IDF BoW

Figure 6: Results of the pretraining influence with T5.

5 How Effective are Existing Methods?

5.1 Calibration Methods

We choose representative calibration methods
from each category summarized in Sec. 2. For
unlearnable methods, we consider vanilla fine-
tuning (Vanilla), temperature scaling (TS) (Guo
et al., 2017), label smoothing (LS) (Szegedy et al.,
2016), easy data augmentation (EDA) (Wei and
Zou, 2019), and deep-ensemble (Ensemble) (Lak-
shminarayanan et al., 2017). For learnable meth-
ods, an extra calibration task is introduced, aim-
ing to train a model to predict whether the original
predictions are correct or not. Each sample in the
dataset of the calibration task consists of the orig-
inal input, the model’s original prediction, and the
label indicating whether the original prediction is
correct or not. We adopt the validation set to gen-
erate the training set for the calibration task. We
describe the specially designed training paradigms
of different methods in the following paragraph
and leave the detailed construction process of the
calibration training dataset in Appendix C.

For better clarification, we use the main task
to denote the original task. The predictive model
for the calibration task can be a separate extrinsic
model that we use “E-” for denotation. Specifi-
cally, we adapt the method proposed in Kadavath
et al. (2022) that uses MLP as the extrinsic model
(E-MLP) and the inputs are the hidden states of
the main task model. Based on a similar intuition,
we extend this method by using an extra T5 as
the extrinsic model (E-T5). An example of the
template to wrap the sample into an input prompt
is: “<original input>, the model’s prediction is
<prediction>, is the prediction True or False?
It’s <mask>.” The probability of the “True”
class in the calibration task is deemed as PLMs’
confidence in their predictions. The concrete

manual template and verbalizer of the calibration
task for each dataset are listed in Table 11.

Besides, the main task model can also be di-
rectly employed to perform the calibration task.
We deem this paradigm as the intrinsic one, de-
noted as “I-”. Lin et al. (2022) show that GPT-
3 (Brown et al., 2020) can be trained to output the
uncertainty by words. We adapt this method by
first training the model using the main task data,
and then continuing the training by using the cali-
bration task data (I-Vanilla). However, this contin-
ual learning paradigm may result in degraded per-
formance in the main task according to our results.
To tackle this, we propose two more practical in-
trinsic calibration methods through modifying the
training paradigm. Specifically, we train PLMs
iteratively (I-Iter) or simultaneously (I-Simul) on
the original task and the calibration task. The lat-
ter can be achieved due to the unified text-to-text
training paradigm. The input is the same as E-T5.

5.2 Experimental Setting

PLMs are expected to tackle out-of-distribution
(OOD) samples in practice, particularly in the
presence of adversarial attacks (Chen et al., 2022).
Thus, we experiment with both in-distribution
(ID) and OOD settings. We consider natu-
ral language inference, sentiment analysis, and
hate-speech detection tasks due to their well-
established OOD datasets in NLP. Specifically, we
choose MNLI (HANS, ANLI), Amazon (SST-5,
SemEval), and Civil (Hate Speech, Implicit Hate)
as the ID (OOD) datasets. The references and de-
tailed descriptions of chosen datasets for ID and
OOD evaluation are in Appendix A.

5.3 Experimental Results

The results are listed in Table 1 (T5) and Table 4
(RoBERTa). We summarize the overall conclu-
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MNLI

Dataset MNLI HANS ANLI

Method Acc Conf ECE CErrpos CErrneg Acc Conf ECE CErrpos CErrneg Acc Conf ECE CErrpos CErrneg

Unlearnable

Vanilla 86.50 94.85 8.35 3.47 84.12 55.06 92.36 37.30 5.96 90.30 31.31 85.58 54.27 16.22 86.41
TS 86.50 89.22 2.75 8.44 74.22 55.06 83.99 28.93 14.36 81.97 31.31 75.48 44.17 26.87 76.56
LS 86.19 85.53 3.41 13.06 76.74 56.94 83.74 26.80 16.19 83.64 30.50 77.71 47.21 23.77 78.36
EDA 86.29 95.44 9.15 3.06 86.01 52.73 92.24 39.50 4.61 88.72 30.34 87.45 57.11 13.86 88.03
Ensemble 86.54 94.82 8.28 3.53 84.22 56.52 91.90 35.38 6.72 90.15 31.41 85.49 54.09 16.49 86.40

Learnable

E-MLP 86.50 89.28 5.52 10.69 89.10 55.06 87.38 32.34 12.59 87.34 31.31 81.65 50.74 18.39 81.66
E-T5 (ours) 86.50 79.43 12.24 15.35 45.84 55.06 78.74 35.30 19.11 75.97 31.31 41.67 38.68 65.84 45.11
I-Vanilla 85.58 78.40 12.45 15.69 43.33 53.55 68.34 33.38 27.48 63.53 31.41 40.92 38.30 65.43 43.82
I-Iter (ours) 86.30 70.86 15.49 24.07 38.95 57.12 74.92 28.39 22.16 71.02 30.69 37.02 28.37 68.84 39.62
I-Simul (ours) 86.53 76.50 17.65 17.15 35.64 57.15 80.26 38.64 15.85 75.08 30.66 38.65 46.06 68.40 41.76

Amazon

Dataset Amazon SST-5 SemEval

Method Acc Conf ECE CErrpos CErrneg Acc Conf ECE CErrpos CErrneg Acc Conf ECE CErrpos CErrneg

Unlearnable

Vanilla 91.00 95.65 4.86 2.97 82.05 69.73 82.78 13.52 12.30 71.72 55.03 76.83 21.75 17.54 69.94
TS 91.00 90.50 1.39 7.74 73.20 69.73 71.98 4.94 23.01 60.69 55.03 65.45 10.37 29.14 58.83
LS 91.25 85.75 6.78 13.14 74.09 70.67 73.50 5.55 22.53 63.95 53.57 69.79 16.23 25.65 64.53
EDA 92.00 96.29 4.29 2.51 82.46 67.67 87.58 20.20 7.97 78.27 57.27 83.11 25.96 11.87 76.40
Ensemble 91.57 95.78 4.21 2.88 81.14 69.35 83.00 13.66 12.13 72.00 56.34 77.81 21.47 16.52 70.49

Learnable

E-MLP 91.00 91.34 5.13 8.66 91.31 69.73 84.06 14.73 16.04 84.28 55.03 75.87 20.83 24.17 75.91
E-T5 (ours) 91.00 70.36 20.65 23.02 3.40 69.73 35.23 38.72 57.70 18.95 55.03 27.61 28.30 58.42 10.50
I-Vanilla 89.14 70.03 19.11 21.79 2.91 68.23 32.70 38.85 58.35 13.49 42.52 21.53 21.80 55.84 4.79
I-Iter (ours) 92.20 72.66 19.54 21.66 5.58 70.67 33.17 38.49 60.59 18.13 55.38 26.91 28.86 59.90 10.52
I-Simul (ours) 91.87 71.72 20.15 22.38 5.09 69.54 31.45 38.26 61.73 15.88 55.28 26.35 29.37 60.57 10.17

Civil

Dataset Civil Hate Speech Implicit Hate

Method Acc Conf ECE CErrpos CErrneg Acc Conf ECE CErrpos CErrneg Acc Conf ECE CErrpos CErrneg

Unlearnable

Vanilla 86.08 94.23 7.74 3.88 82.12 75.52 92.54 17.23 5.88 87.72 60.64 89.68 28.83 8.62 87.04
TS 86.08 89.65 3.16 7.79 73.27 75.52 86.29 11.13 11.60 79.84 60.64 82.24 21.38 15.49 78.71
LS 86.30 84.93 5.29 13.62 75.78 74.48 83.51 9.03 14.65 78.15 60.64 81.19 20.55 17.36 78.95
EDA 86.87 95.46 8.59 3.09 85.83 73.64 95.20 21.56 3.57 91.75 61.95 92.92 30.97 5.78 90.80
Ensemble 86.04 94.51 8.46 3.65 83.10 75.36 93.57 18.80 5.04 89.35 60.83 90.98 30.14 7.50 88.62

Learnable

E-MLP 86.08 90.61 4.52 9.40 90.62 75.52 88.93 13.41 11.13 89.10 60.64 87.41 26.78 12.59 87.42
E-T5 (ours) 86.08 66.22 19.87 23.24 0.99 75.52 41.80 46.42 55.51 33.51 60.64 25.28 40.27 64.82 10.02
I-Vanilla 75.31 63.39 11.92 15.95 0.35 75.73 39.32 48.19 57.19 28.43 56.39 22.68 38.30 65.48 7.38
I-Iter (ours) 86.58 69.04 17.53 20.50 1.61 74.06 45.69 44.92 52.14 39.52 61.29 29.05 38.67 60.89 13.11
I-Simul (ours) 87.06 70.69 16.55 19.04 1.62 73.01 46.63 46.34 50.30 38.31 61.14 30.50 40.17 58.65 13.44

Table 1: Results of T5’s calibration performance under standard distribution shifts. We observe that learnable
methods can significantly mitigate the overconfidence issue.

sions as follows: All calibration methods have
negligible influence on PLMs’ performance in the
ID and OOD settings except I-Vanilla. How-
ever, PLMs are significantly less calibrated under
considered distribution shifts, especially on chal-
lenging datasets due to the severe mismatch be-
tween performance and confidence. For exam-
ple, the vanilla T5 achieves only 30.53% accu-
racy on ANLI, but its average confidence is up
to 93.77%. For ID evaluation, we observe lower
ECE, consistent with Desai and Durrett (2020).
However, the conclusion that PLMs are calibrated
on ID data (Desai and Durrett, 2020) is question-
able given our answer to the first question (see
Sec. 4). The low ECE can be attributed to their
high performance on ID datasets and consistently
assigning high confidence scores to their predic-
tions. We further show the conclusion that PLMs
calibration degrades under distribution shifts is
one-sided and heavily depends on the evaluation
datasets chosen in Appendix E.

Unlearnable methods. We summarize the
findings as follows: (1) Data augmentation and
model ensemble don’t bring substantial benefits
to PLMs calibration, considering the three cal-
ibration metrics spanning all evaluation datasets

and two PLMs. The reason lies in their inability
to relieve the overconfident issue, resulting in the
same Cerrneg with the vanilla fine-tuning; (2) TS
achieves overall better ECE, maintaining a strong
baseline method, with LS being the second effec-
tive method for the unlearnable category. This is
consistent with previous empirical studies (Nixon
et al., 2019). However, we can observe almost the
same amount of increase in CErrpos with the de-
crease in CErrneg. The reason is that these two
methods directly impose confidence regularization
on predictions, which don’t actually make PLMs
have clear confidence estimations.

Learnable methods. Compared to unlearnable
methods, learnable ones significantly mitigate
the overconfidence issue, reflected in the sharp
decrease in CErrneg, indicating that learnable
methods output very low confidence in wrong
predictions. But we also observe that learn-
able methods lower the confidence in correct
predictions, resulting in increasing CErrpos and
ECE. However, we highlight two observations
indicating that learnable methods essentially teach
models to have clearer confidence estimations,
instead of roughly reducing the confidence like
LS: (1) Compared to the vanilla version, the
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Dataset Size Dataset Amazon SST-5 SemEval

Small

Method Acc Conf ECE CErrpos CErrneg Acc Conf ECE CErrpos CErrneg Acc Conf ECE CErrpos CErrneg

E-MLP 91.00 90.41 1.71 9.59 90.39 69.73 87.81 18.08 12.16 87.73 55.03 86.86 31.83 13.11 86.83
E-T5 (ours) 91.00 68.92 22.08 28.16 39.44 69.73 55.95 15.12 41.71 50.58 55.03 50.99 8.54 43.17 43.84
I-Vanilla 89.06 68.45 20.61 28.01 39.62 63.92 56.49 10.66 39.82 49.96 51.48 49.47 9.12 44.10 42.64
I-Iter (ours) 90.58 68.96 21.62 28.08 40.47 69.63 56.69 12.95 41.27 52.00 53.72 53.89 10.24 43.31 50.64
I-Simul (ours) 91.37 80.44 15.44 15.05 32.78 71.13 66.28 26.97 25.58 46.23 54.08 37.51 34.94 53.82 27.30

Middle

Method Acc Conf ECE CErrpos CErrneg Acc Conf ECE CErrpos CErrneg Acc Conf ECE CErrpos CErrneg

E-MLP 91.00 90.44 4.35 9.56 90.41 69.73 85.18 15.45 14.69 84.87 55.03 78.39 23.36 21.63 78.42
E-T5 (ours) 91.00 71.03 19.97 22.40 4.63 69.73 31.73 38.80 61.80 16.83 55.03 29.72 26.28 56.23 12.54
I-Vanilla 88.25 70.91 17.34 20.16 3.86 63.07 29.81 34.08 59.42 11.42 48.08 25.32 23.69 55.53 7.59
I-Iter (ours) 91.69 71.76 19.93 22.23 5.43 68.23 33.46 36.87 59.79 18.96 56.23 35.21 21.42 50.98 17.48
I-Simul (ours) 91.38 70.92 20.47 22.80 4.30 70.29 32.03 42.12 60.65 14.72 54.75 26.18 30.70 59.34 8.67

Large

Method Acc Conf ECE CErrpos CErrneg Acc Conf ECE CErrpos CErrneg Acc Conf ECE CErrpos CErrneg

E-MLP 91.00 91.34 5.13 8.66 91.31 69.73 84.06 14.73 16.04 84.28 55.03 75.87 20.83 24.17 75.91
E-T5 (ours) 91.00 70.36 20.65 23.02 3.40 69.73 35.23 38.72 57.70 18.95 55.03 27.61 28.30 58.42 10.50
I-Vanilla 89.14 70.03 19.11 21.79 2.91 68.23 32.70 38.85 58.35 13.49 42.52 21.53 21.80 55.84 4.79
I-Iter (ours) 92.20 72.66 19.54 21.66 5.58 70.67 33.17 38.49 60.59 18.13 55.38 26.91 28.86 59.90 10.52
I-Simul (ours) 91.87 71.72 20.15 22.38 5.09 69.54 31.45 38.26 61.73 15.88 55.28 26.35 29.37 60.57 10.17

Table 2: Results of T5’s calibration performance with increasing dataset sizes. We observe a significant improve-
ment in calibration performance when increasing the dataset size from small to middle.

increase in CErrpos is significantly lower than the
decrease in CErrneg, especially on ID samples;
(2) Learnable methods give obviously lower
confidence in OOD samples, and the average
confidence drop is highly relevant to the perfor-
mance drop under distribution shifts. Thus, the
low confidence and relatively higher CErrpos and
ECE on OOD samples may be reasonable.

Further, we give a detailed analysis of extrin-
sic and intrinsic learnable methods and also com-
pare our extended calibration methods with previ-
ous methods: (1) For extrinsic methods, the ex-
tended E-T5 exhibits significantly better calibra-
tion performance compared to the adapted E-MLP
considering the mitigation of the overconfidence
issue. The essential difference mainly lies in the
extrinsic model for the calibration task. We find
that using the larger capacity model as the extrin-
sic calibrator shows the same trend with shifting
from the vanilla fine-tuning to learnable methods.
We further study this scaling effect in Sec. 5.4; (2)
For intrinsic methods, the three different training
paradigms don’t show substantial differences con-
sidering the calibration performance, and none of
them consistently achieves the best performance
on all datasets. As a comparison, our methods
(I-Iter and I-Simul) address the degraded perfor-
mance issue of I-Vanilla and make the main task
performance match with the vanilla fine-tuning;
(3) Interestingly, there doesn’t exist a substantial
difference between the extrinsic E-T5 method and
other intrinsic methods, given the same base archi-
tecture (e.g., T5). This finding leads us to recon-
sider the conclusion in Lin et al. (2022) that PLMs

can be trained to give their uncertainty by words.
Given the comparable performance between in-
trinsic and extrinsic methods, we provide an exten-
sion to this conclusion. We identify that the suc-
cess of this paradigm essentially lies in the learn-
able attribute of the calibration task, instead of the
self-checking process of PLMs. Namely, the find-
ings in previous work may not only be attributed
to the capability of PLMs but also the ”learnable”
property of the calibration task.

5.4 Emergent Calibration

In Sec. 5.3, we identify the potential in learn-
able methods. However, a detailed exploration
of learnable calibration methods is lacking. We
conduct experiments to study the influence of two
important factors, namely the dataset size and the
model scale for the calibration task, on PLMs cal-
ibration. Note that the model scale in this sec-
tion considers the model adopted for the calibra-
tion task, instead of the main task.

Dataset size. Table 2 shows the results of dif-
ferent sizes of the calibration dataset. Two basic
findings are: (1) The five learnable methods show
a consistent trend when increasing the dataset size,
indicating that the essence of these methods is the
same; (2) The size of datasets for training the cal-
ibration task doesn’t have a substantial influence
on PLMs performance on the main task.

Beyond these, we observe that there is a sharp
difference in calibration performance when in-
creasing the dataset size from small to middle. The
trend is overall consistent with the one observed
when shifting from vanilla fine-tuning to learnable
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calibration methods. The trend can be summarized
as: (1) For ID samples, we can observe a sharp
decrease in CErrneg with relatively less negative
influence on ECE and CErrpos; (2) For OOD sam-
ples, the CErrpos and ECE increase significantly
along with increasing the dataset size. However,
given the arguments in Sec. 5.3, we identify that
PLMs’ calibration performance improves when
trained on larger calibration datasets. Besides,
we don’t observe further improvement in calibra-
tion performance when increasing the dataset size
from middle to large. This is consistent with nor-
mal task training, where increasing the dataset size
doesn’t increase performance after a critical point.

Model scale. Table 5 shows the results of vari-
ous model scales. Two basic findings are: (1) The
five learnable methods still show a consistent trend
when scaling larger; (2) We observe a consistent
confidence increase when scaling larger, which
is similar to the trend observed in Sec. 4, where
increasing capacity makes PLMs more confident.

Surprisingly, although the confidence contin-
ues to increase, for ID samples, we observe a
consistent decrease in CErrpos with neglectable
influence on ECE and CErrneg when scaling
larger. Note that the dataset for the calibration
task is collected from ID. Thus, if provided
enough ID samples for the calibration task train-
ing, scaling larger enables models to better learn
the calibration task, ensuring better calibration
performance on ID samples. For OOD samples,
we don’t observe a consistent trend due to the
influence of various factors. Specifically, when
using out-of-the-box to tackle OOD samples,
the problem of distribution shifts appears in the
introduced calibration task. Whether scaling the
calibration-task model larger improves calibration
performance under distribution shifts is deter-
mined by many factors (e.g., the dataset difficulty,
the overconfidence issue in the calibration task).
We leave it for future exploration.

6 Conclusion

We take a close look into PLMs calibration, mo-
tivating to answer two central questions: (1) Do
PLMs learn to become calibrated in the training
process? (2) How effective are existing calibra-
tion methods? We present a comprehensive em-
pirical study, including the analysis of various de-
cisive factors and concrete calibration methods.
Besides the findings that support existing conclu-

sions, we also provide extensions or contradictory
arguments to some established conclusions.

Limitations and Future Work

We identify two limitations in our work that ne-
cessitate further investigation and improvement.
First, only empirical results are presented in our
work. A theoretical understanding of PLMs cali-
bration is still lacking. Going forward, we are mo-
tivated to investigate this problem from the stand-
point of feature learning. We see great potential
in unifying several problems in AI safety (Houben
et al., 2021) from a feature-learning perspective,
including spurious correlations (Gu et al., 2019;
Wang et al., 2022), robustness (Yuan et al., 2021;
Zhang et al., 2022), backdoor learning (Sheng
et al., 2022; Cui et al., 2022), and calibration (Ul-
mer et al., 2022). Second, we propose three simple
extended calibration methods based on existing
ones. In our experiments, we evaluate the calibra-
tion performance of existing and our calibration
methods. We make an assumption that we have a
large held-out validation set that can be employed
as the training dataset for the calibration task. We
demonstrate the effectiveness of learnable calibra-
tion methods in this ideal situation. However, in
practice, we need to make the decision about how
to allocate the data for the main task and the cali-
bration task given limited training samples.
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A Datasets

In this section, we describe the datasets adopted
in experiments by tasks. The dataset statistics are
shown in Table 9. The manual templates and ver-
balizers are presented in Table 10.

Sentiment analysis. SST (Socher et al., 2013b)
is a sentence-level corpus of movie reviews, where
each sentence is labeled as negative, somewhat
negative, neutral, somewhat positive, or positive.
SST-5 contains the complete corpus with all five
labels, while SST-2 discards the label neutral and
polarizes the remaining 4 classes, i.e., negative
or somewhat negative vs. somewhat positive or
positive. Amazon Fine Foods (McAuley and
Leskovec, 2013), denoted as Amazon for simplic-
ity throughout the paper, is a sentiment analysis
dataset of reviews on fine foods from Amazon.
Due to the enormous dataset size in the dataset,
we sample 10k samples per class from the dataset.
SemEval 2016 Task 4 (Nakov et al., 2013) is the
sentiment analysis in the Twitter task. We con-
sider Subtask A, where all Twitter texts are la-
beled as negative, neutral, or positive. Dynasent
(Potts et al., 2021) is a challenging and dynami-
cally evolved dataset, adopting human-in-the-loop
efforts in dataset construction. We merge the data
of round 1 and round 2 in our experiments.

Natural language inference. MNLI (Williams
et al., 2018b) consists of 10 types of written and
spoken English data and has two versions called
matched and mismatched respectively, according
to whether the domain of the train set and dev/test
set is matched. We use the matched version in
our experiment. HANS (McCoy et al., 2019) is
a heuristic analysis dataset for NLI systems, based
on the specific hypotheses about invalid heuristics
that may be captured by the NLI model. ANLI
(Nie et al., 2020) is an adversarial NLI dataset, cre-
ated by an iterative (three rounds in total), human-
and-model-in-the-loop procedure. We merge the
data from all three rounds in our experiments.

Topic classification. Yahoo Topic Answers
(Zhang et al., 2015) contains 10 categories of
questions and their corresponding answers from
the Yahoo! Webscope program. For each sam-
ple, the title and content of the question are con-
catenated as one text, and the best answer to the
question is used as a label. Since the original
training dataset is extremely large (1.4 million

samples for each category), we randomly sample
140,000 samples for simplicity. AG News (Zhang
et al., 2015) is a corpus of news articles consist-
ing of 4 classes: World, Sports, Business, and Sci-
ence/Technology. For each article, we construct
the text by concatenating the title and description.

Toxic detection. Civil Comments1 is collected
from the Civil Comments platform. Each com-
ment is annotated with a float toxicity score, scal-
ing from 0 to 1. We follow the official instruc-
tions to set samples with a toxicity score smaller
than 0.5 as label 0 and vice versa. Hate Speech
(de Gibert et al., 2018), the arguably most popular
dataset in toxic detection, is collected from Storm-
front, a large forum of white nationalists. The test
set we use is sampled by the author in the offi-
cial Github repository. Implicit Hate (ElSherief
et al., 2021) consists of hate tweets from extremist
groups in the US. Notably, a part of the hate tweets
is implicit, which contains some subtle tricks to
conceal the toxicity and evade keyword detection.

Plain text. BookCorpus (Zhu et al., 2015) col-
lects a tremendous number of free novel books and
thus is used in the pre-training stage of pre-trained
language models. We sample 10k texts for eval-
uation. Random Words contains 1k meaningless
texts, each synthesized by concatenating 20 ran-
dom words.

B Additional Results of Control
Experiments

For the empirical control study in the influence of
six factors on PLMs calibration, we provide addi-
tional experimental results. The results of T5-base
on AG News are shown in Fig.7, Fig.8, Fig.9, and
Fig.10. The results of RoBERTa-base are shown in
Fig.11, Fig.12, Fig.13, Fig.14, Fig.15, and Fig.16.
We discuss detailed experimental settings and con-
clusions for each considered factor.

Available training samples. We adopt K-shot
learning, where K is the number of samples per
class. We experiment with each K five times
on each dataset and report the average perfor-
mance due to the potential variance in the few-
shot setting. In this dimension, we additionally
find that the trends in average confidence are dif-
ferent in the two model architectures. While

1https://www.kaggle.com/competitions/
jigsaw-unintended-bias-in-toxicity-\
classification
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Figure 7: Additional results of T5 on AG-News including the influence of the number of training samples, training
steps, and the tunable parameters number.
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Figure 9: Additional results of the pretraining in-
fluence with T5 on AG-News.
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Figure 10: Results of tunable parameters with T5 (Soft-prompt).

T5 has an obvious confidence drop in the early
stage, the confidence of RoBERTa seems to con-

tinually increase along with the number of avail-
able training samples. This can be partially ex-
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Figure 11: Results of available training samples with RoBERTa.

0.0 0.8 1.6 2.4 3.2 4.0

Steps (×103)

0

20

40

60

80

100
SST-2

0.0 45.0 90.0 135.0 180.0 225.0

Steps (×103)

0

20

40

60

80

100
MNLI

0.0 1.2 2.4 3.6 4.8 6.0

Steps (×103)

0

20

40

60

80

100
AG-News

0.0 16.0 32.0 48.0 64.0

Steps (×103)

0

20

40

60

80

100 Yahoo

Acc Conf ECE CErrpos CErrneg

Figure 12: Results of training steps with RoBERTa.

plained by the stronger few-shot adaptation of
RoBERTa since we observe that the performance
of RoBERTa is significantly higher in extreme
cases (e.g., K=1,2,4).

Training dynamics. We decompose the whole
training process into steps, and measure five met-
rics during some fixed intervals. In this dimension,

the conclusion is consistent with the general one.

Number of tunable parameters. To quantita-
tively explore the influence of the number of tun-
able parameters on PLMs calibration, we em-
ploy the parameter efficient tuning methods in
NLP (Houlsby et al., 2019; Zaken et al., 2022;
Ding et al., 2022). We adopt Soft-prompt (Lester
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Figure 13: Results of increasing PLMs scales with RoBERTa.
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Figure 14: Results of the pretraining influence with RoBERTa.

et al., 2021) and Adapter (Houlsby et al., 2019)
tuning due to their simplicity, stability, and prac-
ticality. We experiment with various numbers of
soft tokens and bottleneck dimensions of the in-
serted adapter modules. Only the parameters in
the soft tokens and adapter module are tunable.

We summarize the extra findings as follows: (1)
Soft-prompt and Adapter tuning show different
trends spanning four datasets; (2) For Soft-prompt

tuning, the model performance and confidence in-
crease continually with more tunable parameters.
We can observe that the increasing rates are nearly
matched, thus decreasing ECE continually. The
negative effect is also the increase in CErrneg due
to the overconfidence in wrong predictions. This is
consistent with the trend we observed in the under-
fitted state; (3) The world in Adapter tuning is
different, where increasing capacity cannot bring
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Figure 15: Results of tunable parameters with RoBERTa (Adapter).
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Figure 16: Results of tunable parameters with RoBERTa (Soft-prompt).

substantial performance gains. This is due to the
strong capacity of Adapter. However, the overall
confidence continues to increase given more ca-
pacity, resulting in increasing ECE and CErrneg,
while the performance stays constant. This is con-
sistent with the trend we observed in the over-
fittied state; (4) The implication of experimental
results is that blindly increasing model capacity

may negatively impact PLMs calibration, espe-
cially at the critical point when current capacity
is sufficient to solve the task well.

Model scale. We consider the scaling law and
experiment with various model sizes. For T5,
we choose models with small, base, large, and
3b sizes. For RoBERTa, we choose models with
tiny, mini, small, medium, base, and large sizes.
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Dynasent

Dataset Dynasent Amazon DSC

Method Acc Conf ECE CErrpos CErrneg Acc Conf ECE CErrpos CErrneg Acc Conf ECE CErrpos CErrneg

Unlearnable

Vanilla 78.45 86.83 8.38 9.94 75.07 86.57 95.28 8.71 3.44 87.02 90.00 94.40 4.48 4.10 80.85
TS 78.45 79.10 1.02 17.37 66.27 86.57 89.92 3.36 8.59 80.31 90.00 89.26 0.78 8.90 72.68
LS 78.47 78.22 3.64 18.89 67.69 86.55 85.48 3.42 13.35 77.91 89.75 84.61 5.31 13.95 72.02
EDA 76.30 89.20 12.91 7.76 79.44 87.19 97.07 9.88 1.75 89.04 88.05 95.50 7.45 2.81 83.03
Ensemble 78.18 86.76 8.58 9.89 74.75 86.37 95.02 8.66 3.71 86.99 89.74 94.27 4.56 4.17 80.67

Learnable

E-MLP 78.45 78.99 4.45 21.05 79.11 86.57 83.15 2.92 16.85 83.14 90.00 82.53 7.17 17.48 82.63
E-T5 (ours) 78.45 61.63 18.26 33.00 42.07 86.57 89.99 6.51 6.94 71.00 90.00 86.14 6.19 11.03 61.60
I-Vanilla 78.47 61.95 17.91 32.77 42.72 84.44 89.89 6.52 6.18 68.52 88.84 86.15 5.76 10.77 61.69
I-Iter (ours) 77.92 61.45 16.47 33.26 42.78 86.03 86.92 2.99 9.99 67.91 89.45 84.72 4.88 12.54 61.55
I-Simul (ours) 78.13 66.36 24.59 25.51 37.34 85.67 91.26 13.29 5.28 70.59 88.61 87.83 12.46 8.41 58.61

Table 3: Results T5’s calibration performance under hard-to-easy distribution shifts.

MNLI

Dataset MNLI HANS ANLI

Method Acc Conf ECE CErrpos CErrneg Acc Conf ECE CErrpos CErrneg Acc Conf ECE CErrpos CErrneg

Unlearnable

Vanilla 85.90 96.24 9.50 2.40 87.36 54.17 95.09 39.68 2.71 92.36 29.78 90.94 61.14 11.28 91.90
TS 85.90 86.65 0.90 11.09 71.84 54.17 82.15 26.74 15.43 79.16 29.78 75.57 45.57 27.32 76.80
LS 86.28 86.88 4.43 11.92 79.31 55.59 86.96 31.37 11.47 85.00 29.25 81.59 52.37 20.23 82.34
EDA 85.99 97.07 11.09 1.78 90.05 58.24 96.87 38.63 1.91 95.16 31.34 92.00 60.66 8.81 92.38
Ensemble 86.60 96.32 9.74 2.37 87.90 56.09 96.44 40.35 2.00 94.45 30.06 90.47 60.46 11.38 91.26

Learnable

E-MLP 85.90 85.82 13.73 14.16 85.67 54.17 81.92 29.36 17.87 81.66 29.78 81.49 51.71 18.88 81.65
E-T5 (ours) 85.90 74.37 18.51 18.93 33.58 54.17 74.47 28.79 10.10 56.23 29.78 35.21 45.46 74.72 39.43
I-Vanilla 85.76 75.23 18.25 18.32 36.45 57.28 77.14 32.26 13.23 64.23 28.63 37.14 44.78 71.91 40.77
I-Iter (ours) 86.63 60.04 26.59 33.85 20.41 53.70 57.77 21.70 29.34 42.82 31.06 21.29 31.88 83.71 23.55
I-Simul (ours) 86.46 74.81 18.91 18.49 32.01 56.65 75.84 33.83 13.79 62.28 29.16 38.67 45.44 66.86 40.95

Amazon

Dataset Amazon SST-5 SemEval

Method Acc Conf ECE CErrpos CErrneg Acc Conf ECE CErrpos CErrneg Acc Conf ECE CErrpos CErrneg

Unlearnable

Vanilla 90.90 98.17 7.28 1.09 90.84 70.29 94.29 24.05 3.95 90.14 56.02 90.45 34.43 7.05 87.26
TS 90.90 89.66 2.02 8.73 73.58 70.29 78.15 7.91 18.42 70.04 56.02 70.34 14.32 25.98 65.65
LS 91.89 88.50 6.71 10.64 78.83 69.92 84.01 14.20 14.38 80.28 55.17 81.64 26.47 15.46 78.08
EDA 92.39 98.34 5.95 0.92 89.46 66.64 93.98 27.34 3.82 89.57 57.05 93.45 36.43 4.37 90.56
Ensemble 91.69 98.19 6.50 1.06 89.93 69.56 93.67 24.22 4.24 88.93 55.94 90.14 34.23 7.19 86.76

Learnable

E-MLP 90.90 95.08 9.14 4.94 95.34 70.29 83.57 22.22 16.18 82.99 56.02 77.12 25.42 22.49 76.63
E-T5 (ours) 90.90 71.97 19.27 21.20 3.72 70.29 32.10 45.94 61.74 17.53 56.02 23.64 36.13 64.58 8.63
I-Vanilla 88.00 71.60 17.13 19.18 3.97 64.85 26.74 46.32 65.75 12.86 44.43 17.51 31.05 66.92 5.07
I-Iter (ours) 90.11 71.34 18.88 21.18 3.24 66.54 34.13 41.70 58.17 18.82 53.28 34.05 27.10 48.25 13.86
I-Simul (ours) 90.60 71.07 19.80 21.91 3.41 69.35 33.96 44.16 58.75 17.46 53.50 24.20 33.35 61.15 7.36

Civil

Dataset Civil Hate Speech Implicit Hate

Method Acc Conf ECE CErrpos CErrneg Acc Conf ECE CErrpos CErrneg Acc Conf ECE CErrpos CErrneg

Unlearnable

Vanilla 86.94 98.15 10.09 1.14 92.91 76.99 98.22 21.94 1.22 96.41 62.88 96.37 32.02 2.88 95.00
TS 86.94 90.94 2.88 7.29 77.87 76.99 89.70 13.34 8.58 84.16 62.88 85.50 21.15 12.72 82.28
LS 87.91 87.73 9.52 11.79 84.24 78.45 88.31 10.86 11.48 87.54 62.58 86.79 24.21 12.82 86.13
EDA 83.61 97.01 13.40 2.08 92.35 77.82 97.28 19.65 2.30 95.82 61.53 96.68 35.14 2.71 95.70
Ensemble 86.45 97.96 11.52 1.29 93.16 76.32 97.58 21.28 1.75 95.41 62.77 96.19 33.42 3.08 94.97

Learnable

E-MLP 86.94 91.93 12.24 8.09 92.01 76.99 88.52 19.66 11.62 88.98 62.88 83.08 25.45 17.15 83.47
E-T5 (ours) 86.94 70.97 15.99 18.62 1.68 76.99 46.28 48.83 52.25 41.37 62.88 30.90 41.57 59.84 15.20
I-Vanilla 77.92 69.06 8.92 11.60 0.83 76.99 45.25 49.59 53.24 40.21 58.12 29.51 38.32 58.58 13.00
I-Iter (ours) 85.40 75.36 10.31 12.18 2.48 76.15 50.43 49.62 50.02 51.84 60.59 34.15 38.04 54.50 16.69
I-Simul (ours) 87.25 70.69 16.65 19.22 1.71 78.24 45.86 50.64 53.36 43.03 62.56 29.60 41.56 60.57 13.17

Table 4: Results of RoBERTa’s calibration performance under standard distribution shifts.

Our results support the “scaling improves calibra-
tion” conclusion in some cases. We observe that
ECE decreases when larger capacity brings sub-
stantial improvement to PLMs’ performance (e.g.,
T5 on SST-2 and MNLI). However, when the per-
formance reaches a plateau value, increasing ca-
pacity only boosts PLMs’ confidence (e.g., T5 and
RoBERTa on Yahoo). In this case, the ECE in-
creases when the PLM’s scale keeps increasing.

Pretraining. We choose the pre-trained
RoBERTa-base and pre-trained T5-base (Pre-
trained), and compare them with several non-
pretrained models, including random initialized
RoBERTa-base and T5-base (Random), BiL-
STM (LSTM) (Hochreiter and Schmidhuber,

1997), Term Frequency Inverse Document Fre-
quency (TF-IDF) (Luhn, 1957), and Bag-of-word
(BoW) (Harris, 1954). We find that pretraining
only reduces ECE on relative simpler datasets,
like SST-2 and AG-News, but bring negligible
benefits on MNLI and Yahoo. This finding shares
the same ground with scaling experiments.

C Construction of the Calibration
Training Dataset

In this paper, we consider the classification tasks.
The construction process can be extended to the
natural language generation tasks. We have an an-
notated dataset D = {(xi, yi)Ni=1} for the standard
training on the classification tasks. We typically
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Model Scale Dataset Amazon SST-5 SemEval

T5-small

Method Acc Conf ECE CErrpos CErrneg Acc Conf ECE CErrpos CErrneg Acc Conf ECE CErrpos CErrneg

E-MLP 87.65 86.41 4.78 13.59 86.43 65.14 80.15 15.23 19.86 80.17 49.23 77.14 27.91 22.89 77.17
E-T5 (ours) 87.65 67.80 19.85 23.71 7.49 65.14 28.16 37.29 64.06 13.63 49.23 30.45 19.40 50.65 12.12
I-Vanilla 81.64 57.35 24.28 30.30 2.45 55.01 3.95 51.21 93.35 0.66 44.57 2.17 42.43 95.53 0.32
I-Iter (ours) 87.54 68.20 19.33 22.89 5.66 64.10 28.81 36.99 62.99 14.16 48.52 32.05 17.49 47.86 13.13
I-Simul (ours) 87.66 68.61 19.05 22.63 6.35 64.57 29.59 37.57 62.38 14.95 50.38 35.00 18.89 45.87 15.58

T5-base

Method Acc Conf ECE CErrpos CErrneg Acc Conf ECE CErrpos CErrneg Acc Conf ECE CErrpos CErrneg

E-MLP 91.00 90.44 4.35 9.56 90.41 69.73 85.18 15.45 14.69 84.87 55.03 78.39 23.36 21.63 78.42
E-T5 (ours) 91.00 71.03 19.97 22.40 4.63 69.73 31.73 38.80 61.80 16.83 55.03 29.72 26.28 56.23 12.54
I-Vanilla 88.25 70.91 17.34 20.16 3.86 63.07 29.81 34.08 59.42 11.42 48.08 25.32 23.69 55.53 7.59
I-Iter (ours) 91.69 71.76 19.93 22.23 5.43 68.23 33.46 36.87 59.79 18.96 56.23 35.21 21.42 50.98 17.48
I-Simul (ours) 91.38 70.92 20.47 22.80 4.30 70.29 32.03 42.12 60.65 14.72 54.75 26.18 30.70 59.34 8.67

T5-large

Method Acc Conf ECE CErrpos CErrneg Acc Conf ECE CErrpos CErrneg Acc Conf ECE CErrpos CErrneg

E-MLP 91.58 91.95 4.70 8.04 91.89 73.85 83.52 10.24 16.52 83.61 56.65 78.26 21.61 21.74 78.26
E-T5 (ours) 91.58 70.10 21.48 23.70 2.66 73.85 29.96 47.35 64.65 14.75 56.65 28.56 29.98 57.52 10.36
I-Vanilla 88.88 69.42 19.46 22.12 1.81 71.79 28.30 46.83 65.12 11.55 49.00 24.66 25.95 56.30 6.37
I-Iter (ours) 92.96 88.26 10.48 8.74 48.71 72.45 70.35 30.29 25.22 58.71 58.08 84.26 35.21 12.77 80.14
I-Simul (ours) 93.34 74.45 19.39 20.62 5.43 73.66 36.92 45.40 57.27 20.66 56.87 40.04 28.43 44.23 19.29

Table 5: Results of T5’s calibration performance with increasing model scales.

ID Dataset SST-2 Yahoo

OOD Dataset SST-2 Bookcorpus Random Words Yahoo Bookcorpus Random Words

Method Conf Entropy Conf Entropy Conf Entropy Conf Entropy Conf Entropy Conf Entropy

Unlearnable

Vanilla 98.04 5.01 93.38 15.97 84.46 34.95 82.76 51.94 47.62 152.43 56.95 126.54
TS 93.89 18.02 85.07 35.23 72.49 54.69 75.72 76.29 38.43 177.74 47.70 154.00
LS 88.64 33.90 83.65 40.46 72.31 55.30 74.35 93.81 44.29 168.14 54.08 145.94
EDA 98.27 4.33 93.73 15.45 83.00 37.15 83.68 46.75 50.59 141.92 69.03 92.58
Ensemble 97.96 5.20 93.21 16.47 82.75 37.87 82.41 53.01 48.29 150.39 55.87 130.57

Learnable

E-MLP 88.62 35.37 86.94 38.69 85.04 42.17 74.93 - 61.80 - 67.57 -
E-T5 (ours) 55.96 62.11 56.35 64.08 64.02 60.32 60.29 - 13.64 - 22.56 -
I-Vanilla 56.31 62.13 57.72 63.99 66.47 59.90 60.51 - 13.71 - 22.78 -
I-Iter (ours) 43.43 57.59 43.24 60.62 56.07 61.10 61.35 - 20.62 - 39.08 -
I-Simul (ours) 63.24 10.50 65.74 2.25 77.68 0.01 60.52 - 6.44 - 14.67 -

Table 6: Results on task-irrelevant inputs with T5. We don’t report the entropy results of learnable methods when
Yahoo is adopted as ID dataset since the class numbers are different in unlearnable (10 original classes in Yahoo)
and learnable methods (2 classes), which will result in unfair comparison.

fit a model F on the training dataset by minimiz-
ing the pre-defined loss (e.g., cross-entropy loss).
We denote the original task as the main task. Then
for the newly introduced calibration task, we need
to generate a calibration training dataset D∗ for
training. To do so, we first train the model on the
main task using the training dataset, and employ
the trained model to give predictions on samples
from the validation set. Then the calibration train-
ing dataset D∗ = {(xi, y∗i , ci)Mi=1} can be gener-
ated from the validation set, where xi is the origi-
nal sample in the validation set, y∗i is model’s orig-
inal prediction, and ci is a binary value that indi-
cates whether the original prediction is correct or
not. Specifically, we perform downsampling to en-
sure a balanced label distribution.

In this paper, we adopt the same process to gen-
erate the calibration training dataset. But differ-
ent methods may adopt specially designed training
paradigms to utilize the calibration training data.

We described the training details in Sec. 5.1.

D Additional Results of Calibration
Methods

For exploring the effectiveness of existing calibra-
tion methods, we provide results with RoBERTa
in Table 4, Table 7, and Table 8 The results with
the model scaling effect are in Table 5.

E Further Analysis of Distribution Shifts

In Sec. 5.3, we show that PLMs are less calibrated
under distribution shifts, consistent with previous
work (Desai and Durrett, 2020; Minderer et al.,
2021). However, can we safely conclude that
distribution shifts degrade PLMs’ calibration per-
formance? We study hard-to-easy distribution
shifts (see Appendix F for the detailed setting) to
further investigate the essence of this problem. In
this setting, models are trained on a difficult ID
dataset and infer on easier OOD datasets. This
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Dynasent

Dataset Dynasent Amazon DSC

Method Acc Conf ECE CErrpos CErrneg Acc Conf ECE CErrpos CErrneg Acc Conf ECE CErrpos CErrneg

Unlearnable

Vanilla 78.61 94.56 17.10 3.56 88.06 85.47 97.84 12.48 1.18 92.08 87.93 97.23 9.30 1.74 89.70
TS 78.61 77.47 0.95 19.47 66.96 85.47 86.61 2.54 11.24 74.11 87.93 85.09 2.99 12.84 70.03
LS 76.48 85.95 9.46 12.37 80.47 85.85 89.34 7.39 9.53 82.53 87.15 88.19 5.46 10.71 80.75
EDA 76.97 95.65 18.74 2.92 90.85 84.12 97.92 13.81 1.08 92.64 85.53 97.13 11.62 1.64 89.87
Ensemble 77.67 94.85 17.22 3.44 88.89 85.37 97.88 12.52 1.12 92.11 86.69 97.11 10.43 1.76 89.77

Learnable

E-MLP 78.61 71.06 19.59 28.81 70.59 85.47 85.74 12.10 14.25 85.69 87.93 79.37 14.46 20.61 79.25
E-T5 (ours) 78.61 64.94 23.76 26.76 34.43 85.47 85.53 13.23 9.45 56.03 87.93 81.72 14.91 13.50 49.71
I-Vanilla 77.38 66.71 22.76 24.92 38.06 83.85 85.80 12.18 7.99 53.56 87.10 82.30 14.25 12.89 49.77
I-Iter (ours) 77.89 64.17 21.98 28.43 38.09 84.49 87.49 10.00 7.47 60.06 87.05 82.83 12.14 12.86 53.81
I-Simul (ours) 78.63 65.00 25.56 27.08 35.84 83.65 79.79 15.36 13.28 44.38 85.79 77.29 17.78 16.91 42.30

Table 7: Results of RoBERTa’s calibration performance under hard-to-easy distribution shifts.

ID Dataset SST-2 Yahoo

OOD Dataset SST-2 Bookcorpus Random Words Yahoo Bookcorpus Random Words

Method Conf Entropy Conf Entropy Conf Entropy Conf Entropy Conf Entropy Conf Entropy

Unlearnable

Vanilla 98.33 4.27 94.85 12.63 96.28 9.97 90.18 26.96 72.17 77.84 78.49 59.14
TS 93.43 19.62 86.41 32.66 87.50 32.46 71.73 90.13 44.01 163.43 50.51 148.65
LS 87.88 35.74 83.30 42.64 82.88 44.11 82.08 74.02 67.53 110.10 74.89 93.55
EDA 98.43 3.67 95.54 10.79 91.55 20.06 94.24 15.08 83.30 44.77 86.10 35.91
Ensemble 98.24 4.49 94.65 12.87 93.26 15.98 91.22 23.92 75.10 69.13 80.31 54.06

Learnable

E-MLP 94.48 15.99 80.75 36.41 63.81 59.36 74.15 - 41.87 - 42.31 -
E-T5 (ours) 84.79 16.26 63.99 24.34 22.84 27.72 68.71 - 22.70 - 15.20 -
I-Vanilla 84.83 16.33 65.34 25.09 23.08 28.39 69.55 - 24.84 - 17.78 -
I-Iter (ours) 56.89 20.06 62.99 21.10 42.25 30.37 76.16 - 54.33 - 48.54 -
I-Simul (ours) 75.24 9.44 46.51 13.88 8.11 5.44 64.66 - 19.70 - 19.47 -

Table 8: Results on task-irrelevant inputs with RoBERTa. We don’t report the entropy results of learnable methods
when Yahoo is adopted as ID dataset since the class numbers are different in unlearnable (10 original classes in
Yahoo) and learnable methods (2 classes), which will result in unfair comparison.

comes with relatively lower ID and higher OOD
performance. Specifically, we consider the senti-
ment analysis task and choose Dynasent (Amazon
and DSC) as the ID (OOD) datasets. The details
of the datasets are described in Appendix A.

The results of T5 and RoBERTa are shown in
Table 3 and Table 7 respectively. We observe
completely different results with Sec. 5.3. Across
all methods, the ECE and CErrpos decrease under
the hard-to-easy distribution shifts, contradictory
to the previous conclusion that PLMs are less cal-
ibrated on OOD samples. In hard-to-easy shifts,
performance and confidence both increase due to
the relative simpleness of the OOD samples. The
indication is that PLMs’ relative calibration per-
formance on ID and OOD samples relies on the
dataset difficulty, and the conclusion that PLMs
are less calibrated under distribution shifts is one-
sided. This is consistent with our empirical study
in Sec. 4 that emphasizes the influence of dataset
difficulty on PLMs calibration.

To further investigate the influence of dataset
difficulty on PLMs’ calibration performance, we
evaluate the calibration on task-irrelevant in-
puts (see Appendix F for the detailed setting) of
PLMs trained on ID datasets with different diffi-

culty (e.g., SST-2 and Yahoo). The task-irrelevant
inputs include plain texts (e.g., bookcorpus) and
random words. Since no golden labels are pro-
vided, we measure the calibration performance
through maximum confidence scores and predic-
tive entropy.

The results of T5 are shown in Table 6, and
RoBERTa are shown in Table 8. We show that
PLMs have unreasonable high confidence in task-
irrelevant inputs, especially when trained on SST-
2. Comparing the results when trained on SST-2 or
Yahoo, we find that the ID training dataset has sig-
nificant influence on PLMs calibration. Still, this
can be attributed to the dataset difficulty. We also
observe the superior performance of learnable cal-
ibration methods. They produce lower confidence
scores on plain text and random tokens compared
to unlearnable ones.

In summary, the influence of distribution shifts
on PLMs calibration is dependent on the evalu-
ation datasets chosen. The original conclusion
that calibration performance degrades on OOD
samples is based on two premises: (1) PLMs are
overconfident in their wrong predictions, which
is supported by our experiments; (2) The OOD
datasets are harder so PLMs cannot achieve good
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Task Dataset # Classes Avg.Len Train Dev Test

SST-2 2 19.23 6920 1821 872
Sentiment
Analysis

Amazon 3 77.86 24000 78741 91606
SST-5 3 18.75 - - 1067
SemEval 3 19.61 - - 6000

Natural
Language
Inference

MNLI 3 19.36/10.06 373067 19635 9815
HANS 2 9.15/5.61 - - 30000
ANLI 3 54.40/10.34 - - 3200

Topic
Classification

Yahoo 10 96.98 126000 14000 60000
AG 4 38.5 10000 - 7600

Toxic
Detection

Civil 2 52.86 48000 12000 97320
Hate Speech 2 21.55 - - 478
Implicit Hate 2 17.34 - - 21479

Plain
Text

Book Corpus - 13.39 - - 10000
Random Words - 20.28 - - 1000

Table 9: Dataset Statistics.

Task Dataset Template Verbalizer

SST-2 It was {”mask”} . {”placeholder”: ”text a”} [bad, good]

Sentiment
Analysis

Amazon It was {”mask”} . {”placeholder”: ”text a”} [bad, good, neutral]

SST-5 It was {”mask”} . {”placeholder”: ”text a”} [bad, good, neutral]

SemEval It was {”mask”} . {”placeholder”: ”text a”} [bad, good, neutral]

MNLI

Given the two sentences:
(1) {”placeholder”: ”text a”}.
(2) {”placeholder”: ”text b”}.
Does the first sentence entails the second ? {”mask”}.

[No, Yes, Maybe]

Natural
Language
Inference

HANS

Given the two sentences:
(1) {”placeholder”: ”text a”}.
(2) {”placeholder”: ”text b”}.
Does the first sentence entails the second ? {”mask”}.

[No, Yes, Maybe]

ANLI

Given the two sentences:
(1) {”placeholder”: ”text a”}.
(2) {”placeholder”: ”text b”}.
Does the first sentence entails the second ? {”mask”}.

[No, Yes, Maybe]

Topic
Classification

Yahoo
A {”mask”}
question : {”placeholder”: ”text a”} {”placeholder”: ”text b”}

[society, science,
health, education,
computers, sports,
business, entertainment,
relationships, politics]

AG
A {”mask”} news : {”placeholder”: ”text a”}
{”placeholder”: ”text b”}

[politics, sports,
business, technology]

Civil It was {”mask”} . {”placeholder”: ”text a”} [benign, toxic]

Toxic
Detection

Hate Speech It was {”mask”} . {”placeholder”: ”text a”} [benign, toxic]

Implicit Hate It was {”mask”} . {”placeholder”: ”text a”} [benign, toxic]

Table 10: The manual templates and verbalizers adopted for each dataset.

performance. The second premise has not always
been satisfied, and we show that the relative
dataset difficulty significantly influences PLMs’

calibration performance on ID and OOD samples.
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Task Dataset Template Verbalizer

SST-2
Sentence: {”placeholder”: ”text a”} The predicted sentiment is {”placeholder”: ”text b”} .

Is the prediction True or False ? It’s {”mask”} .

Sentiment

Analysis

Amazon
Sentence: {”placeholder”: ”text a”} The predicted sentiment is {”placeholder”: ”text b”} .

Is the prediction True or False ? It’s {”mask”} .

SST-5
Sentence: {”placeholder”: ”text a”} The predicted sentiment is {”placeholder”: ”text b”} .

Is the prediction True or False ? It’s {”mask”} .

SemEval
Sentence: {”placeholder”: ”text a”} The predicted sentiment is {”placeholder”: ”text b”} .

Is the prediction True or False ? It’s {”mask”} .

MNLI

Given the two sentences: {”placeholder”: ”text a”}
The predicted relationship between the two sentences is {”placeholder”: ”text b”}
Is the prediction True or False ? It’s {”mask”} .

Natural

Language

Inference

HANS

Given the two sentences: {”placeholder”: ”text a”}
The predicted relationship between the two sentences is {”placeholder”: ”text b”}
Is the prediction True or False ? It’s {”mask”} .

[False, True]

ANLI

Given the two sentences: {”placeholder”: ”text a”}
The predicted relationship between the two sentences is {”placeholder”: ”text b”}
Is the prediction True or False ? It’s {”mask”} .

Topic

Classification
Yahoo

Sentence: {”placeholder”: ”text a”} The predicted topic is {”placeholder”: ”text b”}
Is the prediction True or False ? It’s {”mask”} .

Civil
Sentence: {”placeholder”: ”text a”} The predicted toxicity is {”placeholder”: ”text b”} .

Is the prediction True or False ? It’s {”mask”} .

Toxic

Detection
Hate Speech

Sentence: {”placeholder”: ”text a”} The predicted toxicity is {”placeholder”: ”text b”} .

Is the prediction True or False ? It’s {”mask”} .

Implicite Hate
Sentence: {”placeholder”: ”text a”} The predicted toxicity is {”placeholder”: ”text b”} .

Is the prediction True or False ? It’s {”mask”} .

Table 11: The manual templates and verbalizers of the calibration task for each dataset.

F Details of Evaluation setting.

Hard-to-easy shift. we choose Dynasent as the
in-distribution dataset, and choose Amazon and
DSC as the out-of-distribution datasets. The eval-
uation metrics are the same as the ones adopted in
experiments on standard OOD shifts. This eval-
uation setting is expected to test the conclusion
that PLMs’ calibration performance degrades un-
der distribution shifts.

Calibration on task-irrelevant inputs We
choose SST-2 and Yahoo as the in-distribution
datasets, and choose Bookcorpus and a synthetic
dataset as out-of-distribution datasets. Each
sample in the synthetic dataset is constructed
by composing random words. Well-calibrated
PLMs should give very low confidence and high
probability entropy in the task-irrelevant inputs.
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