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Abstract

This paper describes a system built for the
SemEval-2022 competition. As participants
in Task 4: Patronizing and Condescending Lan-
guage Detection, we implemented the text sen-
timent classification system for two subtasks
in English. Both subtasks involve determin-
ing emotions; subtask 1 requires us to deter-
mine whether the text belongs to the PCL cate-
gory (single-label classification), and subtask
2 requires us to determine to which PCL cate-
gory the text belongs (multi-label classifica-
tion). Our system is based on the bidirec-
tional encoder representations from transform-
ers (BERT) model. For the single-label classifi-
cation, our system applies a BertForSequence-
Classification model to classify the input text.
For the multi-label classification, we use the
fine-tuned BERT model to extract the sentiment
score of the text and a fully connected layer to
classify the text into the PCL categories. Our
system achieved relatively good results on the
competition’s official leaderboard.

1 Introduction

Text classification is an area of natural language
processing (NLP) that aims to classify text using
certain features. Previous studies on text classifica-
tion tasks used traditional machine learning meth-
ods, which require researchers to manually design
features. Feature extraction methods such as term
frequency–inverse document frequency (TF-IDF)
(Hakim et al., 2014) and N-Gram (Cavnar et al.,
1994) are used to extract features from original
documents, and then the features are input into
classifiers such as naive Bayes(Berrar, 2019), sup-
port vector machines (SVMs) (Hearst et al., 1998),
and decision trees (Vens et al., 2008). Since the
advent of deep learning, text classification tasks
are achievable without manual extraction of text
features. Researchers must simply pretreat the text
and incorporate it into a deep learning model for
training. For text classification using deep learn-

ing methods, the classification accuracy is often
higher than that of traditional machine learning
methods. With their continuous improvement, deep
learning models, such as recurrent neural networks
(RNNs)(Zaremba et al., 2014), multi-channel CNN-
LSTM (Zhang et al., 2017),gate recurrent units
(GRUs) (Rana, 2016), long short-term memory
(LSTM) (Shi et al., 2015), bidirectional long short-
term memory (Bi-LSTM) (Zhang et al., 2015), and
attention-based Bi-LSTM (Zhang et al., 2018) net-
works, can be used to solve text classification prob-
lems. In recent years, bidirectional encoder repre-
sentations from transformers (BERT) (Devlin et al.,
2018), a new deep learning model, has achieved,
or even surpassed, human performance in multi-
ple tasks within the NLP domain, including text
classification.

Task 4 of the SemEval-2022 consists of the fol-
lowing two subtasks.

• Subtask 1: identifying whether the sentence
contains any kind of PCL.

• Subtask 2: identifying which types of PCL
the sentence contains.

In this paper, we introduce a deep learning
system for SemEval-2022 Task 4: Patronizing
and Condescending Language Detection (Pérez-
Almendros et al., 2022). We applied the pretrained
BERT model as the base model. This task con-
tains two subtasks: single-label classification and
multi-label classification. To accomplish both sub-
tasks, we used fine-tuning methods on the base
model with an additional classification layer. Our
contributions are as follows:

• For the sentiment analysis task, we used the
pretrained BERT model as the base model.

• To obtain the classification results, we added
a fully connected layer at the end of the base
model.
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The remainder of this paper is organized as fol-
lows. Section 2 provides an overview of our system
for the two subtasks. Section 3 presents the spe-
cific details of our system. Section 4 discusses the
results of the experiments, and finally, we draw our
conclusions in Section 5.

2 Overview

This section presents an overview of our system
and experiments, consisting of the following steps:

1. The data processing step, in which we use text
processing tools to clean the text content, such
as removing HTML tags in the text.

2. The model training step, in which we build,
train, and evaluate the model.

3. The result generating step, in which we eval-
uate the model and predict the results on the
test dataset.

Task description. The two subtasks involved
text sentiment analysis and classification. The
difference between them is that subtask 1 only
requires us to determine whether the text con-
tains any kind of PCL. Subtask 2 is the multi-
label classification task, and the data of subtask
2 are marked by a list of 0s and 1s, which in-
dicate the type of linguistic techniques (Unbal-
anced_power_relations, Shallow_solution, Presup-
position, Authority_voice, Metaphors, Compas-
sion, The_poorer_the_merrier) used to express con-
descension.

2.1 Data processing
To use the original text as much as possible and
reduce the impact of meaningless text on the model,
we built text cleaning tools that can be used to re-
move redundant text from the original. In addition,
to complete the text classification task, a special
token is added to the front of the original sentence.
Preprocessing. The texts may have been retrieved
from the Internet by an automated program and
inevitably there will be some unnatural language
in the text. Text processing tools, such as regu-
lar expressions and Beautiful Soup, are used to
remove impurities, such as HTML tags and redun-
dant punctuation, from the text. Because the origi-
nal sentence cannot be used in the pretrained BERT
model, a special token [CLS] is added to the front
of the sentence, and the model receives the new
sequence (with the added token) as input.

Figure 1: Embedding blocks

2.2 Deep learning models

In recent years, the use of deep learning for NLP
text classification has become the most commonly
adopted method in the industry. We used the pre-
trained BERT model to accomplish the tasks men-
tioned in the task description.
Bidirectional Encoder Representations from
Transformers (BERT). As the name suggests, the
BERT model is the encoder of the bidirectional
transformer. BERT uses masked LM and next-
sentence prediction to capture the representation
at the word and sentence levels, respectively, and
pretrains the model in a self-supervised manner.

Since the BERT model was proposed by Google
in 2018, the entire field of NLP has entered a new
stage. With BERT, we can easily fine-tune a pre-
trained model to achieve outstanding results that
may even surpass human performance.

BERT consists of two main blocks: the embed-
ding block and transformer encoder block, whose
details are as follows.

1. Embedding Block. After preprocessing the
original text, the output is fed to the embed-
ding block, whose structure is shown in Figure
1.

The embedding block has three embedding
layers: the Token Embeddings, which con-
vert each word into a fixed-dimensional vec-
tor similar to most deep learning models; Seg-
ment Embeddings, which distinguish between
the two sentences; and Position Embeddings,
which represent the position of each word in
the sentence. These embedding layers trans-
form the input text into a three-dimensional
matrix X ∈ RN×n×d, where N is the number
of sentences in the text, n is the number of
words in the sentence, and d is the dimension
of the embedding vector.
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Figure 2: Single-label classification system

2. Encoder Block. The encoder block com-
prises a series of transformer encoder blocks.
Each transformer encoder block comprises
two layers: the multi-head self-attention and
feed-forward layers. The self-attention layer
included in the encoder block of the trans-
former allows each word in the sentence to
use the information of all other words in the
sentence. The output of the current word does
not need to depend on the output of the pre-
vious word, making the training well paral-
lelized and greatly reducing the time to train
the model. Because each word has a different
impact on the sentence category, the atten-
tion mechanism can dynamically change the
weight of each word.

3 Model Description

A pretrained BERT model is used to accomplish
both subtasks with the two independent datasets.
The details of the model built for these two subtasks
are as follows.

3.1 Subtask 1: single-label classification

The architecture of the system built for subtask 1
has three different layers, as shown in Figure 2.

3.2 Subtask 2: multi-label classification

The system built for subtask 2 is similar to that
for subtask 1, and the architecture of this system
is only slightly different in the output layer. The
structure is shown in Figure 3.
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Figure 3: Multi-label classification system

3.3 Details of the model architecture

BERT Layer. After preprocessing, the texts are
input into the z BERT model, which contains the
embedding and encoder blocks. Each word in the
input sequence will output a fixed-dimensional (d)
vector. In our BERT model (bert-based-uncased),
d is 768.

Fully Connected Layer. The fully connected layer
is used to convert a d-dimensional vector into a
vector with the number of categories or labels as
the dimension. In the text classification task, only
the output of the first word, which is [CLS] at the
BERT layer, is fed to the fully connected layer
because it integrates the semantic information.

Output Layer. A matrix X ∈ RN×c is output by
the fully connected layer, in which N is the number
of sentences and c is the number we manually set.
In the single-label two-category classification task,
it is set to 2, and the fully connected layer converts
the 768-dimensional vector into a 2-dimensional
vector. In the multi-label two-category classifica-
tion task, it is set to the number of labels, 7, and the
fully connected layer converts the 768-dimensional
vector into a 7-dimensional vector.

To obtain the final result for the single-label clas-
sification task, the output of the fully connected
layer is input into the softmax function to calcu-
late the probability of the sentence belonging to
the category, and the outcomes of the softmax func-
tion are fed to the argmax function to obtain the
classification result.
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class =

{
0, value0 ≥ value1,

1, value0 < value1
(1)

If the output value is 1, the sentence belongs to
the label, that is, this sentence contains some kind
of PCL; otherwise, the sentence does not contain
any kind of PCL.

For the multi-label classification task, we input
the result of the fully connected layer into a sigmoid
function that maps each value in the output vector
to a value between 0 and 1. Each value in the vector
is then mapped to 0 or 1 according to the rounding
rules.

labeli =

{
0, labeli ≤ 0.5,

1, labeli > 0.5.
(2)

The output is a 7-dimensional vector that con-
sists of 0 or 1. If the value is 1, the sentence used
the technique corresponding to the vector element
number to express the condescension.

3.4 Training and Hyperparameters

For these two classification tasks, we used the BCE-
withLogits loss function and Adam (Kingma and
Ba, 2017) optimizer to train both models. Both
models use a stochastic gradient with mini-batches
of size 16. The hyperparameters are as follows:
Hyperparameters The maximum input sequence
length of the BERT model is 512, the dimension
of word embeddings (d) is 768, the dropout ratio is
0.1 at each layer in the models, the learning rate is
1e-5, and the number of epochs is 15.

4 Experiment

Dataset. For the two subtasks, the corpus we used
to train the model are from the competition(Pérez-
Almendros et al., 2020), without other external
data.
dontpatronizeme_pcl.tsv This dataset contains
10,469 paragraphs, and each paragraph is annotated
with a label ranging from 0 to 4. In the single-label
classification subtask, the original label annotated
as either 0 or 1 is replaced with 0, and the other
labels with 1.
dontpatronizeme_categories.tsv This dataset con-
tains 993 unique paragraphs with a total of 2,760
instances of PCL. In the multi-label classification
task, each paragraph is annotated with 7 labels
ranging from 0 to 1.

Table 1: Subtask 1 result

Precision Recall F1_Score
0.5097 0.4132 0.4564

Table 2: Subtask 2 result

Label Score
Unbalanced_Power_Relations 0.1600
Shallow_Solution 0.1245
Presupposition 0.0721
Authority_Voice 0.0968
Metaphor 0.0696
Compassion 0.1139
The_poorer_the_merrier 0.0385
Average 0.0965

Evaluation Methods. For subtask 1 (single-label
classification), the competition metrics given by
the competition organizer are precision, recall, and
F1 score. For subtask 2 (multi-label classification),
there are two competition metrics: prediction accu-
racy of each label and average prediction accuracy
of all labels.
Results. The results of the two subtasks are shown
in Tables 1 and 2.

For subtask 1, we ranked 42/81 in precision,
47/81 in recall, and 52/81 in F1 score.

For subtask 2, we ranked 35, 33, 35, 34, 33,
34, and 24 out of 81 for the seven labels: Un-
balanced_power_relations, Shallow_solution, Pre-
supposition, Authority_voice, Metaphors, Compas-
sion, and The_poorer_the_merrier, respectively.
Experiments and Analysis. We used 80% of the
training data as the training set and 20% of the
training data as the validation set. We trained our
model on the training set and used the validation
set to evaluate the accuracy of the model. Our
system achieved relatively good results on the com-
petition’s official leaderboard, which is insepara-
ble from the excellence of the pretrained BERT
model. The outstanding advantage of the pretrained
model is that it can learn the language from a large
amount of unlabeled data and then fine-tune on a
small amount of labeled data. Thus, downstream
tasks often lead to better learning of language and
task-specific features.. Compared to traditional
RNN and LSTM models, BERT can perform con-
currently and simultaneously extract relational fea-
tures of words in a sentence at several different lev-
els, thus comprehensively reflecting the sentence
semantics. Compared to word2vec, the meanings
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of words can also be obtained according to the con-
text of the sentence, which would avoid ambiguity.

5 Conclusion

In this paper, we described our system, which is
based on the pretrained BERT model, for the text
classification task SemEval 2022 Task 4: Patroniz-
ing and Condescending Language Detection. We
added a classification layer to the pretrained BERT
model to address both subtasks. The results gener-
ated by the proposed system achieved a relatively
good ranking. In the future, we hope to explore
other models and methods in the sentiment analysis
field.
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