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Abstract

This paper introduces the result of Team
LingJing’s experiments in SemEval-2022 Task
1 Comparing Dictionaries and Word Embed-
dings (CODWOE)1. This task aims at compar-
ing two types of semantic descriptions, includ-
ing the definition modeling and reverse dictio-
nary track. Our team focuses on the reverse
dictionary track and adopts the multi-task self-
supervised pre-training for multilingual reverse
dictionaries. Specifically, the randomly initial-
ized mDeBERTa-base model is used to per-
form multi-task pre-training on the multilin-
gual training datasets. The pre-training step is
divided into two stages, namely the MLM pre-
training stage and the contrastive pre-training
stage. As a result, all the experiments are
performed on the pre-trained language model
during fine-tuning. The experimental results
show that the proposed method has achieved
good performance in the reverse dictionary
track, where we rank the 1-st in the Sgns tar-
gets of the EN and RU languages. All the ex-
perimental codes are open-sourced at https:
//github.com/WENGSYX/Semeval.

1 Introduction

The CODWOE shared task invites the participants
to compare two types of semantic descriptions: dic-
tionary glosses and word embedding representa-
tions. The intuitions come from the questions: “Are
these two types of representation equivalent? Can
we generate one from the other?”. To study this
question, the CODWOE proposes two sub-tracks:
a definition modeling track (Noraset et al., 2017),
where participants have to generate glosses from
vectors, and a reverse dictionary track (Hill et al.,
2016), where participants have to generate vectors
from glosses. These two tracks are fairly challeng-
ing (Hill et al., 2016), where more efficient meth-
ods are required to be designed for implementation.

∗These authors contribute equally to this work.
1https://codwoe.atilf.fr/

word 
Embedding 

sgns: [0.9233651757, -0.526638031, 2.0892603397, … …]256

char: [-0.1214295924, -0.2428643405, 0.2625943422, … …]256

electra: [0.3655579984, -0.1910238415, 0.0170905143,… …]256

" A meal consisting of food normally eaten in the morning , 
which may typically include eggs , sausages , toast , bacon , etc. "

word 
Gloss

Figure 1: An example of the reverse dictionary task.
Given the word gloss, it is required to generate the
vectors of their corresponding Sgns, Char, and Electra,
respectively.

These tasks are also useful for explainable AI, since
they involve converting human-readable data into
machine-readable data and back (Li et al., 2021).
In this paper, we focus on the reverse dictionary
track. As shown in Figure 1, given the gloss “A
meal consisting of food normally eaten in the morn-
ing, which may typically include eggs, sausages,
toast, bacon, etc.”, the reverse dictionary task re-
quires us to generate corresponding three sets of
256-dimensional word vectors. The Sgns (Mikolov
et al., 2013) , char (Vakulenko et al., 2017), and
Electra (González et al., 2020) are skip-gram with
negative sampling embeddings, character-based
embeddings, and Transformer-based contextual-
ized embeddings, respectively.

It is noted that this task comprises datasets in 5
languages: English, Spanish, Italian, French, and
Russian. The reverse dictionary task is difficult
due to the significant inborn differences between
word vectors and glosses and the vast differences
between languages (Bosc and Vincent, 2018).

To solve the above problems, we use a multi-task
self-supervised pre-training approach with Masked
language modeling (MLM) (Taylor, 1953; Devlin
et al., 2019) and contrastive learning (Reimers and
Gurevych, 2019; Su et al., 2021). On the one hand,
MLM can better capture the semantic representa-
tion of the input text (Liu et al., 2019). On the other
hand, contrast learning can further improve the per-
formance of downstream regression tasks (Jaiswal

29

https://github.com/WENGSYX/Semeval
https://github.com/WENGSYX/Semeval


et al., 2020). Specifically, we use a randomly ini-
tialized mDeBERTa-base (He et al., 2021) model to
perform MLM pre-training on five text datasets in
different languages. Contrastive pre-training (Gao
et al., 2021) is then performed using vectors with
and without dropout (Srivastava et al., 2014). Af-
terward, the model is fine-tuned using the Reverse
Dictionary dataset. The experimental results show
that the proposed method has achieved good perfor-
mance in the reverse dictionary track. We achieve
the top three results on the Sgns evaluation metrics
in all languages. Specifically, we get first place in
English and Russian, second place in Spanish and
French, and third place in Italian.

2 Main method

In this section, we will elaborate on the main
methods for the reverse dictionary track. As the
pre-training method can enhance the performance
of semantic representation (Qiu et al., 2020), we
adopt masked language modeling (MLM) task (De-
vlin et al., 2019) and contrastive pre-training task
(Jaiswal et al., 2020) for implementing this regres-
sion task.

2.1 Masked language modeling task
Masked language modeling (MLM) task consists
of giving the model a random masked sentence and
optimizing the weights inside the model to output
the unmasked sentence on the other side. We im-
plement the MLM pre-training method with the
same original setting as BERT (Devlin et al., 2019).
What’s more, we adopt the standard implementa-
tions of the MLM from the website2.

2.2 Contrastive pre-training task
Our method follows the SimCSE (Gao et al.,
2021) method, where the self-supervised model
is adopted for the contrastive pre-training task. For
the self-supervised part, we use dropout to add
noise to the text twice, thus constructing a pair of
positive samples, and pairs of negative samples are
sentences processed with the dropout in the batch.
The above processes can be formulated as the equa-
tion (1)

LCL = − log
exp

(
sim

(
h̃i, hi

)
/τ
)

∑n
j=1 exp

(
sim

(
h̃i, hj

)
/τ
) , (1)

where the hi represents the hidden feature of the
positive sample, while the hj is the hidden feature

2https://github.com/lucidrains/mlm-pytorch

of the negative drop-out sample. The τ is a temper-
ature hyper-parameter and sim(, ) means the cosine
similarity function.

2.3 Multi-task pre-training
Multi-task learning is known to fully enhance the
performance of the single task with multiple related
tasks to be designed and optimized (Sanh et al.,
2021). We combine the above two pre-training task
to the multi-task objectives, where the final loss
function can be represented as follows

L = LMLM + LCL. (2)

2.4 Downstream fine-tuning

Regression
Task

t[CLS] t1 t2 tN-1 T[SEP]

E[CLS] x1 x2 xN E[SEP]

[CLS] x1 x2 xN [SEP]

Encoder Context
（Pre-trained Through

Self-supervised Multi-task）

A meal consisting of food normally eaten in the morning

mDeBERTa

… …

… …

… …

Input

Pooling Layer 2 Averaged Pooling (Dim = 1)

Averaged Pooling (Kernel_Size = 3)Pooling Layer 1

[0.9233, …, 2.4412, 1.4825, 1.8073]

[Batch_Size, 256]

[0.9233, …, 2.4412, 1.4825, 1.8073]

…

[Batch_Size, 768]

Figure 2: Main structure of the proposed method.

Concretely, given the input sentence, the seman-
tic representation can be obtained through the con-
text encoder with pre-training. As shown in the
Figure 2, we use the pre-trained language model
through self-supervised multi-task pre-training as
the backbone for the regression task. Once obtain-
ing the final representation of the pre-trained lan-
guage model, two pooling layers (Lin et al., 2013)
are designed to get the useful features with the prob-
able size. The mean pooling layer is added on top
of the pre-trained model for squeezing the features.
Another pooling layer (with the kernel_size=3) is
added before the final regression task.

3 Experimental setup

3.1 Data Description
The CODWOE shared task provides datasets in five
different languages (EN, ES, FR, IT, RU). For these
datasets of five languages, each dataset has 43,608
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training sets, 6375 dev sets and 4208 test sets. Each
language contains multiple embeddings contain-
ing “Char” and “Sgns”, while English, French and
Russian have the embedding “Electra”. We will
introduce these datasets as follows.
Char corresponds to character-based embeddings,
computed with an auto-encoder on the spelling
of a word. In addition, the “gloss” key in each
dataset is the source in the reverse dictionary track.
We need to use “gloss” to generate the associated
embeddings.
Sgns corresponds to skip-gram with negative sam-
pling embeddings (aka. word2vec (Mikolov et al.,
2013)).
Electra corresponds to the Transformer-based
(Vaswani et al., 2017) contextualized embeddings.

Moreover, the organizers want the shared task to
be as linguistically relevant as possible and hope
to provide a fair competition environment for all
participants. The organizer forbids the use of exter-
nal resources and pre-trained language models in
CODWOE.

3.2 Evaluation metrics

In this task, the performance of the system is eval-
uated through three evaluation indicators (Mickus
et al., 2022).
Mean squared error (MSE) between the submis-
sion’s reconstructed embedding and the reference
embedding.
Cosine similarity (Cossim) between the submis-
sion’s reconstructed embedding and the reference
embedding.

MSE =
1

n
Σn
i=1

(Ai −Bi

σi

)2

Cossim =

∑n
i=1Ai ×Bi√∑n

i=1(Ai)2 ×
√∑n

i=1(Bi)2

where the A and B refer to two matrices that need
to be calculated.
Cosine-based ranking3 between the submission’s
reconstructed embedding and the reference embed-
ding; i.e., how many other test items have a cosine
similarity with the reconstructed embedding higher
than that with the reference embedding.

3Specific implementations can refer to https://
github.com/WENGSYX/Semeval.

3.3 Method introduction

The Baseline provided by the organizer4 uses
the encoder structure of the Transformer (Vaswani
et al., 2017; Wolf et al., 2020) framework. After
each token passes through the embedding layer,
positional encoding will be added to indicate the
location structure of the token. Then it will be input
to the encoder based on the transformer and finally
output to the linear layer to make the dimension of
the matrix consistent with the label.

In addition, the organizer has made some im-
provements to the baseline.

1. The principled way of selecting hyper-
parameters (using Bayesian Optimization
(Snoek et al., 2012; Frazier, 2018)).

2. A sentence-piece re-tokenization, to ensure
the vocabulary is of the same size for all lan-
guages.

3. The beam-search (Wiseman and Rush, 2016;
Freitag and Al-Onaizan, 2017) decoding for
the definition modeling pipeline.

Our method uses the randomly initialized mDe-
BERTa (He et al., 2021) model. The mDeBERTa
improves the BERT (Devlin et al., 2019) and
RoBERTa (Liu et al., 2019) models using disen-
tangled attention and enhanced mask decoder. It
shares the base model with 12 layers and 768 hid-
den size, which is pre-trained on the multilingual
corpus. It has 86M backbone parameters with a vo-
cabulary containing 250K tokens which introduce
190M parameters in the Embedding layer. It sup-
ports most languages around the world, since it is
believed that there should be some shared semantic
features between different languages5.

3.4 Implementation details

We use the hugging-face6 (Wolf et al., 2020) frame-
work and train the model based on the Pytorch
(Paszke et al., 2019). During training, we em-
ploy the AdamW optimizer (Loshchilov and Hutter,
2017). The default learning rate is set to 1e-5 with
the warm-up (He et al., 2016). Four 3090 GPUs
are used for all experiments.

4Specific implementation can refer to https:
//github.com/TimotheeMickus/codwoe/tree/
main/baseline_archs

5Please refer: https://ai.glossika.com/blog/a-map-to-the-
syntax-of-all-spoken-languages

6https://github.com/huggingface/transformers
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Experimental Items Baseline Ours
Language MSE Cosine Ranking MSE Cosine Ranking
English 0.91092 0.15132 0.49030 0.86239 0.24310 0.32907
Espana 0.92996 0.20406 0.49912 0.85770 0.35275 0.25101
French 1.14050 0.19774 0.49052 1.02968 0.32799 0.28213
Italian 1.12536 0.20430 0.47692 1.03945 0.35955 0.22995

Russian 0.57683 0.25316 0.49008 0.52827 0.42440 0.18711

Table 1: Results of the Sgns track.

Experimental Items Baseline Ours
Language MSE Cosine Ranking MSE Cosine Ranking
English 0.14776 0.79006 0.50218 0.47103 0.00331 0.48599
Espana 0.56952 0.80634 0.49778 0.50121 0.85770 0.35275
French 0.39480 0.75852 0.49945 0.96678 0.00809 0.51862
Italian 0.36309 0.72732 0.49663 0.88129 -0.02992 0.49603

Russian 0.13498 0.82624 0.49451 0.47905 0.00479 0.47228

Table 2: Results of the Char track.

On the MLM pre-training task, we alternately
carry out the pre-training tasks of long text and
short text. After mixing the data sets of five dif-
ferent languages, we train them for 40 epochs. In
detail, we classify all data sets with a text length of
30. In each epoch, firstly, samples with text length
less than or equal to 30 are trained with a maximum
length of 32 tokens (including <CLS> and <SEP>)
and the batch size is set to 70. Then we change the
maximum length to 160 tokens and set the batch
size to 18 for training the remaining samples.

Referring to the settings of WWM (Cui et al.,
2021; Joshi et al., 2020), we use the text mask rate
with a probability of 20%, and adopt that the 1, 2,
3, 4 n-gram masking length with a probability of
85%, 5%, 5%, and 5%.

In contrastive pre-training, we repeatedly inte-
grate a sample into the model twice. During this
period, because our model has dropout, it will
add noise to the input, so that the output of the
two times is distinct. As a result, our method can
be improved in the sentence representation ability
through self-supervised.

Based on the pre-trained language model, we
fine-tune with the maximum length of all samples
to 100 tokens, the batch size to 50 (there will be 2
* 50 samples for each step to be calculated by the
model at the same time). The number of training
epochs is 40.

4 Results and discussions

In this section, we introduce the experimental re-
sults of the Sgns, the Char and the Electra tracks.

The online results and further discussions are also
presented.

4.1 Experimental results

The experimental results of the Sgns, Char and
Electra can be found in the Table 1, 2 and 3. Specif-
ically, for the Sgns track, we outperform the experi-
ments of each baseline according to all the metrics.
The reason may be that the pre-training method
with MLM and contrastive learning can well pro-
vide well-formed vector space representations be-
tween samples. As for the Char and Electra track,
the baseline is better than ours. It may be because
the word and contextual character features are hard
to be captured due to the smaller corpus. In the
future, we will explore more efficient methods to
perform well definition modeling in these tracks.

4.2 Official online results

As shown in Table 4, we achieve the top three
results on the Sgns evaluation metrics in all lan-
guages. Specifically, we get first place in English
and Russian, second place in Spanish and French,
and third place in Italian. Our method is effective
on the Electra evaluation metrics, but not the best.
Our team ranks the second place, fourth and fourth
place in Russian, English, and French, respectively.
Our approach does not achieve good results on the
char metric, which represents the character level.
This result may be that it is difficult for the model to
capture semantics while maintaining high precision
letter-level fine-grained word vector learning.
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Experimental Items Baseline Ours
Language MSE Cosine Ranking MSE Cosine Ranking
English 1.41287 0.84283 0.49849 1.50876 0.84592 0.47773
French 1.15348 0.85629 0.49784 1.27066 0.85859 0.47762
Russian 0.87358 0.72086 0.49120 0.82773 0.73397 0.42020

Table 3: Results of the Electra track.

Online Sgns Char Electra
TEAM EN ES FR IT RU EN ES FR IT RU EN FR RU

LingJing(ours) 1 2 2 3 1 7 5 5 6 5 4 4 2
pzchen 2 4 3 2 3 3 1 1 1 1 1 1 1

IRB-NLP 3 1 1 1 2 4 3 4 2 2 5 3 3
Locchi 4 / / 4 / 1 / / 4 / 3 / /

Nihed_Bendahman_ 5 5 4 6 4 2 2 2 3 4 2 2 4
zhwa3087 6 6 5 5 5 6 4 3 5 3 / / /

the0ne 7 / / / / 5 / / / / 6 / /
tthhanh 8 7 6 7 6 / / / / / / / /

Table 4: Results of the online official Rank.

5 Conclusion

In this paper, it is mainly introduced that in order
to solve the reverse dictionary track in Semeval-22
CODWOE, the LingJing team makes the model
have the ability of semantic understanding through
the MLM task with contrastive learning in the ran-
domly initialized mDeBERTa model. After that,
we report the performance of our model in COD-
WOE, and obtain the best performance in English
and Russian tasks of Sgns dataset, which proves
that our method is effective. In the future, we will
further study how to make full use of the character-
istics of different languages and make the model
embed the text into a more accurate vector space.
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