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Abstract

In this paper, we (a YNU-HPCC team) describe
the system we built in the SemEval-2022 com-
petition. As participants in Task 6 (titled “iSar-
casmEval: Intended Sarcasm Detection In En-
glish and Arabic”), we implement the sentiment
system for all three subtasks in English and
Arabic. All subtasks involve the detection of
sarcasm (binary and multilabel classification)
and the determination of the sarcastic text loca-
tion (sentence pair classification). Our system
primarily applies the sequence classification
model of a bidirectional encoder representation
from a transformer (BERT). The BERT is used
to extract sentence information from both direc-
tions for downstream classification tasks. A sin-
gle basic model is used for single-sentence and
sentence-pair binary classification tasks. For
the multilabel task, the Label-Powerset method
and binary cross-entropy loss function with
weights are used. Our system exhibits com-
petitive performance, obtaining 12/43 (21/32),
11/22, and 3/16 (8/13) rankings in the three
official rankings for English (Arabic).

1 Introduction

Satirical text is a rhetorical device for implicitly
expressing emotions by using words that are con-
trary to the actual intention to achieve a satirical or
humorous linguistic effect. The true semantics of
satirical texts cannot be directly inferred from the
text vocabulary, and contradictions exist between
their literal meaning and the true intention. There-
fore, the detection of sarcasm and its sentiment
discrimination are more challenging in natural lan-
guage processing (NLP) problems.

Task 6 in the SemEval-2022 competition is a sar-
casm detection task that consists of three subtasks
(Abu Farha et al., 2022).

• Subtask A: Detect sarcastic meaning from a
given tweet.

• Subtask B: Identify the tweet as “no sarcasm”
or one or more of the six given sarcastic
speech categories.

• Subtask C: Determine the position of the satir-
ical text from the given tweets and their non-
satirical restatements (0 means the first sen-
tence is satirical, and 1 means the second sen-
tence is satirical).

In previous sarcasm detection tasks, researchers
used supervised learning methods based on the
support vector machines and logistic regression
(González-Ibáñez et al., 2011) to study ironic and
non-ironic tweets that directly express positive and
negative views. However, these traditional machine
learning methods cannot mine the deep semantic
information hidden in the text. Relying only on the
surface semantic information can easily result in
an incorrect judgment regarding irony. In contrast,
deep learning methods show excellent results in
deep semantic mining. By using the context in-
formation of the text to be detected (Bamman and
Smith, 2015), we can further mine the behavior
information of social users. We can achieve better
performance by using a bidirectional recurrent neu-
ral network to capture the syntactic and semantic in-
formation of the target tweet text and the automatic
learning features of historical tweets related to the
target tweet for sarcasm detection (Zhang et al.,
2016). The convolutional long-term and short-term
memory network (CNN-LSTM-DNN) (Ghosh and
Veale, 2016) achieved remarkable results.

In this paper, we propose a deep learning system
for Task 6 in SemEval-2022, titled “iSarcasmEval:
Intended Sarcasm Detection In English and Ara-
bic.” We use a pre-trained bidirectional encoder
representation from a transformer (BERT) (De-
vlin et al., 2019) sequence classification model as
the base model. For single-sentence and sentence-
pair binary classification tasks, we use fine-tuning
methods on a basic model. We employ the Label-
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Powerset (Nazmi et al., 2020) approach and train
the basic model by applying a binary cross-entropy
loss function with weights for the multi-label task.
The contributions of this study are as follows.

• For the sentiment analysis problem, we pro-
pose a basic model using a pre-trained BERT
sequence classification model.

• The use of a binary cross-entropy loss func-
tion with weights is more advantageous for
performing multi-label classification with un-
even label distribution task.

• Fine-tuning on multilingual datasets (Pires
et al., 2019) leads to a significant improve-
ment in the scores of prediction results.

The remainder of this paper is organized as fol-
lows. In Section 2, we describe the proposed sys-
tem and model in detail. The experiments and
results are discussed in Section 3. Finally, conclu-
sions are presented in Section 4.

2 System Description

The general structure of our system consists of four
modules, described as follows.
Input layer. In this layer, we build text-processing
tools to perform pre-processing of text and embed-
ding of words. A large amount of useless informa-
tion in the given text, such as user (@user), URL
(http://ie.com), and escape symbols (\s, \j, etc.), in-
creases the computational effort and complexity of
a model. We remove the useless information in ad-
vance by using regular expressions and convert all
words to lowercase, without breaking the structure
of hashtags (#hashtag). We believe that the search
and tagging of these tweets depends mainly on their
hashtags (Peng et al., 2018). The preservation of
the hashtag structure improves the accuracy of sar-
casm detection. Tokenizers provided by Hugging-
Face1 are used to process information such as punc-
tuation, emoticons, non-English (or non-Arabic)
letters, numbers, and hashtags (#hashtag) that are
still present in the text and to rapidly perform word
separation. Tokenizers can also perform word em-
bedding using continuous low-dimensional vectors
to represent word features (Mikolov et al., 2013).
In this layer, we obtain the sequence of representa-
tions to be used as inputs to the subsequent mod-
ules.

1https://huggingface.co/.

Context encoder. Devlin et al. proposed a new nat-
ural language representation model named BERT
in 2018, which successfully achieved state-of-the-
art results in 11 NLP tasks, winning a plethora of
accolades from the NLP community. The model is
based on a bidirectional transformer for large-scale
pre-training and can be fine-tuned by users to han-
dle different text-processing tasks. One variant of
the BERT is RoBERTa (Liu et al., 2019), which
enhances the effect of the BERT by improving its
pre-training method without affecting the structure
of the BERT. Unlike the BERT static mask ap-
proach, RoBERTa uses dynamic masks, where the
tokens masked for each sequence are changed in
different epochs of training. RoBERTa removes the
NSP task and uses the FULL-SENTENCES train-
ing approach. RoBERTa also uses a larger mini-
batch, more data, and larger number of sentences.
Therefore, the RoBERTa-pretrained model yields
better results. In this module, we mainly use the
pre-trained BERT model and its variant RoBERTa
model to complete the contextual encoder.
Fully connected layer. Fully connected networks
are used for downstream classification tasks.
Output layer. The output of the fully connected
layer is processed to complete the label prediction.
Different tasks require different processing meth-
ods.

The details of each subtask in each module are
discussed in the following.

2.1 Subtask A: Sentence Classification

The first part of this task was to extract semantic
information from a given tweet text. We termed this
sentence classification (Dao et al., 2020), where we
predict whether a sentence is sarcastic. For this
purpose, our approach generated 768-dimensional
word embeddings for each word in a sentence by
using a pre-trained BERT model. We selected the
first token (i.e., “[CLS]”) of the sentence into the
sequence classification because it integrated the
semantic information of the entire sentence. The
word embeddings obtained from the previous step
were then connected to a fully connected layer,
which transformed the 768-dimensional input into
two-dimensional values. These values were then
fed into Softmax to calculate the probability that
the sentence is sarcastic. Finally, the probability
results were fed into argmax to form labels; in
our experimental setup, 1 indicated sarcasm and 0
indicated non-sarcasm. The model architecture is
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Figure 1: System of binary classification for sentence

Table 1: Quantity of labels by category in English
dataset.

Category Quantity
sarcasm 713

irony 155
satire 25

understatement 10
overstatement 40

rhetorical_question 101

illustrated in Figure 1.

2.2 Subtask B: Multi-Label Classification
This task was also a sentence classification task,
with the difference being that it involved the pre-
diction of multiple binary targets simultaneously
based on a given input. For the upstream task of
sentence information extraction, we used the pre-
trained BERT model. For the downstream classi-
fication task, we used the Label-Powerset method
(Tsoumakas et al., 2011), which sets the number
of labels to the number of output neurons in the
network. We can directly apply an arbitrary binary
classification loss function to the neural network
model, and the model can simultaneously output
all targets. At this point, we only need to train
one model; the training time is shorter, and the
network can also learn the relevance of different
labels through the output neurons. We counted the
number of various types of labels in the English
dataset ( Table 1) and discovered that the number
of labels is dozens of times different. To solve

Sigmoid

Class

Label

preds>=θ

Sigmoid

Class

Label

preds>=θ

Fully Connected

Layer

…………

…………

Dropout=0.1

Fully Connected

Layer

……

……

Dropout=0.1

……

……

……

……

ＢＥＲＴ

E[CLS]

[CLS] X1 X2 XN

E1 E2 EN

T[CLS] T1 T2 TN

……

Tweet Text

Encoder Context ……

……

……

……

ＢＥＲＴ

E[CLS]

[CLS] X1 X2 XN

E1 E2 EN

T[CLS] T1 T2 TN

……

Tweet Text

Encoder Context

Sigmoid

Class

Label

preds>=θ

Fully Connected

Layer

……

……

Dropout=0.1

……

……

……

……

ＢＥＲＴ

E[CLS]

[CLS] X1 X2 XN

E1 E2 EN

T[CLS] T1 T2 TN

……

Tweet Text

Encoder Context

Figure 2: Multi-label classification system for sentence

the problem of label imbalance, we appropriately
added a network layer to improve the classification
effect. We employed the RELU activation function
for fast computation between two linear layers to
boost the sparsity of the simultaneous network and
reduce the interdependence of parameters to allevi-
ate the overfitting problem. In addition, we utilized
a binary cross-loss function with weights to focus
the model on the sparse labels, as stated in Section
2.4.

We selected the values generated by the afore-
mentioned work into sigmoid and mapped their
range to (0, 1) to reply to the confidence level of
each label. We set a threshold of θ = 0.5, and when
the predicted value was greater than or equal to
θ, we considered that the prediction contained this
label; otherwise, it did not. The model architecture
is shown in Figure 2.

2.3 Subtask C: Sentence-Pair Classification

This task is a sentence pair classification task, sim-
ilar to subtask A, but with two sentences as the
input. In the input layer, in addition to the work
done in Subtask A, we must split the two sentence
representations using the “[SEP]” token. The in-
puts are then passed to the pre-trained BERT model
to obtain the “[CLS]” token, which integrates the
semantic information of the entire sentence. The
subsequent model structure was the same as that
for Subtask A. The “[CLS]” token is passed to the
subsequent module to obtain the location label of
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Figure 3: System of binary classification for sentence
pair

the sarcastic text, with 0 indicating sentence A and
1 indicating sentence B. The model architecture is
illustrated in Figure 3.

2.4 Training and Hyper-parameters
We used a binary cross-entropy loss function for
subtasks A and C and a binary cross-entropy loss
function with weights for subtask B to train the
model. For the sample imbalance between labels
in the multilabel classification task of subtask B,
we introduced parameter wi. We increased the
attention of the system to scarce labels by assigning
higher weights to labels that appear less frequently.
For batch data D(x, y) containing N samples with
M labels per sample, the loss function is calculated
as follows:

loss =
1

N

N∑

n=1

ln, (1)

ln =
1

M

M∑

i=1

lin, (2)

where lin is the loss corresponding to the i-th label
of the n-th sample.

ln
i = −wi[y

i
n·log σ(xin)+(1−yin)·log(1−σ(xin))]

(3)
where σ is the sigmoid function. wi is the weight
parameter of the i-th label, which is calculated from
the i-th label number, Labeli, by applying the fol-
lowing equation.

wi =

∑
Label

Labeli
(4)

For all the subtasks, we used the AdamW
(Loshchilov and Hutter, 2019) optimizer to train
the model with a batch size of 16.

Hyperparameters. The dimensionality (d) of the
word embedding was 100, learning rate was 2e-5,
weight decay was 0.01, and dropout ratio was 0.1
for all layers in all models.

3 Experimental

Datasets. The datasets used were the English
dataset (3467 data) and Arabic dataset (2602 data)
provided by the competition, with no other external
corpus. Only one dataset in English was used for
subtask B, except for subtasks A and C, in which
two sub-datasets were used. We thank the organiz-
ers for their contributions to the data.
Evaluation Metrics. The main evaluation metrics
are as follows:

• SubTask A: F1-score for the sarcastic class.

• SubTask B: Macro-F1 score.

• SubTask C: Accuracy.

Implementation Details. To solve the data imbal-
ance problem, we sampled the data selected for
training such that the number of 0/1 tags was as
similar as possible. For the sentence pair classifi-
cation task, we take the tweet text in the dataset
as sentence A and the rephrase text as sentence B,
and assign label 0. After switching the positions
of tweet text and rephrase text, we assign label 1.
We divided the training data into a training set and
a development set at a ratio of 8:2. We trained
our models on the training set, evaluated the pre-
dictions on the development set using evaluation
measures, and saved the models with the highest
evaluation scores during the process. We used the
Pytorch framework provided by the Huggingface
library for the pre-trained BERT model and bert-
base-multilingual-uncased and roberta-base for the
binary classification, multi-label classification, and
sentence pair classification included in this task.
Results and Analysis. Tables 2, 3, and 4 present
comparative results for each task. The bolded
scores are those assessed by participating in the
competition leaderboard. On the competition
leaderboard, our system ranked 12/43 (21/32) in
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Table 2: Comparable results of experiments for subtask
A.

Model Fine-tune Test F1

bert-base-
multilingual-
uncased

English
English

0.306
English+Arabic 0.285

Arabic
Arabic

0.202
English+Arabic 0.245

roberta-
base

English English 0.392
Arabic Arabic 0.323

Table 3: Comparable results of experiments for subtask
B.

Model Loss Macro-F1
6-binary BCE 0.0702

bert-base-
multilingual-
uncased

BCE 0.0672
BCEwithWeight 0.0795

Dice 0.0379
Focal 0.0646

Table 4: Comparable results of experiments for subtask
C.

Model Fine-tune Test Acc

bert-base-
multilingual-
uncased

English
English

0.815
English+Arabic 0.805

Arabic
Arabic

0.5
English+Arabic 0.755

roberta-
base

English English 0.860
Arabic Arabic 0.5

English (Arabic) in Task A, 11/22 in Task B, and
3/16 (8/13) in Task C.

As shown in the tables, our approach achieves
significant results. This is mainly because the
BERT model is a multilayer bidirectional trans-
former encoder that can be integrated into vari-
ous NLP downstream tasks and obtains the best
results. In addition, the training results using the
roberta-base model are significantly better, indicat-
ing that the pre-training approach of the BERT can
be improved. Moreover, fine-tuning with multi-
ple languages significantly improved the training
results, particularly for Arabic. As revealed in Ta-
ble 4, fine-tuning the model on the Arabic dataset
individually shows worse results, which may be
due to the fact that very little information is ex-
tracted from the Arabic dataset only. In the fu-
ture, we can improve the method of fine-tuning in
multiple-language datasets by balancing the vectors
of different languages to improve the model effect.

For multi-label classification, the Label-Powerset
method is not as effective as stand-alone dichoto-
mous classifier training; however, combined with
a dichotomous cross-entropy loss function with
weights, the results can be slightly improved while
saving a lot of training time.

4 Conclusion

In this paper, we describe a deep learning model for
the sentiment analysis task in the SemEval-2022
competition (Task 6: iSarcasmEval: Intended Sar-
casm Detection In English and Arabic). A BERT
sequence classification model was used as the base
model. The final submitted system performed ad-
mirably and ranked third in one of the rankings.
However, there is still considerable potential for
improvement. Therefore, in future investigations,
we will attempt to extend this model with improved
capabilities to achieve better outcomes.
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