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Abstract

In this paper, we present a pipeline for auto-
matic minuting. This pipeline is an end-to-end
system for minuting the multiparty dialogues
of meetings. It provides multilingual com-
munication and collaboration, with a specific
focus on Natural Language Processing (NLP)
technologies: Automatic Speech Recognition
(ASR), Machine Translation (MT), Automatic
Minuting (AM), Topic Modelling (TM),
and Named Entity Recognition (NER). Our
summarization model achieves a ROUGE-1
score of 0.45, a BLEU score of 7.069, and a
BERT score of 0.673. Our translation model
also achieves a high average BERT score of
0.848 across five different languages (de.fr,
en, it, and hi). We make our code available at
https://github.com/aakash0017/
Paclic-summarization-pipeline

1 Introduction

Since the COVID-19 epidemic, a sizeable portion
of the working population—particularly those em-
ployed in the information technology (IT) sector
and academia—has expanded dramatically in vir-
tual meetings. Meetings are, without a doubt, the
most important element in fostering teamwork and
effective back-and-forth communication. There
are numerous Natural Language Processing (NLP)
technologies available that give users a complete
online interaction experience. The interpretation of
these online interactions during remote conferences
or meetings is crucial in the globally interconnected
world of today.

Summarizing meetings in the form of structured
minutes from speech and it can potentially save up
to 80% of time.

We realized that generating meeting minutes is
a task that is still performed manually and requires

a lot of time. Through this paper, we try to solve
three major problems encountered during multi-
party dialogues via our proposed system.

First, as mentioned above, manually generating
minutes consumes much time. Each annotator has
to go through hours of recording before writing
minutes. Also, each annotator may have a different
vocabulary and style, leading to inconsistency in
the meeting-minutes format. We try to solve this
problem by generating meeting minutes in a consis-
tent format for multi-party conversation(MPC). We
incorporate large pre-trained transformer models
fine-tuned on MPC meeting datasets.

Second, as globalization is increasing, compa-
nies have offices worldwide. Hence, to overcome
the language barrier, there is a need for a system
that can provide translation of meeting transcripts,
meeting minutes, and meeting topics. We provide
quick and straightforward translation in five dif-
ferent languages: French(fr), German(de), Rus-
sian(ru), Italian(it), and Hindi(hi), allowing busi-
nesses to save time and enhance productivity. To
further optimize the translation process, we provide
isometric translation [1], which generates outputs
of length similar to the source length. We believe
that isometric translation is the next leap towards
a more synchronous auto dubbing process, which
can enhance the meeting experience of non-English
speaking users.

Lastly, the enormous increase in online meetings
and conversations has led to a massive stack of un-
ordered data. It can be cumbersome for users to
select the appropriate meeting for their needs. We
try to differentiate the generated minutes into mul-
tiple segments and align them with corresponding
topics derived accordingly. This provides a gist of
the meeting without the user listening to the whole
recording.
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The paper is organized as: Section: 2 brief about
the existing work in text and meeting summariza-
tion. The proposed methodology is described in
Section: 3, where we employ a 3 stage pipeline:
ASR; automatic speech recognition, multi-party
meeting summarization, isometric translation, and
topic segmentation. The experimental setup with
the dataset, hyper-parameter settings, and training
are in Section:4 with their corresponding results
and in Section: 5. Finally, the paper concludes with
future prospects in Section: 6.

2 Related Work

In this section, we describe the existing work on
text summarization in Section 2.1 and meeting sum-
marization in Section 2.2.

2.1 Text Summarization

Majority of the prior work on meeting summariza-
tion investigates how to generate better summaries
for news/media article data, such as CNN/Daily
Mail [2], Newsroom [3], etc. other tries to sum-
maries scientific documents, such as SciSumm Cor-
pus [4]. However, our paper mainly focuses on
meeting summarization which is comparatively a
more challenging task. However we do tend to
infer some attributes of normal text summariza-
tion, which includes both extractive & abstractive
methods. Moreover, the topic of meeting summa-
rization, especially automatic minuting has been a
demanding research problem across the community
[5] [6] [7] and has become a huge part of the text
summarization area.

2.2 Meeting Summarization

Since the advent of COVID-19 and the majority of
work shifting online, there has been a lot of interest
gathering around multi-party dialogue summariza-
tion. However, the fundamental idea behind meet-
ing recording summaries has existed for quite some
time. [8] suggested a extractive meeting summa-
rization approach using graphs constructed on topi-
cal/lexical relations. However, a study conducted
by [9] stated the difference between meeting sum-
marization of multi-party transcripts over the Nat-
ural Language Generation models for generating
unfocused summaries. They proposed multi-modal
hierarchical attention across three levels: segment,
utterance, and word and suggested a joint model
of topic segmentation and summarization. [10].
Next, [10] attempted to pre-train MPC-BERT to

find the inherent complicated structure in MPC via
crucial interlocutor and utterances. [11] proposes
a novel abstractive summary network that adapts
to the meeting scenario. It follows a hierarchical
structure to accommodate long meeting transcripts
and a role vector to depict the difference among
speakers.

The aforementioned work, however, creates
meeting summaries, whereas our suggested ap-
proach attempts to create meeting minutes from
the ASR generated transcripts.

3 Proposed Methodology

We propose a pipeline that utilizes a speech-to-text
transcription service and a meeting summarization
module. Additionally, we provide functionality
of topic extraction and isometric translation (Ger-
man(de), French(fr), Italian(it), Russian(ru), and
Hindi(hi). As depicted in the figure 1, the system
accepts a {.mp3, .mp4} file consisting of multi-
party conversations in English(en). Next, we gen-
erate ASR output from the input files, which are
then utilized by our system to generate meeting
minutes. From subsections 3.1 through 3.4, we
provide a details overview of various components
of our proposed architecture.

3.1 Automatic Speech Recognition (ASR)

For generating optimal transcripts, we use Amazon
Transcribe', which is a Speech-to-text service of-
fered by Amazon AWS. It holds the largest share in
the cloud computing market. Their current English
speech recognition model has achieved a word-
error-rate (WER) of 6.2%. To convert meeting
recordings to transcripts, the data must first be
uploaded to the Amazon Simple-Storage-Service
(Amazon S3), which is then used by the Amazon
transcribe Speech-to-text API to generate time-
sequence order transcripts, with both speaker and
utterances stated separately. To handle this, we de-
fine a post-processing function that align speaker
roles with corresponding utterances, as shown in
figure 1. Our system accepts a number of speakers
as an argument before applying ASR transcriptions.
However, the argument is set to 2 and accepts a
maximum value of 10.

3.2 Meeting Summarization

The meeting summarization module generates
meeting-minutes from the processed transcripts.

"https://aws.amazon.com/transcribe/
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Figure 1: Displays the entire architecture of our proposed systems.

The task of automatic-minuting differs distinctively
from the summarization task. Minuting is pri-
marily concerned with capturing and providing a
third-person perspective of important points raised
throughout the meeting, whereas summarizing is
more concerned with delivering a piece of concise
information and not reflecting small details. Our
pipeline overcomes one major drawback of manual
minuting; that the minutes format and language
vary across different annotators.

The meeting summarization module is divided
into three main parts. First, we start by preprocess-
ing input transcripts, apply redundancy elimination
and segmentation. Next, we apply our meeting
summarization model. Finally, we filter the out-
put using an unsupervised redundancy elimination
method to obtain the processed minutes.

The majority of dialogue summarization system
lacks the ability to refrain from redundancies. Be-
sides that they are also limited to a specific length
of input sequences for accurate text generation.
Our proposed system tries to tackle these issues
using the Redundancy Elimination and Segmenta-
tion module. We employ some handcrafted rules
and pre-processing techniques to process the input
utterances obtained from previously generated tran-
scripts. First, text cleaning procedures are used to
get rid of any repeats, pauses, and interruptions in
the text. These utterances are then filtered using a
custom stopwords we define from publicly avail-
able meeting summarization corpuses like AMI

[12] & ISCI [11]. Next, we utilize some brute force
approach to slice the non-redundant transcripts to
address the limitation of length constraints of input
sequences. Currently our system support segmen-
tation for varying token lengths of 572, 768 and
1024 respectively.

We use a finetuned BART-large model [13] 2
for our primary summarization task. BART is a
denoising autoencoder for pretraining sequence-to-
sequence models. The model is trained by using
arbitrary denoising functions to distort text and then
instructing it to recreate the original content. Us-
ing BART provides the ability to use bi-directional
attributes when operating on sequence generation
tasks which makes it useful for abstractive text sum-
marization. While BERT cannot adopt a bidirec-
tional mechanism for sequence generation, BART
exploits the GPT-2 architecture for predicting the
following words with the help of words encoun-
tered previously in the current sequence. Hence,
we primarily test the pipeline with various BART-
based setups. However, we majorly experiment
with a fine-tuned version of BART trained simulta-
neously on XSum [14] & SAMSum][15] datasets.

The generated summaries contain a sufficient
amount of information, although they are not en-
tirely adequate. There might be an inclusion of
casual discussion or other unnecessary information.
This problem is addressed with TextRank. Based
on our experimentations, we found out that from

Zhttps://huggingface.co/lidiya/bart-large-xsum-samsum



the whole report, the model typically catches 15%
of trivial and unnecessary information. We rank
the summary lines in increasing order of their im-
portance and exclude out bottom 15% of the lines
to obtain a “gold span” of the summary. To fur-
ther compress the summaries, we add appropriate
pronouns, eliminate grammatical inconsistencies
wherever possible, and filter the final chain of con-
versation threads by excluding unnecessary words
using stopwords set that we internally develop by
observing the generated summaries.

3.3 Isometric Machine Translation

The Machine translation module provides set up
the capability to generate transcripts, minutes, and
topics in five different languages de, f, it, ru, hi.
For all these languages, we provide a user with
isometric translation output. Isometric MT is the
concept of generating translation that falls within
the source length range of +10%. This feature
helps to generate synchronous outputs upon text-
to-speech conversion. For implementing isometric
translation, we develop a multitask learning model
similar to [16]. We use fine-tuned OPUS-MT [17]
model for translation and fine-tuned mBART [18]
for paraphrasing. However, our isometric transla-
tion module works best for French, German, and
Russian languages as we implement a paraphras-
ing model to enhance the vocabulary. Hindi and
Italian translation does not contain a paraphrasing
model, but the use of prompt engineering tech-
niques enables them to achieve a high BLEU score
and BERT score.

3.4 Topics Modelling

DeepCon also provides a feature for automatic
topic extraction based on Named Entity Recogni-
tion that extracts the top-k repeating n-grams from
the transcripts. We use Yake® library for extracting
named entities. Our system can also translate the
keywords into the five different languages de, f7, it,
ru, hi. We intend to generate these topics or key-
words in order to provide a comprehensive abstract
view of meeting discussions with the generated
minutes.

4 Experimental Setup

In this section, we describe dataset details in sec-
tion 4.1, hyper-parameter setting in section 4.2 and
training procedures in section 4.3

3https://github.com/LIAAD/yake

4.1 Dataset

As stated, our summarization module utilizes a
BART model fine-tuned on both XSum and SAM-
Sum datasets. XSum dataset includes short sum-
maries of articles and discussions, whereas SAM-
Sum is a multi-party meeting conversation dataset
usually comprising casual and friendly conversa-
tions. Training model on these two datasets al-
lows it to grasp summarization both at the syntactic
and morphological levels. For evaluating our pro-
posed summarization models, we used the publicly
available ELITR Minuting Corpus [19]. The cor-
pus is divided into 3 subtasks. However, we used
the Task-A dataset with the dataset distribution of
85, 10, and 25 instances for train, validation, and
test set, respectively. Each instance comprises 1)
a meeting transcript and ii) one or more than one
human annotated meeting minutes. Table 1 shows
the statistics of the dataset that we have used in
experimentation.

Next, for the isometric translation module, we
experimented with multiple datasets across previ-
ously specified languages for both the machine
translation and paraphrasing modules. For machine
translation, we majorly use the Multilingual Speech
Translation Corpus (MuST-C) [20]. We also utilise
the Statistical Machine Translation Dataset (WMT)
[21] for German (de) & Russian (ru) text inputs.
Additionally for translating Hindi (hi) we use the
II'T-B Hindi-English Corpus [22]. Next, we use a
combination of Opusparcus [23] and PAWS-X [24]
datasets for most of our Paraphrase training tasks,
However, due to unavailability of PAWS-X dataset
for Russian (ru), we utilize the Tapaco [25] dataset
which is a sub-extracted paraphrase corpus derived
from the Tatoeba database [26]

4.2 Hyper-parameter Settings

We used 4 Tesla V100-PCIE GPUs for all experi-
ments with a memory size of 32510 MiB each. Due
to resource constraints, we train each of our mod-
els both for summarization and isometric machine
translation for 1 epoch, each with a batch size of
32. Our fine-tuned models are trained on a learning
rate configuration of 2 x 1075, For finetuning the
underlying summarization model, we use the fol-
lowing configurations: ‘max input length’ = 512,
min target length = 128. Next, for the isometric
machine translation module for both our machine
translation and paraphrasing model training, we
implement the AdaFactor optimizer, which inter-



Table 1: Represent the various statistics calculated on both the SAMSum and ELITR datasets. This includes the No.
of dialogues, No. of turns, No. of speakers, No. of average turn lengths, Length of dialogues, Summary lengths, and

Percentage of compression.

Datasets #diag. #turns #speakers avg.turnlen. #len. of diag. #summarylen. % comp.
SAMSum 16.4K 11.2 2.4 9.1 124 234 82.12
ELITR 124 254.4 5.8 9.7 8890.8 387 95.65

nally adjusts the learning rate based on the scale
parameter and relative/warmup steps.

4.3 Training

In this section, we discuss all experiments per-
formed for our proposed system. We experi-
mented with various automatic speech recogni-
tion (ASR) models for generating MPC transcripts.
This includes Wav2Vec?* [27] model trained on the
MInDS-14 [28] dataset. We used the Word-Error-
Rate (WER) to evaluate these models. However,
most of our trained models generated the speech-
to-text output with reasonably high WER scores,
runtime, and Samples per Second during testing.
Additionally, the transcripts that were generated ap-
pear cluttered with extra incomplete content. Thus
finally, we decided to use the Amazon Transcribe
service to generate meeting transcriptions for fur-
ther processing.

Next, we experiment with multiple summa-
rization models using TS5 [29], Pegasus [30],
RoBERTa2RoBERTa [31], distilBART [32], etc.
However, the BART-based pipeline performed bet-
ter than the rest. Table 2 represent the scores evalu-
ated on the ELITR Task-A test dataset. Our experi-
ments include fine-tuning these pre-trained models
on various summarization datasets. This includes,
CNN/DailyMail, XSUM, SAMSUM and AMI Cor-
pus.

We also implement a singleton MT5 model that
performs translation and paraphrasing of 5 sup-
ported languages using the prompt engineering
method. In this approach, we use two additional
prompts combined with length prompts: 1) Trans-
lation and 2) Paraphrasing. The translation prompt
signifies that the model will translate the given in-
put, and the paraphrasing prompt signifies that the
model will generate isometric sentences from the
translated sentences. We use the MUST-C dataset
for translation and PAWS-X and Topaco for para-
phrasing. However, the sentences generated by this
MTS5 model are very redundant and non-contextual.

“https://huggingface.co/facebook/wav2vec2-base-960h

Table 2: Performance of different baseline models con-
sidered during experimentation. This includes Rouge-
1, Rouge-WE, BLEU score, BERT-F1 score, TF-IDF
score.

Models R1 RWE BLEU BERT TFIDF
BART 0.297 0.162 2907 0.563 0.19
DistilBART 0.375 0.205 6.535 0.620 0.25
T5 0406 0.229 6.278 0.615 031
Ours 045 0298 7.068 0.673 0.38

Next, we adopt a prompt-based few-shot learning
strategy for the paraphrasing task. The model uti-
lizes a small sample of the training dataset(approx
500) and then tries to integrate the derived model
with the predictions obtained from the MT model.
The comparative scores achieved by assessing us-
ing the same technique are listed in table ??. The
few-shot model can adequately constrain the out-
put length while preserving the MT’s semantical
aspects.

5 Results and Analysis

As said earlier, our system accepts total speakers in
the range {2, 10}. Also, providing an exact count
of total speaker value shows that it helps the Ama-
zon Transcribe model to generate the best results
and align each speaker utterance with its audio
counterpart.

We evaluate our proposed summarization model
based on the following metrics. This includes
1) ROUGE-N; to match n-grams between system
predictions and target gold spans. ii) ROUGE-
WE; Since ROUGE-N is extremely biased toward
lexical similarities, we attempt to compare the
projected summaries using the word embeddings
based ROUGE as described in [33]. iii) BLEU;
though preferred for evaluating machine translation
output, we use this metric to calculate the quality of
generated summaries. iv) BERT-score; it calculates
the semantic relatedness by aligning the sentence
representation of both reference and hypothesis
using the cosine similarity. v) TF-IDF; works by
calculating the importance of each word/token in
generated output based on its occurrence in the doc-



language | model dataset BLEU Score | BERT Score | Length Ratio | Length Range
OPUS-MT MuST-C + WMT 42.3 0.85 1.087 49.81
de ?e\r;}ii;)l\r/:ilgART MuST-C + WMT + Opusparcus + Paws-X 29.1 0.83 1.04 50.55
zglii-'[]\‘AT * MuST-C + WMT + Opusparcus + Paws-X 29.9 0.83 1.05 51.95
it OPUS-MT MuST-C 34 0.84 1.045 57.032
OPUS-MT MuST-C 44.8 0.87 1.08 49.6
OPUS-MT+ MT5 MuST-C 42.3 0.85 1.12 51.3
fr OPUS-MT + MT5 MuST-C 38 0.86 1.11 46.4
OPUS-MT + few short mBART MuST-C + Opusparcus + Paws-X 40.9 0.85 1.03 57.33
OPUS-MT + mBART MuST-C + Opusparcus + Paws-X 41.2 0.85 1.04 61.81
OPUS-MT MuST-C + WMT 22.7 0.84 1.005 54.517
- OPUS-MT + few short mBART | MuST-C + WMT + Opusparcus + Paws-X 20.8 0.82 0.95 58.934
OPUS-MT + mBART MuST-C + WMT + Opusparcus + Paws-X 21.7 0.83 0.967 62.475
MT5 MuST-C + WMT 5.6 0.76 0.732 19.3
hi OPUS-MT IITB-En-hi 11.9 0.84 0.941 42.521

Table 3: Evaluation scores of various experiments. In this table, we state the language-wise experiments along with

the datasets used

ument. Table 2 shows performance analysis of our
proposed summarization models and its compar-
ison to various other summarization models. As
is evident, our suggested approach produces better
results when compared to the other models, and
by a significant margin. This indicates that our
generated meeting minutes are more accurate re-
garding Grammatical Correctness and Fluency than
the other recent summarization models.

We use BLEU, BERT-score and length compli-
ance metrics to evaluate isometric translation out-
puts. As mentioned earlier, a statistical method
evaluates based on n-grams in translated and ref-
erence text and rates the quality of the predictions.
BERT-score and Length Compliance metrics are
specially designed for the task of isometric MT.
The Length Compliance metrics comprise 2 mea-
sures, a) length ratio, calculated by matching the
length of predicted text against the gold-span tar-
gets, and b) length range, which measures the per-
centage of sentences that falls within the 10 ideal
span of the length-ratio. Table 3 represents the eval-
uation scores obtained by training various models
during experimentations across the previously men-
tioned MuST-C and IIT-B test datasets. First, the
best-performing models for the isometric task for
each source language have a lower BLEU score.
This suggests that the isometric constraints can af-
fect the calculated BLEU score since it is character-
dependent. However, emulating the predicted MT
text via the paraphrase model suggests a higher
BLEU score. This is because the paraphrasing
module modulates the sentence length to conform
to the interchangeable vocabulary.

6 Conclusion

The proposed pipeline efficiently handles au-
dio/video files and generates meeting minutes,
translations and topics. However, the pipeline does
not extract any feature from the video. We be-
lieve that using video frames and fusing them with
the embeddings of ASR output can generate some
quality results. By Introducing the multi-modality
aspect, we can further leverage the essential infor-
mation the video provides. The task of multi-modal
fusion poses a significant challenge, and thus we
hope to counter it in our upcoming projects. This
pipeline can also be extended as an API service for
developers to incorporate Auto-minuting function-
ality in their systems.
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