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Abstract

We propose a multitask pretraining approach
ZeroPrompt for zero-shot generalization, focus-
ing on task scaling and zero-shot prompting.
While previous models are trained on only a
few dozen tasks, we scale to 1,000 tasks for
the first time using real-world data. This leads
to a crucial discovery that task scaling can be
an efficient alternative to model scaling; i.e.,
the model size has less impact on performance
with an extremely large number of tasks. Our
results show that on the datasets we consider,
task scaling can improve training efficiency by
30 times in FLOPs. Empirically, ZeroPrompt
substantially improves both the efficiency and
the performance of zero-shot learning across a
variety of academic and production datasets.

1 Introduction

Recent progress like GPT-3 (Brown et al., 2020)
demonstrates the possibility of prompting on larger-
scale models for zero-shot learning, but the perfor-
mance of zero-shot generalization still falls short
on many tasks compared to fully-supervised fine-
tuning. Further, other works proposed to include
a set of supervised tasks into pretraining (Zhong
etal., 2021; Wei et al., 2021; Sanh et al., 2021), and
prompts are often used in the framework to unify
the tasks. Zhong et al. (2021) converted different
datasets into a unified “yes/no” question answering
format with label descriptions. FLAN (Wei et al.,
2021) extended the scope by considering more task
types and a larger model. TO (Sanh et al., 2021)
collected a large set of diverse prompts for each
task to further enhance performance.

Despite the effects of model scaling and prompts
scaling (Wei et al., 2021; Sanh et al., 2021) have
been explored, only dozens of training tasks are
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Figure 1: Task scaling vs model scaling. The horizontal
axis is the number of training tasks, and the vertical axis
is the zero-shot performance on unseen tasks. ROBERTa-
Large was finetuned in a fully-supervised manner, while
Pangu Alpha, CPM-2 and our ZeroPrompt were zero-
shot prompted.

exploited in these works. It is still not clear how
scaling the number of training tasks to hundreds
even thousands of tasks affects the performance
of multitask pretraining. We hypothesize that task
scaling plays an important role in training gener-
alizable zero-shot systems and explore the limits
of task scaling using 1,000 tasks. Interestingly, our
empirical study reveals that task scaling can be
an efficient alternative to model scaling, as shown
in Figure 1. With an extremely large number of
training tasks, the model size has less impact on
performance. A 0.4B model can achieve compara-
ble zero-shot performance to that of a 12B model,
improving training efficiency by 30 times in terms
of FLOPs and the serving efficiency as well.

Our contributions can be summarized as follows.

e We scale the number of tasks to 1,000 in mul-
titask pretraining for the first time. Our study
reveals a crucial finding that on the datasets
we consider, task scaling is an efficient alter-
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native to model scaling.

* Our experiments demonstrate that task scaling
improves both the efficiency and the perfor-
mance of zero-shot learning.

2 Related Work

Pretrained language models, like BERT (Devlin
etal., 2019), XLNet (Yang et al., 2019), T5 (Raffel
etal., 2020) and GPTs (Brown et al., 2020; Radford
et al., 2018), have achieved strong performance on
various NLP tasks. In some cases, pretrained mod-
els can perform well with only a few training sam-
ples (Liu et al., 2021; Schick and Schiitze, 2021),
or even without any training sample (Shen et al.,
2021; Sanh et al., 2021).

It has been shown that augmenting unsupervised
pretraining with supervised data can significantly
improve task performance during finetuning (Chen
et al., 2020; Gururangan et al., 2020). Some recent
studies followed this idea and obtained improved
few-shot or zero-shot generalization in the same
manner. For instance, Mishra et al. (Mishra et al.,
2021) built a dataset with task instructions, and
CROSSFIT (Ye et al., 2021) introduced a repos-
itory of few-shot text-to-text tasks. FLAN (Wei
et al., 2021) and TO (Sanh et al., 2021) applied
instruction-tuning of many tasks with 137B and
11B parameters, respectively. ExT5 (Aribandi et al.,
2021) applies multitask pretraining as well, but it
focuses on multitask cotraining transfer instead of
zero-shot generalization. Our ZeroPrompt utilizes
labeled data in the pretraining phase, and we aim
at studying the task scaling law of zero-shot gener-
alization by adopting 1,000 real-world tasks.

3 ZeroPrompt

We follow the same framework of multitask zero-
shot learning in (Wei et al., 2021; Sanh et al., 2021),
where models are pretrained on a variety of tasks
and then tested on held-out unseen tasks.

3.1 Datasets for Scaling to 1,000+ Tasks

We collected 80 public Chinese NLP tasks and fur-
ther acquired over 1,000 real-world datasets from
our production systems to investigate the task num-
ber scaling law. The number of tasks in each task
type is listed in Table 1, where we define task types
following previous work and intuitive knowledge.
The task taxonomy of the production datasets is
presented in Appendix A.1, consisting of 6 task
types from 10 different domains.

Task type # of Tasks
Sentiment Analysis (SENTI) 17 (4,13)
News Classification (NEWS) 9(4,5)
Intent Classification (INTENT) 4(1,3)
Natural Language Inference. (NLI) 2 (1,1)
Sentence Similarity. (STS) 13 (3,10)
Paraphrase (PARA) 1(0,1)
Question Answer Matching. (QAM) 1(0,1)
Machine Reading Comprehension (MRC) 10 (5,5)
Name Entity Recognition (NER) 9(3,6)
Summarization (SUMM) 9(3,6)
Keywords (KEYS) 3(0,3)
Winograd Schema Challenge (WSC) 1(0,1)
App Classification (APP) 1(0,1)
Production tasks (Objection) 110 (85,25)
Production tasks (Profile) 345 (268,77)
Production tasks (Execution) 310 (240,70)
Production tasks (Mention) 125 (97,28)
Production tasks (Violation) 90 (70,20)
Production tasks (Acception) 50 (3 8,12)
In total 1110 (824,286)

Table 1: The number of tasks for each task type. Num-
bers in brackets stand for the number of tasks for train-
ing and testing, respectively. e.g. SENTI has 4 tasks for
training and 13 for testing.

We split the public datasets and the production
datasets into training tasks and testing tasks, as
shown in Table 1. Different from FLAN (Sanh
et al., 2021) or TO (Wei et al., 2021), our test set
contains a more diverse set of task clusters. De-
tailed train/test splits can be found in Table 8. To
simulate real-world NLP production systems at
scale, where the costs for data labeling are expen-
sive, we sample 128 examples per class for each
classification task and 256 examples for each gen-
eration task to build the training set>.

3.2 Prompt Design

Although large-scale pretrained models with
prompting show promising results on zero-shot
generalization to unseen tasks without any labeled
data, prompt design is of vital importance to their
performance. We applies both the hard prompt,
which is composed of label candidates and task
descriptions, and the soft prompt at the mulitask
pretraining stage, details of prompt design can be
found in Appendix A.4.

4 Experiments

4.1 Experiment Setups

We compare ZeroPrompt with state-of-the-art large-
scale Chinese pretrained models, Pangu-a (13B

30nly 512 data points are sampled for the iflytek dataset
as it has over 100 classes
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task type task CPM-2 Pangu-a TS RoBERTa  ZeroPrompt TS
Zero-Shot  Zero-Shot  Zero-Shot  Finetuning Zero-Shot Finetuning
online_shopping_10cats 80.60 61.99 71.88 95.30(0.42) 95.90(0.24) 96.940.26)
SENTI nlpcc2014_task2 68.53 56.22 60.06 7209(080) 8049(080) 8067(021)
SMP2019_ECISA 29.04 40.41 31.21 69.45(1.65) 38.460.33) 74.159.30)
NEWS CCFBDCI2020 49.57 38.09 27.48 9073(058) 80.50(1 .68) 9653(041)
INTENT catslu_traindev 62.63 46.65 11.27 91.09(2_33> 90.48(0.78) 9442(0466)
NLI ocnlifpublic 3376 3858 3051 5470(053) 46.16(187) 5815(161)
STS CBLUE-CHIP-STS 44.15 56.40 44.94 8028(108> 77.90(059) 8245(207)
sohu-sts-B-ss 3350 5494 4346 8971(068) 79.85(103) 8985(086)
QAM nlpc02016»dbqa 4990 5608 5169 5631(151) 6261(364) 7676(195)
PARA PAWS-X 48.08 53.06 48.08 5351(053) 5490(037) 5904(051)
MRC cmrc2018_public 8.51 11.61 5.94 - 35500075  61.00(0.50)
NER msra_ner 3.11 9.81* 21.44 - 58.17 4.40) 65.37(2.65)
CMeEE 1.18 9.44%* 6.77 - 24.84¢.94) 29.34(2.84)
SUMM EDU_SUMM 1.05 10.02 2.21 - 14.80(3.15) 16.97(2.11)
KEYS COTE-MFW 1.29 491 7.05 - 50.340.01)  79.35(1.08)
WSC cluewsc2020_public 57.74 44.93 44.08 71.99(3.32) 47.984.18) 72.81(2.19)
APP iﬁytekﬁpublic 477 785 169 5034(061) 26.14(102) 5333(105)
Return Commitment 36.28 51.83 53.28 9616(021> 95.53(024) 9678(062)
Heating Supply 44.89 31.61 44.57 97.480.30) 99.220.35) 98.91(0.59)
Return Amount 53.26 46.09 55.90 90.71(0'33> 89.48(0.56) 90.86(0_47)
Registration Discount 55.09 50.34 56.25 88.68(0.40) 88.480.51) 89.88(0.65)
Production Ope'ration Guidanc:e 57.97 47.71 54.52 90.78(0'35> 78.24(1‘41) 92.80(0_84)
Promise for Refunding 46.80 49.35 48.57 93.71(0.24) 94.280.56) 91.40(1.13)
Households Heating Plant 63.37 69.66 48.71 96.59(0.47) 98.22(0.52) 97.39(0.59)
Refunding Amount 4848 5258 4967 8378(052) 8803(083) 8374(167)
Cost Abatement 43.18 48.13 51.51 80.30(0,92) 81.88(0_22) 81.40(1_02)
‘WeChat Operation 45.45 51.37 47.79 8228(059) 78-25(026) 8353(159)
AVG 39.71 40.73 37.80 - 68.76(1 15)  T7.55(1.14)
AVG excl. GEN 48.05 47.90 44.42 80.73(0.85) 76.041.2) 83.72(0.94)

Table 2: Main results of ZeroPrompt (1.5B) and other zero-shot/finetuning baselines. The numbers in brackets are
the standard deviations of results with 5 different random seeds. -: We do not finetune ROBERTa on generation tasks
because it is an encoder-only model. *: Only part of the test set is sampled for evaluation due to the computation
burden. Blue numbers indicate the cases where ZeroPrompt scores better than finetuned RoBERTa and bold
numbers indicate the cases where ZeroPrompt achieves the best zero-shot performance.

decoder) (Zeng et al., 2021), CPM-2 (11B encoder-
decoder) (Zhang et al., 2021), and the finetuned
RoBERTa-large model (Liu et al., 2019). All fine-
tuned baselines were trained one task at a time.
We use a encoder-decoder model and apply both
unsupervised pretraining and multitask prompted
supervised pretraining. Training details of Zero-
Prompt can be found in Appendix A.3.

4.2 Main Results
4.2.1 Power of Task Scaling

To study the law of task scaling, we trained Zero-
Prompt on a mixture of public data and production
data, and increased the number of production train-
ing tasks from 20 to 800. Zero-shot performance

on unseen production test tasks are presented in
Figure 1. Larger models have much better zero-
shot performance with a limited number of train-
ing tasks. However, the performance gains from
larger models decrease when more training tasks
are added. Generally, if we scale the number of
training tasks, small models can still achieve im-
pressive zero-shot performance, substantially im-
proving training efficiency by 30 times in FLOPs
(0.4B vs 12B) as well as the serving efficiency.

4.2.2 Comparison with Other Baselines

Results on the reserved testing tasks are shown in
Table 2, in the zero-shot setting, ZeroPrompt sig-
nificantly improves the performance of T5 from
37.80 to 68.76 with a boost of 30.96 points, outper-
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Figure 2: Zero-shot performance on cross-task-type
tasks with different number of training tasks.

Model si 100 tasks 80 tasks 800 tasks
0delSIZe 178 shot  1280-shot  128-shot
0.4B 70.5 82.5 87.3
1.5B 84.0 86.2 89.2
12B 84.8 88.7 89.4

Table 3: Task scaling vs sample scaling.

forming previous PTMs, CPM-2 and Pangu-a, by
a large margin of 28 points. Notably, ZeroPrompt
is comparable to or even better than a finetuned
RoBERTa-large model on some academic and pro-
duction datasets. Compared to the overall score of
the finetuned RoBERTa, ZeroPrompt is only 4.7
points short. This is quite ecstatic considering that
ZeroPrompt did not use any labeled data for tuning.

4.3 Discussions

4.3.1 Task Scaling vs Sample Scaling

While task scaling by definition also increases the
number of training samples, we also decouple the
effects of task scaling and sample scaling in Table
3. The numbers of total samples are the same for
“80 tasks with 1280 shots” and “800 tasks with
128 shots”, but the latter shows considerably better
performance—4.8 and 3.0 points improvement for
the 0.4B model and the 1.5B model, respectively.

4.3.2 Unsupervised Data vs Supervised Data

Model 04B 1.5B 12B

LMloss 1.9 1.7 1.5
Suploss 0.19 0.17 0.19

Table 4: Language modeling (LM) and supervised (Sup)
validation loss of models with different sizes.

Zero-shot performance is attributed to both su-
pervised tasks and the LM task. As we increase
the number of supervised tasks, they outweigh the

80
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e mmmmmmmmmmmm o
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_______________

Performance
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«- INTENT PAIR
40 - NEWS
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Figure 3: Zero-shot performance of 1.5B model on pub-
lic datasets with different number of production training
tasks.

LM task. Meanwhile, these supervised tasks have
much less data to fit than the LM task, which makes
smaller models viable choices. Table 4 shows that
smaller models have similar losses on supervised
tasks but higher losses on LM, compared to larger
models. This explains why task scaling can be an
alternative to model scaling.

4.3.3 Effect of Task Distribution

To validate the zero-shot performance on cross-
task-type tasks, we select production tasks from
two task types for testing and the rest for train-
ing, as presented in Figure 2. It can be seen that
task scaling still leads to significant improvement
of zero-shot performance on cross-task-type tasks.
On the other hand, Figure 3 shows the zero-shot
performance on public datasets. For some tasks
like INTENT, the scaling of production tasks is
helpful, but the result could be different for other
tasks like SENTI. The average performance of all
public datasets does not increase monotonically
with more training tasks. We suppose the reason
is that the task distribution of production data is
different from that of public tasks. Therefore, only
part of public tasks benefit from the scaling of pro-
duction training tasks. We also study the effect of
cross task type transfer on public tasks, the results
can be found in Appendix A.6.

5 Conclusions

In this paper, we propose ZeroPrompt, a multi-
task prompted pretraining method that significantly
improves the zero-shot generalization ability of
language models. In our experiments, we collect
over 1,000 real-world production tasks to study the
task scaling law. We find that on our considered
datasets, the zero-shot performance gap between
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small and large models becomes less significant
when having more training tasks. As a result, task
scaling can substantially improve training and serv-
ing efficiency.

6 Limitations

Our results regarding the effect of task scaling on
zero-shot performance still have a few limitations.
Specifically, We control our study by only increas-
ing the number of tasks collected from our pro-
duction system, and they might only represent a
subset of all the NLP problems. In addition, for
different testing tasks in the public datasets, the
zero-shot performance might not increase with the
scaling of production training tasks. Therefore, the
conclusion that task scaling can significantly boost
zero-shot performance is limited to the case where
training and test tasks share some similarity in dis-
tribution, but not a general conclusion for arbitrary
distributions. It also remains an open problem as
how to quantitatively characterize the distribution
similarity between training and test tasks. We hope
our results could encourage future work on address-
ing these limitations to further explore the potential
of zero-shot learning.
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A Appendix
A.1 Datasets

For fair evaluation of zero-shot generalization, we
investigate and collect diverse public Chinese NLP
datasets with different task types. The summary of
all datasets used in the experiments is presented in
Table 8, including train/test task split and metrics of
each task. In total, we have 13 task types of public
datasets and 6 task types of production datasets.

A.1.1 Public Datasets

* Sentiment Analysis requires the model to de-
termine whether the sentiment of a piece of
text is positive or negative.

» News Classification asks the model to predict
the topic of a news article.

* Intent Classification asks the model to pre-
dict the intent of a person given one of his/her
words.

* Machine Reading Comprehension Ques-
tion Answering requires the model to answer
a question given a document where the answer
can be derived.

* Natural Language Inference asks the model
to tell the relation of two sentences is neutral,
entailment or contradiction.

* Sentence Similarity asks the model to predict
whether two sentences are similar or not.

» Paraphrase asks the model to tell whether
two sentences with much lexical overlap are
semantically equivalent.

* Question Answer Matching asks the model
to reason whether the given two sentences can
form a valid question answering pair.

* Name Entity Recognition requires the model
to find all entities in the given piece of text.

¢ Summarization requires the model to give
a summary with one or two sentences of the
given long document.

* Keywords asks the model to extract keywords
from the given sentence.

* Winograd Schema Challenge, the sample of
which composes a sentence, a pronoun and an
entity in the sentence, requires the model to
tell whether the pronoun refers to the entity.

Auto Insurance Real Estate Financial Securities

Verify and Sign Order Upgrades House Advantages

Do not Know Future

Discounts for Insurance Claims
Early Extending Payment

Collect Property
Management Fee Promise Rewards
Refuse High
Insured Amount

Design for Elders Check-in Conditions Fund Management

Metioned Benefits Return Premium School Districts Wrong Operation

Education Banking Collection Finance

Add WeChat
for Business

Transition Words

Trial Class Process Finance Occupied

Not Friendly

Card Present Books and

Introduce Discounts )
Magazines

Ask for Fee Waiver

Analyze Plan’s Pros

and Cons

Class Grouping Night Trading

Loan

No Camera Apparel Asking Customers. Risk Announcement

Fashion Risk Announcement
Proactively Solve

Problems Too Expensive

Outdoor Wearings Do not Need Now

Execution Profile Objection Mention Violation Acception

Figure 4: The task taxonomy of the real-world produc-
tion datasets. The tasks are collected from commercial
sales conversations in ten domains, e.g. Auto and Insur-
ance. Task types are marked by different colors. For
example, “Profile” is to predict an aspect of customer
profile from a given transcribed text, and “Acception” is
to judge whether a salesperson follows a certain sales
script.

* App Classification asks the model to tell
which type of App the given introduction is
about, and there are hundreds of target App
categories.

A.1.2 Production Datasets

The task taxonomy of the production datasets is
presented in Figure 4, consisting of 6 task types
from 10 different domains. As illustrated in Figure
4, the task taxonomy of our production contains
six types of natural language understanding tasks.
We provide detailed explanation here and several
examples in Table 9.

* Objection are datasets that we gathered from
production scenario. Objection tasks are lan-
guage understanding tasks where model will
have to analyze whether the speaker is propos-
ing an argument in opposition of the previous
contents.

* Profile are datasets that we gathered from re-
alistic industrial scenario. Profile tasks are
language understanding tasks similar to intent
classification, where model will have to tell
whether the current sentence is describing cer-
tain intention.

* Mention are also datasets that we gathered
from realistic industrial scenario. Mention
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tasks are language understanding tasks that
model have to judge whether given sentence
mentioned sales keywords.

* Violation are also datasets that we gathered
from realistic industrial scenario. Violation
tasks are language understanding tasks that
model will have to tell if speaker violates the
sales guidelines.

* Acception are also datasets that we gathered
from realistic industrial scenario. Acception
tasks are language understanding tasks that let
model tell if the speaker follows systems in-
struction and tell sales keywords to customer.

» Execution are also datasets that we gathered
from realistic industrial scenario. Execution
tasks are language understanding tasks that
model will have to find out whether a sales-
man follow the predefined sales guidance
when talking to customer.

A.1.3 Avoid Test Set Contamination

Although we split datasets into training and testing,
there is non-negligible overlap between some of the
training datasets and the test set. To avoid test set
contamination, we follow the filter method given
in (Brown et al., 2020). Specifically, we directly
remove all examples in the training phase that have
a 30-gram overlap with any example in the test
phase.

A.2 Metric

Metrics used for diverse NLP tasks in this paper
are presented in the following.

AUC is the abbreviation of Area Under ROC
Curve. Typically, the value of AUC is between 0.5
and 1.0.

ROUGE is the abbreviation of Recall-Oriented
Understudy for Gisting Evaluation, which is an
evaluation method oriented to the recall rate of n-
grams. We use ROUGE-1 in the paper.

Micro-F1 is used to evaluate multi-label clas-
sification tasks. It is the harmonic average of the
averaged precision and recall of all labels.

F1 measures the overlap between the prediction
and the ground truth, which is typically used in
span prediction tasks.

Pos-F1 is customized for NER tasks with a text-
to-text form as shown in Table 16. It is the averaged
string F1 score for positive samples, of which the
true label is not "blank".

A.3 Training Details

In the unsupervised pretraining stage, our base
TS model is pretrained for 100k steps on a 300G
web-crawled Chinese corpus with the batch size of
4096 and the sequence length of 512. In the multi-
task prompted training stage, ZeroPrompt is trained
with an Adam Optimizer for 1500 more steps with
a batch size of 64 and a learning rate of 3.5e-5. We
repeat experiments, including multitask pretraining
and finetuning of RoBERTa, T3, five times with
different random seeds to reduce variance.

At the stage of unsupervised pretraining, we
apply the span corruption objective, a variant of
Masked Language Modeling (MLM), following
T5 (Raffel et al., 2020). Meanwhile, we also add
MLM as an auxiliary loss to overcome catastrophic
forgetting in the multitask pretraining phase.

L =X Lsup+ Lyvm (1)

The multitask pretraining loss is given in Equa-
tion 1, where L is the overall training loss, Ly, is
the multitask supervised loss, Lypm is the MLM
loss and A is the loss weight. According to Table 18,
ZeroPrompt obtains 1.3 point gains by adding the
MLM loss, proving our suppose to avoid catas-
trophic forgetting.

A.4 Prompt Design

In this subsection, we describe the prompt design
of our choice and some other tested variants.

In the simplest form of a prompt template 7',
the prompting method constructs 7’ by a hand-
crafted prompt P and the text input sequence X:
T = {P, X,[MASK]} where [MASK] is the blank
that an answer should be filled in to complete the
sentence. This is known as sentence in-filling.

As illustrated in Figure 5, our optimized prompt
P is further decomposed into three parts, £, V, and
D, where we have the task-specific soft prompt &,
the verbalizer prompt V' and the task description
prompt D. As a result, our prompt template T’
could be expressed as:

T = {£,V,D, X, [MASK]} @

To disentangle the task-specific and task-agnostic
knowledge in multitask pretraining, we install a
continuous prompt embedding as a prefix, which is
referred as the task-specific soft prompt shown in
Figure 5.

We first validate the importance of including the
task-specific soft prompt and the verbalizer prompt
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Prediction

f

Encoder-decoder model

t

Task description
prompt

Verbalizer
prompt

Task-specific

soft prompt Sample text

Sample text: The Canon 60D is an 18-megapixel digital SLR camera with a
30inch flip ...

Verbalizer prompt: Tech, Sport, Finance, Entertainment,...

Task description prompt: What is the topic of the following news?

Input: [Task-specific soft prompt placeholders] Tech, Sport, Finance,
Entertainment,... _. Text:The Canon
60D is an 18-megapixel digital SLR camera with a 30inch flip LCD display that
is targeted ...

Output: Tech

Figure 5: The hybrid prompt composed of task-specific soft prompt, verbalizer prompt and task description prompt.

All Seen Unseen none weightedavg topl  random init
proposed  46.16(13.89) 46.82(12.83) 41.57(111.4) All 44.83 46.01 46.06 46.16
-V 42.88(10.61) 43.87(10.12) 35.92(15.75) Seen 46.67 46.77 46.79 46.82
-& 45.06(12.79) 46.40(12.41) 35.66(15.49) Unseen 31.98 40.65 40.95 41.57

Y 42.27 43.99 30.17

Table 5: Ablation results on the optimized prompt de-
sign. -V: without the verbalizer prompt; - £: without the
task-specific soft prompt; - £, V: without the verbalizer
prompt and the task-specific soft prompt.

in our choice of prompt design, and then com-
pare different methods to build new task-specific
prompt embeddings. Ablation results on the opti-
mized prompt design are shown in Table 5. We can
see that task-specific soft prompts and verbalizer
prompts are useful when applied separately, and
can obtain an even greater gain of 4 points when
applied combined by our ZeroPrompt.

For unseen tasks, we need to build task-specific
soft prompts without any labeled sample. Firstly,
we tune a classifier on the mixture of training data
to tell the belongings of given texts, and for new
samples in the test task, the classifier can predict
the similarities of this sample to training tasks.
Formally, for pretrained task i, we regard its task-
specific prompt embedding as &;, the classifier out-
put of training task ¢’s probability as prob;. In
our experiments, we have tried three methods to
build the test task prompt embedding &yeqy, they
are weighted, topl and random.

1) weighted. For the weighted, we set &,,¢,, as a
weighted average of pretrained task prompt embed-
ding according to the probability, as

N
Enew = ZPTObi x & 3)
=1

Note that we can do the weighted average on the
sample level, as well as the task level.

2) topl. For the topl, we assign the most similar

Table 6: Ablation results on building new task-specific
soft prompt embeddings.

task prompt embedding to the new task, as

Enew = 51@
where k = arg mzax(probi), ieN “)

3) random. For the random, we initialize the
task prompt embedding &, randomly.

Ablation results are given in Table 6. Note that
for weighted avg and fopl we only report results
of per sample, results with all samples are given in
Table 19. We can see that the winning approach is
surprisingly random init, and the direct uses of sim-
ilar task prompt embeddings seen in training in var-
ious ways are slightly worse than random init, and
the worst performing method is none as expected.
To comprehend the results on random init and top1,
we suppose that different tasks, though with similar
input data distributions, still have different map-
pings X' —y. Therefore, it is often difficult to find
the most proper task-specific soft prompt seen in
the training phase for a new task in the zero-shot
learning setting.

A.5 Data Retrieval and Self-training

To fully exploit unsupervised data, we take a self-
training framework similar to (Lee et al., 2013;
Du et al., 2021). Given a supervised training set
Dirain and an unlabeled dataset D,,,, we will re-
trieve task-similar data from unsupervised corpus
according to sentence embedding similarity, and
the self-training process may repeat several times.
For sentence embedding in retrieval, a pretrained
BERT is finetuned on both unsupervised and super-
vised corpus using SimCSE (Gao et al., 2021).
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Algorithm 1 Self-training

Require: M, Dy, Diyain, T
Ensure: M*

1: Init D} .. < Dirain

2: foreach ¢t € [0,7] do

3: M* < train M on D*},_,..

4 for each task i do

5: inference with M* on D},

6 D, < select samples in D;,, which

are confident with M* and make pseudo label,

. * * *1
7: Dtrain — Dtrain ubD un
8: end for
9: end for
10: return M*;
go | ™= NLI 817
News
704
60
w038 50 52.28 518 5073
50 . | ' ! I
204 3750 27 3812 608 %8 374 3646

32.82

Performance(%) on held-out task type

Raw.(py *Pair *inteny *Seny *Sum  *NER *MRC *News

Figure 6: Zero-shot performance on NLI and NEWS
with different held-out task types.

The process of self-training is presented in Algo-
rithm 1, where M is the pretrained model, 7 is the
self-training epoch. For a specific task i, D, . is
the training set and D, is the unlabeled dataset.
We note Dyyqin as the union of all training datasets

and D,,, as the union of all unlabeled datasets.

We select new classification and production
datasets to study the impact of data retrieval and
self-training, considering similar data available in
the unsupervised pretraining corpus. Results are
summarized in Table 7. Self-training improves the
validation set performance of 0.96 and 0.10 for
NEWS and production tasks respectively, and im-
proves the test zero-shot performance of 3.90 and
1.23. Self-training shows larger improvement on
unseen tasks than training tasks. We explain that
pseudo labeled data may increase the diversity of
training data, resulting better zero-shot generaliza-
tion abilities.

A.6 Effect of Cross Task Type Transfer

Following the previous works (Wei et al., 2021;
Sanh et al., 2021), we study whether held-out task
types can benefit from multitask prompted pretrain-
ing. Specifically, we choose NLI and NEWS as
testing task types while other various datasets as
training task types. We add different training tasks
in sequence as shown in Figure 6. For NEWS, the
zero-shot performance increases from 17 to 49 by
adding INTENT, while adding sentence pair (STS,
QAM, PARA) tasks leads to a performance drop in
7 points. Other training task types such as SENTI,
SUMM, NER and MRC only have marginal im-
pacts on the performance. For sanity check, we
add NEWS in the training phase at last and the
performance increases from 50 to 81 as expected.
The zero-shot performance on NLI rises from 32
to 37 by adding more sentence pair tasks, and then
to 39 with INTENT, but other training tasks do
not further boost the performance. In conclusion,
we find that the zero-shot performance on held-out
task types can only benefit from some task types,
and more labeled data in other task clusters do not
always guarantee continuous improvement.

In comparison, our main results on task scal-
ing indicate that performance is boosted when the
number of training tasks increases according to the
fixed task distribution. Note that task distribution
is orthogonal to scaling the task number. How to
further improve zero-shot generalization by opti-
mizing task distribution is left to future work.

A.7 Hard Prompt Examples

In this section, we provide details of hard prompts
used in this paper. For tasks within each Chinese
task cluster, we use similar handcrafted prompts
as shown in Table 9 ~ 17 . We use both prefix
prompts and cloze prompts. For text classification
clusters such as SENTI, NEWS, [X] denotes the
sample text. For sentence pair task clusters such as
NLI, STS, [X1] denotes the first sample sentence
and [X2] is the second sample sentence. For cluster
MRC, [X1] denotes the coupus and [X2] denotes
the question. For cluster SUM, [X] denotes the
coupus, and a similar prompt form is applied for
KEYS. For NER, [X1] is the sample text and [X2]
denotes the target entity type. For WSC, [X1] is
the sample text and [X2] is the pronoun. For all
prompts mentioned above, ’_’ denotes the target
position to fill in the answer.
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Dev Test
Task baseline  self-training  baseline  self-training

NEWS AVG 86.49 87.45 (10.96) 55.21 59.11 (13.90)
production AVG 81.84 81.94 (10.10) 78.08 79.31 (11.23)

Table 7: Experimental results on data retrieval + self-training

A.8 Detailed Experimental Results

Detailed ablation results of each testing task are
presented in Table 18~19.
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Task Type Task Train Test Metric
yf_amazon v Micro-F1
JD_full v Micro-F1
JD_binary v Micro-F1
waimai_10k v Micro-F1
online_shopping_10cats v AUC
ChnSentiCorp_htl_all v AUC
nlpcc2014_task2 v AUC
weibo_senti_100k v AUC
Sentiment Analysis (SENTI) yf_dianping v Micro-F1
car_sentiment v Micro-F1
dmsc v Micro-F1
simplifyweibo_4 v Micro-F1
NLPCC2014_Weibo_Emotion_classification v Micro-F1
nCoV_100k v Micro-F1
Internet_News v Micro-F1
BDCI2019 v Micro-F1
SMP2019_ECISA v Micro-F1
NLPCC2014_LSHT_sample v Micro-F1
Chinanews v Micro-F1
CNSS v Micro-F1
CNSE v Micro-F1
News Classification(NEWS) THUCNews v Micro-F1
CCFBDCI2020 v Micro-F1
tnews_public v Micro-F1
Ifeng v Micro-F1
nlpcc2017_news_headline_categorization v Micro-F1
nlpcc2018_slu v Micro-F1
. . catslu_traindev v Micro-F1
Intent Classification (INTENT) e2e_dials v Micro-F1
intent_classification v Micro-F1
Natural language inference (NLI) 2‘2:1111:53&1:5 v v ﬁ:z;g;}
LCQMC v AUC
bq_corpus v AUC
sohu_sts_A_sl v AUC
afqmce_public v AUC
phoenix_pair v AUC
sohu-sts-A-11 v AUC
Sentence Similarity (STS) sohu-sts-A-ss v AUC
sohu-sts-B-11 v AUC
sohu-sts-B-sl v AUC
sohu-sts-B-ss v AUC
CBLUE-CHIP-STS v AUC
CBLUE-KUAKE-QTR v Micro-F1
CBLUE-KUAKE-QQR v Micro-F1
Paraphrase (PARA) PAWS-X v AUC
Question Answer Matching (QAM) nlpcc2016-dbga v AUC
c3_public v F1
DuReader_robust v F1
DuReader_checklist v F1
DuReader_yesno v F1
Machine Reading Comprehension dureader v F1
Question Answering (MRC) cmrc2018_public ' F1
DRCD v F1
CCF2020-BDCI-QA v F1
CAIL2019-QA v Fl1
CAIL2020-QA v F1
BosonNLP_NER_6C v Pos-F1
cluener_public v Pos-F1
RENMIN_NER v Pos-F1
msra_ner v Pos-F1
Name Entity Recognition (NER) weibo_ner v Pos-Fl1
nlpcc2020-AutolE v Pos-F1
CCF2020-BDCI-NER v Pos-F1
CMeEE v Pos-F1
SanWen-ner v Pos-F1
LCSTS v ROUGE
NLPCC2017 v ROUGE
SHENCE v ROUGE
NLPCC2015 v ROUGE
Summarization (SUMM) CAIL2020 v ROUGE
WANFANG v ROUGE
CSL_SUMM v ROUGE
EDU_SUMM v ROUGE
WEIBO v ROUGE
COTE-BD v Fl1
Keywords (KEYS) COTE-MFW v Fl1
COTE-DP v Fl1
Winograd Schema Challenge (WSC) cluewsc2020_public v AUC
App Classification (APP) iflytek_public v Micro-F1
. atasets 800 datasets for training v AUC
Production Datasets 230 datasets for testing v AUC

Table 8: Summary of collected datasets
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Task Type Prompts label

Prompt: JIXfJi%: [X]. EXCREBEILTE S AFRAMGE? EE:
X ARATRAT 2 AT B MRSt IRAIT -

. 0 El =)
Objection Prompt: This sentence: [X]. Does the customer show objection about the company? R (Yes)/ 1 7(No)
Answer:
X: What kind of company are yours? I have never heard of it.
Prompt: iIXAJiE: [X]. % PR ERBORE? [E
LT e B,
Profile X: 1 T LUSHIE BRI R AT 4% 2 (Yesy R E(No)

Prompt: This sentence: [X]. Is the customer asking about the influences of taking
the medicine? Answer:
X: What is the main effect after taking this?

Prompt: RTHFRAEHR, “[XI1]" LIUHERN TS5 RGHERE (X2

TRl IARIE? [B]%

X1: WBFE — T WX DGR TR R BXERAE T 1 el NG ?

X2: XA BT REE R R YR ? K (Accept)/
Prompt: About electronic insurance policy, Does the salesman say "[X1]" accept the %A (No)
system given expression "[X2]"? Answer:

X1: Let me see. Did you received our electronic version of insurance policy?

X2: Have you received this electronic policy contract?

Acception

gkiompt: XANE: [X]e EICREERILT AL B AR PR LIBSE R [

. . = =] =]
Vieltion X iR R AMRIE, (R RR. — 1 Azn, g O RN
THIRH -
Prompt: This sentence: [X]. Does the customer service privately promise that the
customer can refund at any time? Answer:
X: If you feel unsatisfied, you can directly apply for a refund. Within one month,
apply for a refund.

P%rgml%k%?f%ﬁiﬂm%, “IX1]" REEBERIMNESIOR “[X2]7 HM

g [a]%.

X1: SSFERRER A ORRS 22 Bl A S L Z JF 781001 TAEH , —kEmt
EXDERIELEIRT -

X2: ZRRLL LA SRR E AL RIS W S Bt rT DL E I - (RIS AFERE A {RU(similar)/
HEIRMELEIBATI00TREERER T -

Prompt: About insurance claim, Does the salesman say "[X1]" mentioned a similar N[E](different)
description as "[X2]"? Answer:

X1: For 55 mild disease, it will cost 7 to 100 working days after reaching a claim

settlement agreement with the insurance company, after that, the money will be paid

to you.

X2: You can apply for a claim with the diagnosis report of a doctor in a public

hospital of level 2 or above. The insurance company will gave you 1 million yuan

directly for the disease.

Mention

Prompt: JXAJiE: [X]. EIARERG SR P FEMENIE? [

X: AT R LETEDR, A EREEES F R — T Y
Prompt: This sentence: [X]. Does the salesman told customer there are discount
price? Answer:

X: We have a discount price right now, why not take a change with this discounts?

Execution F(Yes)/ N2 (No)

Table 9: Tllustrations of examples in our production datasets.

Handcrafted

Prompt: “[X]" XANEILMITERI; L2 .

Prompt: "[X]", What is the attitude of this car review ?_

X: B 738 AT A A o v A A0 K B L BT -

X: Power can also be equipped with a CVT gearbox to start the engine speed is better.
Augmentation

Prompt: “[X]” WIFXMFIRHITEE B2 ME) IR A R X MR B R AR 2 -
Prompt: "[X]", If the author of this comment is objective, what is the content of this comment reply: _
Verbalizer

TR (Positive)/TH 1 (Negative)

Target

TR (Positive)

Table 10: Iustrations of prompts in Sentiment Analysis.
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Handcrafted

Prompt: L NiXGEHEE R T4 FME? _ FiE: [X]

Prompt: What is the topic of the following news?_. News text: [X]

X: 180071 B F I ERE6ODENLFE97007T 1F%: PR (HERifTiE] ERECOD(FTRL fe i B A 18122 — i
1800 REMERRE ST, FEHBHT A BIFSLCD R RBE, G LT Hhim mi i B S SR - ... TN EEREND B
B S0DHI4EAE , EREEOS 60D TARIIE — & mim B S A HLEO T = TE e — N RO -

X: The Canon 60D is an 18-megapixel digital SLR camera with a 3-inch flip LCD display that is targeted at the
mid-market. ... The successor to Canon’s best-selling DSLR 50D, the Canon EOS 60D is a good choice for anyone who
wants a mid-range DSLR camera.

Augmentation
Prompt: FT[ECAR ZEGHEE: _. “X]”
Prompt: Who wrote the 'news text’? Answer: _. "[X]"
Verbalizer
RH (Technology )/ /& & (Sport)/If 42 (Finance)/#% 5 (Entertainment)/..
Target
FlH (Technology)
Table 11: Illustrations of prompts in News Classification.
Handcrafted

Prompt: 3CE: [X1] A& [X2] HZ: _.

Prompt: Corpus: [X1] Question: [X2] Answer:_.

X1: U —REEZ R L DB MR E RGN, BRI A o A1 E T HEAM M AR EE, fUEETKE S RET
%’% HMEZEREK ST LUWIL, AT RSO E LURITREUS E T, s m] DURIKSWIL - 15 R 9N

X2: fF— R\ L e DY

X1: Micro letter a day how much money can transfer: there is no limit to it, long to the account. To correct other netizens’
answers, wechat transfers are limited. The maximum amount can be 1W yuan with wechat change, and the maximum
amount can be SW yuan for bank card payment. Please adopt it.

X2: How much money can wechat transfer at most a day?

Augmentation

Prompt: fiif 1& /B2 5E HRAICE: [X1] [H&: [X2] F&: _.

Prompt: How did they figure that out? Corpus: [X1] Question: [X2] answer: _

Target

g%&%m&g&m&%ﬁ 1. RMETERERRRE A UWIT, AR RSABEDRATRSUE E T, fmml oL
TKsSWIT

Wechat transfers are limited. The maximum amount can be 1W yuan with wechat change, and the maximum amount can

be SW yuan for bank card payment.

Table 12: Ilustrations of prompts in Machine Reading Comprehension Question Answering.

Handcrafted

Prompt: fEB A, F—AE: “[X1]7 F_6)E: “[X2]” FBEXRERMTA? BE: _.

Prompt: In the general context, What is the logical relationship between the first sentence "[X1]" and the second sentence
"[X2]". Answer: _.

X1: St B, FATHE 1 RIZ I -

X1: When he gets back, we’ll eat out.

X2: FATTESFAD

X2: We are waiting for him.

Augmentation

Prompt: JIXP AJiEE I H G E—EREE: _ F—01E X117, FZA1E: X217

Prompt: How do these two sentences go together? Answer: _. the first sentence: "[X1]", the second sentence: "[X2]".
Verbalizer

#8 5 (contradiction)/ 4 (neutral )/ —% (entailment)

Target
—%f(entailment)

Table 13: Illustrations of prompts in Natural Language Inference.
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Handcrafted
Prompt: fEERIATE A, A1 [(X1]7 B A X2 XWATES L _.
Prompt: In finance context, the first sentence: "[X1]" the second sentence: "[X2]", the meaning of these two sentences is

X1: FEMLSCHF R EE SRS ?

X1: Does Huabei support high-speed rail ticket payment?

X2: Ftt A AN SR 12

X2: Why not support the payment of Huabei?

Augmentation

Prompt: EAIZ BIHRREEFREZ: _. B X117, B2AE X

Prompt: What is the relationship between them? Answer: _. the first sentence: "[X1]", the second sentence: "[X2]".

Verbalizer
FHLL(similar)//[F] (different)
Target
N[F](different)
Table 14: Illustrations of prompts in Sentence Similarity.
Handcrafted

Prompt: ¥ FAIT: [XI]14CiA: [X2] FEICHR: [X3]19? EZ. _.

Prompt: In the sentence: [X1], does the pronoun [X2] refer to [X3]? Answer: _.

X1: ERAEE BB ko - EAFREEXFETEAE . BIMEGX AT — SR LB T -
X2: i

X3: TR

X1: The old ancestor of Manyin used to be "baogong". There was some renown in the hands of our ancestors. By his
grandfather’s generation the family business had been wiped out.

X2: he

X3: Manyin

Augmentation

Prompt: 5 ZFEF AW B X1 HA: [X2HERI_[X3]-

Prompt: In the second sentence, there are two "it" s: [X1] among this sentence: [X2] refer to [X3]? _

Verbalizer

JE(yes)/ /N JE(no)

Target

FE(yes)

Table 15: INustrations of prompts in Winograd Schema Chanllenge.

Handcrafted

Prompt: FRACCA: [XITHAPFLRE T (X217 HZ

Prompt: Text from newspaper : Which words of [X1] belong to [X2]? Answer: _.

X1: fHHZ R, 5 Bl s H BRI R 2Z A B AR H20 1 0, (EZEAFR.

X2: HLH %

X1: In contrast, although the raining war between Qingdao manatee team and Guangzhou songri team is also 0:0, but it
is too lackluster.

X2: organization

Augmentation

Prompt: [\ _o SUR[X1] HRARSTR A [X 218 51 ) SE 442 WP L350 0 1 i )2

Prompt: Answer: _. Text from newspaper: [X1]. Which parts make up the entities of the [X2] category in newspaper
text?

Target

F RN, MRS HEA

Qingdao manatee team, Guangzhou songri team

Table 16: Illustrations of prompts in Name Entity Recognition. Each example is extended to N instances, where
N is the number of possible entity type. For each entity type, we ask the model to predict corresponding entities
presented in the given text. The ground truth is "blank" if there is no entity of that type in the sentence.
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Handcrafted

Prompt: [X], X PMEEMHRKSOREHE ). _.

Prompt: [X], A summary of this education-related text: _.

X: FETR2 A 25 H B ESMEIRGE, BRA—&/ Na R ILE - EYZEE, mEEZE ST aMExEr
R ST, REmWE| T 5RAR (LY - fEikE, FIEE AL . SR — SRR D, bR
R, HOAZRRNTRGREMMXL, MR AmER AR . &L, SEEHEE-LIRR0RuAT, B
T E LA - ORI &2 KE/NRI, BILM AR BEA, S EL S H i a0 153 K AL S5 4 T
Bl . BLEFXER, DHFHLTHEMARZIAAGES, P SFREARE N ZAES -

X: China News on February 25: Gabi, an Italian girl who loves animals, has received a gift from a crow for feeding her
snacks and family leftovers, foreign media reported. Gaby reportedly regularly feeds the crows peanuts, dog food and
some leftovers, and she said she does not ask a reward but because she loves nature. Lately, they’ve been bringing her
shiny things, usually buttons, stationery and hardware. In a few cases, she’s received earrings. They even helped her
mother find the cover of a camera she’d lost. According to bird experts, crows do have the ability to make friends with
humans, so it’s not a little girl’s imagination for them to return the favor.

Augmentation

Prompt: [X] iX 48 A AT 7] 2 A i 7 ) B3 R %2 _

Prompt: [X] The words in the domain dictionary of this field should be _.

Target
BAALEATERET, 5% LY HRE

Talian girl feeds snacks to crows who return kindness with ’gifts’

Table 17: Ilustrations of prompts in Summarization.
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Model -E)V -V -& ZeroPrompt + MLM

Total Scores* 4227(034) 4288(055) 4506(069) 4616(054) 4743(076)
online_shopping_IOCats 9611(031) 96‘06(0'27) 9555(031) 95.72(0.27) 95.90(0'24)
Chl’lSCl’ltiCOI‘pfhﬂiall 9380(051) 9375(057) 9344(047) 9345(038) 9398(055)
nlpcc2014_task2 79.05(0.81) 8042040 80.28(0.6a)  80.12024)  80.490.a1)
yf_dianping 3727(2.66) 37-27(3.85) 45.11(5'41) 44.87(4.48) 43.89(2.51)
Car_sentiment 2398(057) 3049(557) 2438(164) 2580(341) 2563(170)
dmsc 3425(213) 3694(265) 3716(373) 3788(231) 3697(308)
WelbO_Sentl_lOOk 8648(058) 8639(199) 8423(100) 8589(122) 8648(155)
s1mp11fywelb0_4 1870(220) 2038(223) 4458(120) 3887(206) 4266(460)
NLPCCZO]4_Welb0_EmOthn_C]aSSlﬁCathn 3757(139) 3890(120) 4056(093) 4121(108) 4128(169)
IlCOV_lOOk 3411(053) 3362(159) 3320(200) 3482(135) 3491(049)
Internet_News 5361(223) 4899(195) 5242(1039) 5520(858) 5692(278)
BDCI2019 269115000 22.53(45) 29.75(502)  36.53(5.45)  32.81(3.04)
SMP2019_ECISA 38.18(1.05) 36.440151) 35.7la7s) 3844187 38.46(0.33)
THUCNews 4743(277) 5145(398) 6606(214) 6586(293) 6866(129)
CCFBDCI2020 71.92(0.08) 69.54(355) T4.78(100) 7593121  80.50(1.68)
tnews_public 3510(114) 3423(366) 4667(149) 4635(150) 4990(136)
Ifeng 6041(197) 5796(412) 6132(094) 6279(121) 6304(227)
nlpcc2017_news_headline_categorization 33.00(1.67) 33.52(2.52)  47.56(1.72) 47.14(1.37) 50.26(1.43)
catslu_traindev 9079(056) 9159(080) 9045(043) 9133(054) 9048(078)
eZe_dials 6920(292) 6727(414) 8202(202) 8639(550) 8844(528)
intent_classiﬁcation 2041(105) 2499(052) 2847(147) 3437(438) 3364(384)
ocnh_pubhc 4560(119) 4760(016) 4770(120) 4716(209) 4616(187)
afqmc_pubhc 6340(079) 6437(057) 6363(091) 6352(088) 6460(049)
phoenix_pair 9890(022) 9928(030) 9877(044) 9899(017) 9899(024)
sohu-sts-A-11 6465(060) 6404(097) 6421(050) 6544(072) 6592(078)
sohu-sts-A-ss 7091(037) 7183(156) 6988(134) 7070(074) 7080(046)
sohu-sts-B-11 6032(169) 6003(115) 6069(124) 6223(170) 6147(079)
sohu-sts-B-sl 6556(169) 64.51(1'08) 68.08(3,01) 6876(309) 7034(084)
sohu-sts-B-ss 7761(182) 8005(086) 7964(080) 8003(097) 7985(103)
CBLUE-CHIP-STS 75.80(121) 76.90(0.62) 75.91(112)  75.69038)  77.90(0.50)
CBLUE-KUAKE-QTR 26.7500.57y 27.00(0.56)y  25.97(1.28) 26.110.77y  25.35(1.60)
CBLUE-KUAKE-QQR 4357203y 417905 3847710y 4174535  35.35(s.27)
PAWS—X 5352(064) 5514(071) 5419(059) 5441(099) 5490(037)
nlpc02016—dbqa 6389(207) 60.90(0'44) 64~24(2.68) 6277(080) 6261(364)
cmrc2018_public 3278(201) 33.24(2'70) 34.86(2,32) 3207(151) 3550(073)
DRCD 44310345 43.08(260) 4481207y 43.11(1.01)  47.89(2.20)
CCF2020-BDCI-QA 1305(113) 1386(173) 1527(091) 1515(049) 1622(056)
CAIL2019-QA 2225116 2131111 2320067  20.61(14s)  22.84(161)
CAILZOZO-QA 2790(148) 2484(329) 2645(150) 2364(081) 2687(214)
msra_ner 57.18(4‘34) 55‘38(6'00) 57.88(5_04) 60.07(3'97) 58.17(4'40)
Weibo_ner 2271(195) 2324(095) 2316(142) 2328(162) 2342(052)
nlpCCZOZO-AutOIE 3365(685) 3082(552) 3395(515) 3717(488) 3529(625)
CCF2020-BDCI-NER 4683(291) 4545(376) 4846(237) 4735(330) 4734(230)
CMeEE 24870315, 21.600208) 2559358  23.9300)  24.84(0.01)
SanWen-ner 1831(196) 1672(179) 1913(285) 1782(196) 1842(163)
NLPCC2015 2460033 247047y 237027 245046y  2.78(0.33)
CAIL2020 0.86(0.16) 0.60(0.16) 0.82(0.32) 0.770.41) 0.81(0.05)
WANFANG 5.25(0,24) 5'23(0.81) 5-44(0436) 5.46(042) 7.00(022)
CSL_SUMM 1.48(0'22) 1~82(0.26) 1.74(0_47) 2.05(0,30) 3.35(0,55)
EDU_SUMM 155000520 14.74(1.80) 18.7200.03  15.04067  14.80(5.15)
WEIBO 4.95(0'94) 5.41(031) 4~95(O.67) 4.66(0,65) 5.45(0,45)
COTE—BD 681(161) 2361(755) 2079(338) 4058(656) 4829(936)
COTE-MFW 14.38(5.46) 32.34(076) 2514061y 4381653  50.34(0.01)
COTE-DP 7940572 1846907y 21.07(450) 23.89(10.20) 42.50(6.43)
CluGWSCZOZO_puth 4566(239) 4276(140) 4026(197) 4206(135) 4798(418)
lﬂytek_pubhc 1899(270) 1822(251) 2395(317) 2345(349) 2614(102)

Table 18: Detailed ablation results on prompt design and MLM loss
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none weighted avg  weighted avg topl random init
all samples per sample per sample

ALL 4483(055) 4576(042) 4601(052) 4606(055) 4616(()54)
Online_shopping_l()cats 9549(030) 9573(027) 9573(027) 9573(027) 9572(027)
ChnSentiCorp_htl_all 9292(051) 9351(037) 9342(037) 9343(035) 9345(038)
nlpcc2014_task2 7990(029) 8014(024) 8014(023) 8013(024) 8012(024)
yf_dlanplng 4480(449) 4463(468) 4466(465) 4463(466) 4487(448)
Car_sentiment 2444(181) 2574(338) 2573(337) 2579(337) 2580(341)
dmsc 3821(238) 3777(248) 3781(230) 3790(227) 3788(231)
WClbO_Sentl_lOOk 8521(131) 8545(094) 8595(122) 8591(123) 8589(122)
slmpllfywe1b0_4 3954(307) 3801(178) 3867(176) 3878(179) 3887(206)
NLPCC2014_Weibo_Emotion_classification 4041(106) 4123(118) 4119(087) 4122(094) 4121(108)
nCoV_100k 3446(151) 3486(132) 3480(134) 3482(138) 3482(135)
Internet_News 5532(807) 5512(858) 5510(855) 5519(858) 5520(858)
BDCI2019 35.69(5.31) 36.29(5.45) 36.465.43) 36.52(5.42) 6.53(5.45)
SMP2019_ECISA 37.63(215) 3849100  3851(1ss)  385lsr  38.44(1s7)
THUCNews 6558(327) 6590(291) 65.89(2'91) 6587(291) 65.86(2,93)
CCFBDCI2020 75.61(4.08) 75.983.87) 75.86(4.13) 75.83(4.20) 75.93(4.21)
tnews_public 4604(126) 4642(138) 46.36(1'42) 46.32(1‘42) 46.35(1'50)
Ifeng 6366(144) 6278(120) 6277(121) 6277(118) 6279(121)
nlpcc2017_news_headline_categorization 46.95(1.36) 47.15¢1.27) 47.16(1.31) 47.14 (1 .29) 47.14(1.37)
catslu_traindev 9055(074) 9152(039) 9157(042) 9152(039) 9133(054)
eZe_dials 8824(505) 8638(555) 8636(550) 8644(553) 8639(550)
intent_classification 32.04(3.89) 34.37(4.37) 34.34(4.39) 34.37(4.37 34.37(4.38)
Ocnh_publlc 4698(19@) 4734(199) 4721(206) 4717(201) 4716(209)
afqmc_pubhc 6296(092) 6351(087) 6350(086) 6350(086) 6352(088)
phoenix_pair 97~92(0.98) 98.99(0‘20) 98‘98(0,20) 98.99(0‘20) 98.99(0_17)
sohu-sts-A-11 6497(057) 6547(072) 6547(073) 6546(072) 6544(072)
sohu-sts-A-ss 7O~19(O.89) 70.80(0‘67) 70.73(0'70) 70.72(0.74) 70.70(0_74)
sohu-sts-B-11 6181(139) 6223(164) 6222(161) 6222(164) 6223(170)
sohu-sts-B-sl 6848(257) 6877(311) 6877(311) 6876(311) 6876(309)
sohu-sts-B-ss 7977(078) 8000(099) 7999(094) 8001(096) 8003(097)
CBLUE-CHIP-STS T4.93051) T5.66(036)  75.67(0ss) 7567036  75.69(0.38)
CBLUE-KUAKE-QTR 2573085 2611085 26141086 2612081  26.114.77)
CBLUE-KUAKE-QQR 41.096.06  41.62(5.20)  41.70(5.22)  41.62(521)  41.74(5 5
PAWS-X 54.48(111)  54.39006 54400006 5439006  54.41(0.00)
nlpchOl6—dbqa 5945(265) 6286(037) 6281(093) 6284(087) 6277(080)
CHHCZOIg_leth 3443(164) 3200(154) 3194(154) 3190(154) 3207(151)
DRCD 4299(390) 4248(252) 42.57(250) 4250(250) 4311(191)
CCF2020-BDCI-QA 16200102y 14960053 1499051 15150060  15.15(0.40)
CAIL2019-QA 20.88(2.10)  20.29(132)  20.52.4m 20580154  20.61(14s)
CAIL2020-QA 2262210 2329081 23430061  23.61(063  23.64051)
msra_ner 6067(412) 6005(445) 6008(430) 6000(413) 6007(397)
Weibo_ner 2320(160) 2336(172) 2347(180) 2348(172) 2328(162)
nlpchOZO—AutoIE 3895(631) 3592(459) 3688(498) 3678(495) 3717(488)
CCF2020-BDCI-NER 4751(418) 4728(368) 4735(340) 4747(331) 4735(330)
CMeEE 21250078  24.26(307) 24183303  23.80(311)  23.93(3.00)
SanWen-ner 1826(191) 1780(206) 1785(203) 1790(193) 1782(196)
NLPCC2015 205033  241(0.42) 237040y  255(0.41)  2:45(0.46)
CAIL2020 0.79(0.39) 0.74(0.42) 0.770.42) 0.81(0.45) 0.770.41)
WANFANG 5.64(0.52) 5.30(0.38) 5.32(0.32) 539047  5.46(0.42)
CSL_SUMM 1.69(0.37, 1.89(0.25) 1.84(0.24) 191033  2.05(0.30
EDU_SUMM 16.81(1.73 13.7127) 1480000y 1510287  15.04027)
WEIBO ‘5'40(0.88) 4'61(0.62) 4'63(0.62) 4.68(0'65) 4.66(0‘65)
COTE-BD 1462(481) 2680(497) 3813(650) 3909(709) 4058(656)
COTE-MFW 16.35(551) 41.65(s.03  40.64(7.40)  41.65(7.63  43.81(6.53
COTE-DP 1221717y 226201085y  22.690070) 22.80(1112)  23.89(10.20)
cluewsc2020_pubhc 4311(063) 4250(141) 4250(141) 4250(141) 4206(135)
1ﬂytek_pubhc 2361(330) 2339(350) 2339(351) 2337(341) 2345(349)

Table 19: Detailed ablation results on building new task-specific soft prompts
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