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Abstract

Recent work building open-domain chatbots
has demonstrated that increasing model size
improves performance (Adiwardana et al.,
2020; Roller et al., 2020). On the other hand,
latency and connectivity considerations dic-
tate the move of digital assistants on the de-
vice (Verge, 2021). Giving a digital assistant
like Siri, Alexa, or Google Assistant the abil-
ity to discuss just about anything leads to the
need for reducing the chatbot model size such
that it fits on the user’s device. We demon-
strate that low parameter models can simulta-
neously retain their general knowledge conver-
sational abilities while improving in a specific
domain. Additionally, we propose a generic
framework that accounts for variety in ques-
tion types, tracks reference throughout multi-
turn conversations, and removes inconsistent
and potentially toxic responses. Our frame-
work seamlessly transitions between chatting
and performing transactional tasks, which will
ultimately make interactions with digital assis-
tants more human-like. We evaluate our frame-
work on 1 internal and 4 public benchmark
datasets using both automatic (Perplexity) and
human (SSA – Sensibleness and Specificity
Average) evaluation metrics and establish com-
parable performance while reducing model pa-
rameters by 90%.

1 Introduction

Recent progress on end-to-end neural approaches
for building open-domain chatbots (Zhang et al.,
2020; Adiwardana et al., 2020; Roller et al., 2020)
has demonstrated that large-scale pre-training using
heavy-weight models combined with careful selec-
tion of datasets for fine-tuning to acquire specific
skills can deliver superior performance. However,
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Figure 1: A sample dialogue of paper author (left) con-
versing with our LED chatbot framework (right). The
responses are from the pipeline of models: Reference
Resolution, Factual Classifier, Subjective Response
Generator, ExtractNParaphrase, Inconsistency/Toxicity
Module.

for one model to perform several tasks — such
as dialogue state tracking or reference resolution,
response generation, mitigating toxic responses,
avoiding in-turn contradictions, and avoiding in-
correct or “I don’t know” responses due to lack of
knowledge — in a reliable fashion, there is still
a long way to go. Despite much research, these
limitations from the recently proposed approaches
prevent practical adoption. In addition, due to huge
model sizes, these approaches lack practical utility
in a low-resource setting.
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Figure 2: LED Pipeline illustrating end-to-end processing of multi-turn requests and response generation.

Some complex frameworks (Serban et al., 2017;
Worswick, 2018; Zhou et al., 2019) use a mix
of templates and dialogue managers with rule-
based systems. These complex frameworks often
have problems: the produced responses are vague
and generic, and they lack engagingness (Adiwar-
dana et al., 2020). Other complex frameworks
address this issue by employing modularizing de-
sign assigning each conversational task to a spe-
cific component, which can help improve overall
performance of the dialogue systems (Fang et al.,
2017; Yu et al., 2019). Prior works have shown
that generative neural response models outperform
template-based or hybrid response generation meth-
ods as measured using various human evaluation
techniques (Adiwardana et al., 2020; Roller et al.,
2020).

In this work, we propose a generic, modular
and light-weight framework that blends the desired
characteristics of both classes of methods. A snip-
pet of sample dialogue with our proposed frame-
work is shown in Figure 1. Our contributions are
as follows: (1) demonstrating that a light-weight
response generation model in a modular framework
achieves comparable performance to recent mod-
els (Adiwardana et al., 2020; Roller et al., 2020)
that have billions of parameters; (2) providing evi-
dence that adding a reference resolution component
improves the quality of the generated response for
multi-turn conversations, compared to previous ap-
proaches that state track conversational context ex-
plicitly or use latent representations (Cervone et al.,
2019; Roller et al., 2020); (3) providing a generic
end-to-end framework that can process both objec-
tive (factual) and subjective questions.

2 Lightweight Entertainment Domain
Chatbot

Lightweight Entertainment Domain (LED) chatbot
interacts with the user through a pipeline of mod-
els. The LED chatbot architecture is illustrated in
Figure 2. Each module in our pipeline architecture
handles a specific conversational task and passes
the output for further processing to the downstream
modules. In the following subsections, we describe
these modules with their respective tasks and train-
ing details.

2.1 Reference Resolution

In a multi-turn dialogue, the follow-up questions
often contain implicit or explicit references to the
entities from the previous turns. It is well estab-
lished that providing self-contained questions by
resolving references improves the efficiency of the
language understanding systems (Elgohary et al.,
2019; Anantha et al., 2021).

Figure 3: A illustration of reference resolution where
the entity reference (in bold) in the question (Q) is dis-
ambiguated (Skyfall song vs Skyfall movie) by adding
the entity type (song). The rewritten question (R) is a
self-contained version of the follow-up question, that
will be used for answering (A), where both the co-
references and ellipses (in bold) are resolved.
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The input to the reference resolution component
is the current turn query along with the conversa-
tion context, i.e., previous queries and responses.
We follow the implementation of the CopyTrans-
former model (Anantha et al., 2021). Our reference
resolution model consists of 90M parameters. A
sample of input and output is shown in Figure 3.

2.2 Factual Classifier
One of the goals in a low-latency setting is to pro-
cess a maximum amount of information on the
device, and only send to server if it is absolutely
needed. This design approach provides faster re-
sponses by avoiding unnecessary round trips to the
server. In order to determine if the query can be
processed on the device it is important to predict if
the query needs information from external knowl-
edge sources, such as the world wide web. We refer
to the questions that require general knowledge and
are of type objective as “Factual Questions,” and
the questions that are of type chit-chat as “Subjec-
tive Questions.” We refer to the on-device classifier
that predicts if a question is factual or not (subjec-
tive) as “Factual Classifier”.

We use ALBERT (Lan et al., 2020) as our fac-
tual classifier. We initialize the factual classifier
weights using HuggingFace pre-trained ALBERT1

model and train using binary labels from our In-
ternal Media dataset, where 1 represents a factual
question and 0 a subjective question. Our factual
classifier consists of 11M parameters. We observed
the optimal value for the threshold to be 0.8.

2.3 Subjective Response Generation
The subjective response generation component of
our pipeline is a 90M parameter model with a con-
ventional Seq2Seq Transformer architecture. Our
work uses the optimized setup discussed in Blender
to convert input sequences of dialogue to an out-
put response (Roller et al., 2020). However, there
are a couple core differences. Our dialogue model
was fine-tuned for a particular use case: subjec-
tive entertainment-domain questions. Additionally,
our model has been trained on rewritten inputs
(given our reference resolver in a prior portion of
the pipeline).

The core response generation model was trained
using the ParlAI 2 framework, a platform designed
specifically for dialogue models. We build upon the

1https://huggingface.co/albert-base-v2
2https://github.com/facebookresearch/

ParlAI

work of Blender’s 90M generative model included
in the broader ParlAI zoo (Roller et al., 2020). The
critical objective for this portion of the pipeline was
to maintain general-domain performance while con-
currently improving in our target domains: music
and movies. As described in Section 3, our datasets
contain human rewritten questions where anaphoric
references are resolved, and we use the rewritten
questions as input for the response generation.

Figure 4: Validation perplexity of subjective response
generation model using all five datasets: Wizard of
Wiki, ConvAI2, Empathetic Dialogues, Blended Skill
Talk, and our internal media dataset with rewritten
questions as input.

Our experimentation uses a variety of different
techniques, with the methodology behind each tac-
tic covered in this section. In order to understand
how our fine-tuned model performed on both ex-
plicit and implicit inputs, we run all trials on origi-
nal and rewritten questions (before comparing per-
formance). The tests draw upon common tactics
in transfer learning and dialogue models: compar-
isons on freezing different numbers of layers, re-
taining the original datasets, and selecting a decod-
ing algorithm.

Figure 5: Validation loss of subjective response gen-
eration model using all five datasets: Wizard of Wiki,
ConvAI2, Empathetic Dialogues, Blended Skill Talk,
and our internal media dataset with rewritten questions
as input.

In all experiments, we freeze the encoder portion
of Blender’s architecture to maintain their well-
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tuned representation. We compare results between
training on the entire decoder and locking its first
four layers. In separate automatic evaluation, we
contrast using only internal media data to simply
adding it as a fifth dataset. Finally, we look at
the relative effect of the beam search and Top-K
decoding algorithms on human evaluation. The
validation perplexity and loss curves of the best run
are shown in Figures 4 and 5 respectively.

2.4 ExtractNParaphrase

In principle, any generative response module is
bound to fail when a knowledge-based question
is presented and if the response module does not
have access to factual information. In our archi-
tecture, we route factual questions to the Extract-
NParaphrase module, which extracts the answer
spans and paraphrases the relevant text to generate
a natural and engaging response. The response path
for Turn-1 in Figure 2 illustrates the processing of
the question.

ExtractNParaphrase consists of three stages: (1)
Passage Retrieval, (2) Reading Comprehension and
(3) Paraphrasing. The first two steps follow Anan-
tha et al.; and for the third step, paraphrasing, we
take motivation from the refine step of (Weston
et al., 2018). We use BM25 to retrieve Top-K
passages and a light-weight BERT-based model
to extract answer spans. The scores obtained from
passage retrieval and answer span extraction are
combined to produce the final score. Passage re-
trieval and answer extraction models are comprised
of 50M parameters. We refer to (Anantha et al.,
2021) for more details. Finally, we train a sentence
paraphraser model based on Transformer, which is
comprised of 24M parameters. The paraphrased
labels are provided as part of internal media dataset,
which is described in Section 3.

2.5 Inconsistency/Toxicity Predictor

Logical consistency in dialogue and avoiding un-
necessary or potentially toxic responses are critical
factors to consider when developing open-domain
chatbots. When interacting with chatbots, people
expect coherent responses that at least do not con-
tradict the chatbot’s earlier responses in the same
conversation.

We train a classifier that can detect inconsistent
responses given the conversation context. We fol-
low the training procedure described in (Nie et al.,

2020) using DECODE3 dataset and internal media
dataset. We use the ALBERT (Lan et al., 2020)
model for inconsistency/toxicity predictor.

3 Training Data

We use various datasets for training and evaluation
focused on different tasks. In this section, we de-
scribe each dataset along with the corresponding
modules that use the dataset for training.

QReCC (Anantha et al., 2021) contains around
81,000 conversation turns. Every turn contains a
question which may have anaphoric references, a
rewritten version of the question with references
resolved, an answer span to the question and a
corresponding web URL. QReCC data is used to
train the reference resolution, passage retrieval and
answer span extraction models.

Wizard of Wikipedia (Dinan et al., 2019b)
(WoW) contains 194,000 turns of dialogue dis-
tributed over 1,250 topics. Each conversation is
predicated on discussing the relevant topic in depth,
with the goal of displaying expert knowledge in
that subject. Note that in our pipeline framework,
we refer objective questions to the ExtractNPara-
phrase component, so the subjective response gen-
eration model is not required to answer factual
questions with a high degree of accuracy. Still,
the WoW dataset helps our generative model main-
tain a breadth of knowledge to provide pertinent
answers to subjective inputs.

ConvAI2 is based off of the work of Per-
sonaChat (Zhang et al., 2018; Dinan et al., 2019a)
and was used at the NeurIPS 2018 ConvAI com-
petition. This dataset is made up of 140,000 turns
where gatherers are given a persona and tasked with
learning about their counterpart. This helps open-
domain agents ask questions, and perhaps more
relevantly in our use case, respond in an engaging
manner. We use the ConvAI2 dataset to train the
subjective response generation model.

Empathetic Dialogues (Rashkin et al., 2019)
(ED) is a library of 50,000 turns where one speaker
plays the role of sympathetic listener. These skills
translate well to our needs, as the subjective model
must account for previous dialogue history and
attempt to match their chosen response to the ap-
propriate tone.

Blended Skill Talk (Smith et al., 2020) (BST)
is a 76,000 turn compilation of the previous three

3https://parl.ai/projects/
contradiction/
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datasets: WoW, ConvAI2, and ED. Guided human
speakers were given the option to select between
outputs from models trained on each of the indi-
vidual tasks, which produces data that can teach
the bot when a certain class of response should be
used.

DECODE (Nie et al., 2020) is a conversational
dataset made up of 40,280 turns from human to
human and human to bot contradictory dialogues.
We use DECODE to train the inconsistency/toxicity
detector model based off of the ALBERT model,
along with our internal media dataset.

Internal Media dataset is composed of
100,000 movie themed turns. Each turn contains
a natural question without explicit reference to
the movie being discussed, as well as rewritten
questions that convert those references to specifics
(akin to the reference resolution component of our
pipeline). Answer span along with web URL as
well as paraphrased variation that is natural and
engaging is also provided.

The dataset is collected using crowd-sourced an-
notators. The goal of the annotators is to mimic
the flow of a natural human conversation while
maintaining a neutral persona. The responses were
validated against guidelines to be non-controversial,
eliminate profanity, be neutral, engaging and con-
cise (with an upper bound of 30 words). Every
conversation consists of 10 turns, and we collect
10,000 conversations. We give instructions to ex-
plicitly add anaphoric references in follow up turns.

4 Evaluation Metrics and Results

We categorize our evaluation metrics based on
component-wise vs end-to-end evaluation. QReCC
and DECODE datasets are only used for task-
specific model training and are not used in estab-
lishing a chatbot’s end-to-end metrics: Perplexity
and Sensibleness and Specificity Average (SSA).
We establish a human evaluation metric, SSA, on
our internal media dataset only, due to limited hu-
man annotators. We establish the automatic eval-
uation metric, perplexity, on all 5 datasets: WoW,
ConvAI2, ED, BT, and our internal media dataset.
Below we discuss the intrinsic (component-wise)
and extrinsic (end-to-end) metrics used to evaluate
our LED framework.

4.1 Intrinsic Metrics

Excluding the subjective response generation
model, all other components in LED have their

Table 1: Comparison of Perplexity metric across vari-
ous datasets of Blender and LED chatbot frameworks
with different parameter size.

LED without LED with
Dataset/Model Blender 90M Blender 2.7B rewritten rewritten

input 186M input 276M

Wizard of Wiki 17.71 11.23 10.27 9.75
BST 14.48 8.12 8.79 8.54
ConvAI2 11.34 7.76 8.72 8.01
ED 11.81 9.83 10.31 9.97
Internal Media Dataset 33.51 15.62 18.49 16.44

own task-specific evaluation metrics. For refer-
ence resolution model using query rewriting and
paraphraser in ExtractNParaphrase module, we
use ROUGE, USE and Recall@10 as described
in (Anantha et al., 2021). For factual classifier and
inconsistency/toxicity predictor, we use F1 as the
evaluation metric and obtain 0.94 and 0.61 respec-
tively. For passage retrieval of ExtractNParaphrase
module we use MRR and Recall@k; similarly for
answer-span extraction we use F1 and exact match
as described in (Anantha et al., 2021). For the
subjective response generation model we use per-
plexity, which is also our extrinsic metric.

4.2 Extrinsic Metrics
Our chatbot framework uses perplexity as its ex-
trinsic metric for automatic evaluation. While there
are a number of evaluation metrics that can serve
to measure the quality of responses (see the other
components of our pipeline), perplexity correlates
well with human judgement (Adiwardana et al.,
2020). We build on the work of Meena (Adiwar-
dana et al., 2020) that proposed SSA, Sensibleness
and Specificity Average. We use SSA as another
extrinsic metric for human evaluation. Adiwardana
et al. subsequently demonstrated a strong correla-
tion between perplexity and SSA among numerous
state-of-the-art chatbots.

Table 1 shows perplexity metrics of Blender
models, both 90M and 2.7B parameter models; and
LED framework, both with and without reference
resolution, across all 5 datasets: 1 internal media
dataset and 4 public dataset.

Table 2 shows SSA metrics of Blender models
(both 90M and 2.7B parameter models) and LED
framework (both with and without reference reso-
lution) on internal media dataset.

5 Related Work

Our work follows the objective of combining open-
domain chatbot and transactional digital assistants.
The factual classifier component of LED serves
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Table 2: Comparison of SSA metric and number of
model parameters of Blender and LED chatbot frame-
works on internal media dataset.

Model/Metric Parameters Sensibleness Specificity SSA

Blender 90M 72.60 83.10 77.85
Blender 2.7B 80.42 92.70 86.56
LED 186M 78.28 89.12 83.70
LED 276M 80.38 91.95 86.17

as the gatekeeper between these two categories,
sending objective asks through the ExtractNPara-
phrase model and subjective inputs through our
fine-tuned open domain model. While our work
broadly falls under the category of open-domain
generative chatbots, because of the variety of mod-
els and their corresponding tasks, our work also
covers multiple key areas in language understand-
ing with a focus on low-resource adaptation design.
Prior works (Zhang et al., 2020; Adiwardana et al.,
2020; Roller et al., 2020) have shown that end-to-
end neural approaches, where the responses are
produced in a generative fashion, can result in en-
gaging dialogue. However, the resultant models
from these approaches are huge – multiple billions
of parameters – and are not on-device friendly. It
has also been shown that end-to-end generative
chatbots frequently generate responses with incon-
sistencies (Adiwardana et al., 2020; Roller et al.,
2020). It is obvious that there is need for an addi-
tional module that can correct, or at least detect,
these inconsistencies. Generalizing this approach
where we assign a specific task to a module, modu-
larization can lead to overall improvement in dia-
logue systems (Fang et al., 2017; Yu et al., 2019).
We adopt the modularization approach to open-
domain generative chatbot to minimize the total
number of parameters while tackling some of the
shortcomings in the end-to-end neural approaches.

Blender (Roller et al., 2020) showed non-trivial
improvement in response generation when evalu-
ated using human side-by-side comparison. We
adopt the Blender model as a basis for the core re-
sponse generation functionality in subjective cases.
We follow the Blender methodology of experiment-
ing with multiple decoding algorithms for optimal
human performance. However we also differ from
Blender’s approach. Firstly, we place a larger em-
phasis on model size for better on-device compat-
ibility. Secondly, we account for a wider variety
of cases where we use answer extraction and para-
phrasing to accurately answer factual questions.

And finally, we use the reference resolution com-
ponent to track dialogue state since it is helpful
for multi-turn conversations (Anantha et al., 2021),
along with providing our fine-tuned model with
a wider variety of training data (multi-turn con-
versations where questions are either rewritten or
preserved).

Meena (Adiwardana et al., 2020) proposed a
new metric, Sensibleness and Specificity Average
(SSA), which captures key elements of a human-
like multi-turn conversation. Additionally, they
also show perplexity is the best automatic metric
that correlates well with human judgement. We
borrow SSA to evaluate human performance. It is
good for our use case, where the model is required
not just to answer logically but should also be re-
warded for referencing context from earlier in the
conversation. One of the differences between our
work and Meena is we do not use Evolved Trans-
former layers, though that may be basis for future
work. One difference of our work compared to
both Blender and Meena is we follow a modular-
ized approach, instead of a single parameter-heavy
model.

6 Limitations and Future Work

6.1 Limitations

Although we reduce the number of parameters by
90% and achieve comparable performance, we still
notice shortcomings which can be possibly miti-
gated by the inconsistency/toxicity classifier.

6.1.1 Consistent Agreement
LED, often, is in agreement with the user which
might cause the user to feel non-engaging. This be-
havior stems from the inclusion of the Empathetic
Dialogues (Rashkin et al., 2019) dataset in the Sub-
jective Response Generation component. Utilized
in both the pre-trained Blender model and our fine-
tuning process, Empathetic Dialgoues data incen-
tivize the model to choose agreeable responses. An
example of this behavior is shown in Figure 6.

6.1.2 Sensitive Issues
LED responds to controversial questions with a
non-neutral persona. These are instances where
the inconsistency/toxicity predictor failed. While
this class of responses was frequently present
in the Subjective Response Generation compo-
nent, we were able to significantly mitigate overall
prevalence through the inclusion of the inconsis-
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Figure 6: LED in agreement with user the majority of
the time.

tency/toxicity predictor component. An example
of such an instance is shown in Figure 7.

Figure 7: LED responding to controversial question in
a non-neutral manner.

6.1.3 Questionable Advice

LED provides unnecessary or questionable advice
to questions seeking advice. The root cause of
these outputs are examples from the Wizard of
Wikipedia (Dinan et al., 2019b) dataset, where the
model is taught to display expert knowledge in a
particular area. An example of unnecessary finan-
cial advice is shown in Figure 8.

Figure 8: LED providing unnecessary or questionable
financial advice.

6.2 Future Work

We plan to investigate solutions to mitigate the un-
desired patterns noticed in Section 6.1 by improv-
ing the inconsistency/toxicity predictor, as well as,
investigate the feasibility of a common embedding
layer for all modules in our framework in an effort
to further minimize the number of parameters with
minimum or no-drop in performance.

Also, transactional requests have a stronger user
feedback signal (e.g. if playing the wrong movie,
then the user will stop the movie), which can help to
learn whether a conversation was successful. The
conversational models (i.e., natural language un-
derstanding) can learn from user feedback signals.
We plan to investigate incorporating such feedback
signals to improve task completion rate in a conver-
sation.
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