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Abstract

We propose a methodology and design two
benchmark sets for measuring to what extent
language-and-vision language models use the
visual signal in the presence or absence of
stereotypes. The first benchmark is designed
to test for stereotypical colors of common ob-
jects, while the second benchmark considers
gender stereotypes. The key idea is to compare
predictions when the image conforms to the
stereotype to predictions when it does not.

Our results show that there is significant vari-
ation among multimodal models: the recent
Transformer-based FLAVA seems to be more
sensitive to the choice of image and less af-
fected by stereotypes than older CNN-based
models such as VisualBERT and LXMERT.
This effect is more discernible in this type of
controlled setting than in traditional evaluations
where we do not know whether the model relied
on the stereotype or the visual signal.

1 Introduction

The center of gravity of NLP research has shifted to
the development of language models (LMs) for rep-
resentation and generation of text, and most recent
high-impact research contributions describe new
LMs. For some tasks, a model needs to take into
account not only a text but also some non-textual
information, and a wide range of multimodal LMs
have been developed that allow the representation
of a text jointly with some external modality. Most
of this work focuses on visual tasks where NLP
models need to be integrated with computer vision
models; examples of tasks in this area include vi-
sual question answering and caption generation. A
range of combined language-and-vision LMs have
been developed using different approaches for in-
tegrating representations of text and of images or
videos.

But can we be sure that a multimodal model ac-
tually uses the provided visual information instead
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Figure 1: An example of a controlled test of a masked
language model for a color stereotype. We compute the
output from the MLM head when providing an image
of an object with a stereotypical color (a yellow banana)
and compare it to the output when the object has an
unusual color (green). If the MLM is strongly affected
by a stereotype bias, the predictions change little.

of just relying on statistical tendencies in the text
corpus? With the development of multimodal LMs,
some recent work has investigated what informa-
tion is stored in the representations of the multiple
modalities and how the multiple representations
interact. For instance, Frank et al. (2021) carried
out a set of controlled tests to tease apart the effects
of the textual and visual modalities.

It has been widely noted that representations of
language are affected by several kinds of stereo-
types, which we loosely define as any type of phe-
nomenon that has a highly skewed prior probabil-
ity distribution. In these cases, the skewed distri-
bution may cause a model to simply go with the
default choice and ignore contextual information
that would suggest an unusual analysis. Most of
the discussion in the field has been about stereo-
types relating to various demographic attributes
(Bolukbasi et al., 2016), but in this work, we use
the term “‘stereotype” in the more general sense
mentioned above. This issue is likely to affect mul-
timodal LMs as well, although we are aware of no
previous work that investigates this phenomenon
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systematically; for instance, if some object is often
associated with some visual property (e.g. a color
or shape), this property may be predicted by the
model even in cases where it is not present. This ef-
fect may also have methodological implications in
benchmarks for the evaluation of LMs: if a model
predicted the correct answer, did it do so because
of the stereotype or because it actually used the
available visual information?

In this work, we propose a methodology and de-
velop two benchmark sets for stress-testing multi-
modal LMs to determine to what extent they are af-
fected by problems related to stereotypes. The key
idea is to look at predictions of a language/vision
LM with different visual inputs and compare the
behavior of the LM in the presence or absence of
stereotypes. For cases when a stereotype is present,
we compare model outputs when the image does
correspond to the stereotype to when it does not.

The rest of the paper is organized as follows.
Section 2 discusses the design of the benchmark
sets and how we use them to investigate multimodal
LMs for stereotypes. Details about the multimodal
LMs we have used are covered in Section 3, and
Section 4 describes how they are applied for the
benchmarks, while Section 5 presents the figures
achieved on the benchmarks and discusses their im-
plications. In Section 6, we discuss related research.
Finally, Section 7 summarizes the main points and
discusses limitations and possible extensions.

2 Design of Benchmark Datasets

We have collected two datasets consisting of tex-
tual templates and corresponding images. These
datasets were selected because in these cases it
was relatively easy to collect images exemplifying
some visual property, and where on the one hand
we could find images corresponding to a stereo-
type, but on the other hand also control images not
corresponding to the stereotype.

These datasets also contain subsets we call “neu-
tral” where stereotypes are not present. The pur-
pose of these images is to investigate whether LMs
are more sensitive to the choice of images in the
cases when they cannot rely on stereotypes.

2.1 The Memory Colors Dataset

The first dataset is an extension of the Memory
Colors dataset (Norlund et al., 2021), originally de-
veloped for the purpose of measuring the transfer
of information between visual and textual repre-

sentations. The original dataset lists a set of 109
common physical objects, where each object is
listed with a “memory color”: a stereotypical color
we typically associate with the object. For instance,
the dataset lists tomatoes as stereotypically red al-
though tomatoes frequently have other colors. The
set of objects was annotated by multiple annotators,
and only the objects where there was a perfect or
almost perfect consensus among annotators were
included.

The dataset comes with a set of textual tem-
plates that can be used to generate prompts for LMs.
Since the dataset was originally intended for use
in LMs where no image was available, these text
templates were intentionally formulated to elicit
stereotypical responses, e.g. “The typical color
of a tomato is...”. In our case, we changed the
templates to encourage the model to focus on the
image, e.g. “The color of this tomato is. .. ”.

The Memory Colors dataset also includes a set of
prototypical images exemplifying the stereotypical
color. For each of the object types, we collected
an additional image where the color was not the
stereotypical one, e.g. a green tomato. All images
were collected by carrying out a Google image
search and picking the first result. The majority
of objects with unusual colors includes examples
of natural images (e.g. unripe tomatoes, orange
sky); in a few cases, the color had been artifically
modified.

We also extended the Memory Colors dataset
with 19 neutral object types selected so that they
were not expected to have a stereotypical color.
This set includes common objects such as cars,
houses, etc. We refer to the combined set, including
the images with non-stereotypical colors and the
neutral instances, as the Extended Memory Colors
dataset.

2.2 Gender Stereotypes Dataset

The effect of gender in neural language represen-
tation models has been widely investigated and it
is relevant to consider this in multimodal represen-
tations as well. We compiled a second dataset we
term the Gender Stereotypes dataset. The aim is to
identify how good a multimodal model performs
in the prediction of a person’s gender when it is
fed two different images, which will act as visual
signals for us, one corresponding to a man and
another one corresponding to a woman. For each
pair, there is a sentence that describes the activity.
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As in the color dataset, we include stereotypical
cases (male-coded and female-coded, respectively)
as well as cases where no stereotype is present.

The dataset contains 50 different text sentences
and 100 images with, where half of the images
show male individuals and half show females. In-
ternally in the dataset, 19 and 21 text templates
were created for the male and female stereotypi-
cal activities, respectively.! Further, we defined a
list of 10 different neutral tasks: eating, walking,
reading, writing, meditating, talking, studying, lis-
tening to music, clapping, crying. For these cases,
we assumed that there is no stereotypical gender
associated with the activities.

As we will discuss in more detail in Section 4,
the property to be predicted will be represented in
the sentence as a [MASK] token to be substituted
by a masked LM. To include an example from
the gender stereotype dataset, the sentence is as
"My therapist is very good, [MASK] helped me get
myself together’; according to the source where
we selected the stereotypical occupations, therapy
professionals are more frequently female.

For each of the 50 text templates, we selected
two images, one for each of the genders. As for
the colors dataset, we used the first result in an
image search judged by an annotator to correspond
to the gender in question. We did not take the
self-identified gender into account.

3 Multimodal Language Models

The Transformer (Vaswani et al.,, 2017) is a
sequence-based model that is now the standard
architecture in NLP for devising representation
and generation components in neural models. Pre-
trained language models such as BERT (Devlin
et al., 2019) based on the architecture of Trans-
formers, have proven capable of learning powerful
representations applicable to a wide range of tasks.
They have yielded state-of-the-art performance in
many downstream tasks.

Multimodal models fusing the textual and visual
modalities have been devised by researchers after
looking at the huge success of pre-trained language
models. In such models, multiple modalities are
considered, and data for the training of the models
is in multiple modalities. As our research prob-
lem revolves around the aspect of multimodality,
we will focus on two modalities: a textual and
a visual signal. The visual signal is in the form

!Stereotypical activities were selected from this website.

of images, and the natural language is the written
text accompanying the images, such as captions
or descriptions of the images. Examples of such
visual/textual Transformers include ViIBERT (Lu
et al., 2019), LXMERT (Tan and Bansal, 2019), Vi-
sualBERT (Li et al., 2020a), OSCAR (Li et al.,
2020b), ImageBERT (Qi et al., 2020), FLAVA
(Singh et al., 2022), and others. Most of the earlier
models use features extracted from a Faster-RCNN
pipeline (Ren et al., 2015), while later models use
visual Transformer architectures (Dosovitskiy et al.,
2021). These types of models are then trained on
datasets that contain text/image pairs such as SBU
Captions (Ordonez et al., 2011), MS COCO (Lin
et al., 2014), Conceptual Captions (Sharma et al.,
2018), and Visual Genome QA (Krishna et al.,
2017), using various pre-training tasks. They are
sometimes trained from scratch on the combined
language/vision data and sometimes warm-started
from a unimodal model such as BERT.

For this study, we selected three different
multimodal models to run our experiments on.
These image-augmented Transformer models are
VisualBERT, LXMERT, and FLAVA. These three
are specifically chosen to give a certain diversity
in the selection of model architecture: one single-
stream CNN-based model, one dual-stream CNN-
based model, and one visual Transformer-based
model.

All the models we selected are BERT-like varia-
tions that use a the technique of Masked Language
Modelling (MLM) during pre-training. This idea
was presented in the original BERT paper (Devlin
et al., 2019). In the task of Masked Language Mod-
elling, we predict a token which has been masked
by us in the sentence, given a set of unmasked
tokens. In our case, unmasked tokens are sup-
plemented by the the visual signals. The random
masking ratio for the MLM is around 15%, and
for investigation of our experiments one special
[MASK] token is taken. As we will discuss in Sec-
tion 4, we rely on the ability of the MLLM to predict
missing tokens in our experiments.

VisualBERT This is a single stream multimodal
model, i.e, the language and vision embeddings
are processed via a single Transformer. It is an
extension of BERT, by redefining the process of
how input is processed. The language embeddings
are extracted from BERT’s tokenizer, which acts
as text encoder. For the embeddings of the visual
signals, Faster-RCNN is used. It extracts image
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features in the form of 36 Rol (region of interest)
boxes for each image, and these Rol boxes are used
as features. Each of these 36 ROI boxes are vectors
of size 2048. The boxes with highest probabil-
ity/confidence are chosen. The visual representa-
tions are appended at the end of the sequence of
word embeddings.

LXMERT This model is a dual stream mul-
timodal model, where the inputs are processed
through two Transformers, for natural language and
vision signals respectively. Text is processed in the
same manner as of VisualBERT, based on BERT’s
tokenizer. The image features for the LXMERT are
extracted by the Faster-RCNN, in the same way as
of VisualBERT, but we also feed the normalized
boxes alongside features, which are locations of
these bounding boxes. At last, the Transformers
are fused.

FLAVA FLAVA has a text encoder, an image
encoder, and a multimodal encoder. It is a dual
stream multimodal model. The text encoder, has
an architecture of ViT (visual Transformers) to ex-
tract single-modal text representations. For the
images, an image encoder based on ViT architec-
ture extracts single-modal image representations.
A separate Transformer, multimodal encoder, is
then applied. The unimodal representations are
passed through the fusion encoder which fuses two
modalities, and thus obtaining cross-modal repre-
sentations.

3.1 Model Details

There is a slight difference in how the two CNN-
based models, VisualBERT and LXMERT, are ap-
plied. In the case of VisualBert, we also input lo-
cations of bounding boxes. For the experiments
concerning VisualBERT, we have used the pre-
trained BERT tokenizer,? and VisualBERT with
COCO pretraining checkpoint® for the model. In
the case of LXMERT, the LXMERT base tokenizer
and model* were used. For FLAVA, we used the
pretrained processor and model.’

4 Methodology of Analysis

Our benchmarking method uses a cloze-style fill-
in-the-blank approach (Petroni et al., 2019; Jiang

“bert-base-uncased from the HuggingFace library.
3uclanlp/visualbert-vqa-coco-pre from HuggingFace.
*unc-nlp/Ixmert-base-uncased from HuggingFace library.
Sfacebook/flava-full from HuggingFace library.

et al., 2020), which has previously been applied in
experiments investigating the interaction between
visual and linguistic representation (Norlund et al.,
2021; Hagstrom and Johansson, 2022a,b). This
approach is easy to apply to BERT-style models
that include a masked language model (MLM) as
part of their pre-training pipeline. When applying
the MLM in our experiment, the model is provided
with an image and a text prompt, where the visual
property to be predicted by the model has been
replaced by the mask dummy token. We then in-
vestigate how well the missing token is predicted
under different circumstances.

Since the nature of the two benchmarks is differ-
ent, we had to apply different methodologies to get
the results. We discuss these details below.

4.1 The Memory Colors Dataset

For the Memory Colors dataset, we compare the
image having a stereotypical color to an image
with an unusual color for the particular object, and
to a dummy image containing no meaningful in-
formation. Following previous work that applied
image-augmented LMs to text-only inputs, we have
considered different types of dummy images. We
have used two types of dummy images: the first
one being a completely black image following Iki
and Aizawa (2021), and the second consisting of
white noise. However, in experiments we did gener-
ally not see major differences between the behavior
of the models when using the black dummy images
and when using the noise images, so we limit the
discussion to black dummy images in the rest of
this paper.

For a given text prompt and image, we mark the
output as correctly or incorrectly predicted depend-
ing on whether the token predicted at the [MASK]
position matches the color of the label we have
provided in the dataset or not.

In these experiments, we did not restrict the
output vocabulary to color terms. In general, af-
ter going through the results, it seems that all the
three models tend to output color at the position of

[MASK] token.

4.2 Gender Stereotypes Dataset

For the Gender Stereotypes dataset, we also con-
sider the output of the MLM head at the masked
position, but in this case we also need to take into
account that several words may be applicable in
the given context. For this reason, we create two
buckets of male and female words: he, male, man,
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Stereotypes

No stereotypes

Original  Control Black Original Black
Model image image image image image
Visual BERT 0.23 0.08 (0.50) 0.28 (0.41) 0.0 0.0 (0.84)
LXMERT 0.72 0.11 (0.76) 0.69 (0.87) 0.47 0.05 (0.47)
FLAVA 0.74 0.69 (0.06) 0.08 (0.08) 0.89 0.11 (0.11)

Table 1: Accuracies on the extended Memory Colors datasets. For control images with unexpected colors, the
accuracies are computed with respect to the new color, while for the black images the accuracies are with respect to
the original color. Figures in brackets show the proportion of predictions that are equal to the original prediction.

men, boy, his and she, female, woman, women, girl,
her, respectively. We choose the predicted gender
based on the highest probability the elements in
the buckets get for the masked token. If the ele-
ment with the highest probabilty falls in the bucket
containing male words, we count this instance as
predicted male by the model and vice versa for the
female bucket.

5 Results

We evaluated the three selected models on the two
benchmarks. In both cases, we compare the predic-
tions when a stereotype is present and the image
corresponds to the stereotype to the case where the
image does not correspond to the stereotype. We
also evaluate cases where there is no stereotype
and we carry out similar comparisons in this case.
Additionally, we look at the model’s predictions
when provided with a black dummy image.

5.1 The Extended Memory Colors Dataset

Table 1 shows the results on the extended Mem-
ory Colors stereotypes dataset. When using real
images, the figures outside the brackets should be
interpreted as predictive accuracies; for the black
dummy images, the figures show the proportions of
cases predicted as the stereotypical color. The fig-
ures in brackets show the proportion of predictions
that are identical to the original prediction.

We note that VisualBERT performs poorly on
this dataset, confirming previously published re-
sults that this model is underfitted on visual data
and mostly sticks to the prediction by an equivalent
BERT model. The effect of the image seems min-
imal and its performance is close to the majority-
class baseline accuracy of 0.25.

The LXMERT and FLAVA models achive bet-
ter scores on the original Memory Colors dataset:
both models have accuracies in the 0.70-0.75 range.

However, we see clearly that this similarity of
performance is superficial and that the LXMERT
model mostly relies on stereotypes: when we con-
sider the control images with unexpected colors,
the performance of LXMERT is very poor and
it mostly keeps predicting the stereotypical color.
Its performance is somewhat better for the non-
stereotypical cases, but far from perfect. FLAVA
on the other hand predicts fairly well on the control
set, although somewhat worse than for the images
with stereotypical colors; it also predicts with a
good accuracy for the non-stereotypical cases. It
is clear that FLAVA is much more sensitive to the
choice of images in this task.

For the dummy images that are completely black,
the LXMERT model’s prediction are again to a
large extent identical to the original predictions.
Again, the FLAVA model is more receptive to the
choice of images: it predicts the color black in 92%
of the cases and there is no discernible effect of
stereotypes; it can be discussed whether this is a
desired behavior in this case, since the image does
not include an object of the kind mentioned in the
prompt.

Finally, we note that for the non-stereotypical
instances, LXMERT’s predictions seem to shift
more between the original images and the black
dummy images. This suggests that in cases where
the model cannot rely on a stereotype, the model is
more sensitive to the visual input.

5.2 Gender Stereotypes Dataset

Table 2 shows the results on the gender stereotypes
dataset. Note that for consistency, the figures show
the proportion of instances predicted as male, so
they should not be interpreted as accuracies when
predicting with an image of a female.

Generally speaking, all models tend to predict
the male class when provided with an image show-
ing male individuals. When the input shows a fe-
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Male stereotypes Female stereotypes No stereotypes
Male Female Black Male Female Black Male Female Black
Model image image image image image image image image image
VisualBERT  0.89 0.89 0.89 0.71 0.81 0.86 0.60 0.70 0.60
LXMERT 0.84 0.68 0.73 0.95 0.76 0.90 0.90 0.40 0.80
FLAVA 0.84 0.32 0.84 0.81 0.19 0.33 0.90 0.10 0.50

Table 2: Results on the gender stereotypes datasets. The figures show the proportion predicted as male.

male individual, the picture is more varied. As in
the previous experiment, FLAVA reacts much more
strongly to the choice of images than VisualBERT
and LXMERT, and tends to predict the male class
for images with males and vice versa.

Unexpectedly, VisualBERT as well as LXMERT
both seem to generally assign higher probabilities
to male-coded words, even when the prompt is
stereotypically female; this is surprising since we
had expected these models to predict the stereotyp-
ical classes in these cases. It seems that FLAVA is
the only model that shows signs of contextual gen-
der stereotypes in this experiment: when provided
with a black dummy image, this model predicts ac-
cording to what would have been expected stereo-
typically, and at 50% for the non-stereotypical
cases. As we saw in the color experiment, for the
non-stereotypical cases LXMERT seems at least
somewhat affected by the choice of images, al-
though less so than FLAVA.

6 Related Work

This work falls in the broad category of model anal-
ysis (Belinkov and Glass, 2019) of Transformer
models (Rogers et al., 2020). Belinkov and Glass
(2019) divide previous approaches to model anal-
ysis into several methodological categories; in the
current work, we use an approach based on behav-
ioral testing of a specific model behavior. Specit-
ically, our analysis is based on the outputs of the
masked language model head of BERT-like models,
similarly to how Petroni et al. (2019) and Jiang et al.
(2020) tested BERT models for basic encyclopedic
and commonsense knowledge.

The methodology based on targeted behavioral
testing has also been used to investigate a number
of research questions in the analysis of language-
and-vision Transformer models. In particular, a
number of investigations look at what type of gen-
eralizations happen between the visual and textual
modalities. Cao et al. (2020) claimed that when

considering attention scores, the effect of the visual
modality is limited and that the textual modality
dominates. Norlund et al. (2021) investigated the
effect of multimodal training on textual representa-
tions, and concluded that the degree of transfer be-
tween the representations of the respective modal-
ities is limited, at least for CNN-based models;
Hagstrom and Johansson (2022a,b) drew similar
conclusions based on more extensive experiments
that also include the FLAVA model. Parcalabescu
et al. (2021) considered the task of predicting num-
bers and arrived at a conclusion similar to ours:
frequently occurring numbers are predicted more
often by the model.

The previous work that is most closely related
to our in terms of research questions and methodol-
ogy is that by Frank et al. (2021). They designed
ablation tests where parts of the image or the text
are hidden; as we have discussed, this setup is
comparable to our experiments where black and
white-noise images are used. Parcalabescu et al.
(2022) introduced the idea of “foils”: texts that dif-
fers minimally from the one describing the image.
Our use of adversarially selected images can be
seen as similar to the idea of foils, but focused on
the visual modality.

7 Conclusions

In this work, we have proposed a methodological
framework based on controlled tests designed to
tease out the influence of stereotypes on the pre-
dictions of visually augmented language models.
The key idea is that we expect common evaluation
benchmarks to include many stereotypical cases
that can easily be predicted simply by relying on
language statistics. In order to disentangle the ef-
fect of the stereotype and the contribution of the
visual representations we compare the model’s out-
put in cases where the provided image adheres to
the stereotype to cases where it does not. We also
consider the model’s behavior in cases where there
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are no stereotypes, that is when the prior distribu-
tion of outputs is more evenly distributed.

As an application of this framework, we created
two datasets to facilitate the investigation of stereo-
types for two properties: the color of objects and
the gender of people. Each dataset contains a set of
text prompts and corresponding image pairs, where
one image in the pair corresponds to the stereotype
and the other is a control where the stereotypical
property is not present. This allows comparisons
to be carried out in a controlled fashion.

Using the two benchmark sets, we evaluated
three MLM-based visually augmented Transformer
models: VisualBERT, LXMERT, and FLAVA.
There are clear differences between the models,
and in particular some of these differences emerge
much more clearly in the controlled setting. For in-
stance, the CNN-based LXMERT and Transformer-
based FLAVA achieve similar scores in terms of
raw accuracy scores for predicting the color of ob-
jects in images. However, if we consider the control
images where the objects do not have the stereotyp-
ical color, the FLAVA outperforms LXMERT by
a wide margin, since LXMERT keeps predicting
the stereotypical color. This means that we can see
clear differences among the models with respect to
how sensitive they are to the choice of images.

For the gender stereotypes experiments, the re-
sults were somewhat unexpected since it turned
out that the older CNN-based models almost con-
sistently assigned higher probabilities to male-
related words, where we had expected at least the
LXMERT model to be somewhat affected by stereo-
types suggested by the textual prompt. The newer
FLAVA model on the other hand again predicts
more consistently with the input image in this ex-
periment, and only falls back on stereotypes when
the input images are uninformative.

7.1 Limitations and Possible Extensions

As discussed in §2.2, we have intentionally used a
simplistic operationalization of the notion of gen-
der in this work and selected images returned by
the image search engine when queried for ‘male’ or
‘female’ respectively, and that the annotator then de-
cided were prototypical representatives of the male
or the female genders. The self-identified gender of
the people in the images was not taken into account
in this experiment and since our goal was to inves-
tigate the sensitivity of visually augmented LMs
to the choice of images, it was a priority to carry

out such an evaluation using clear-cut cases. In a
more thorough investigation, it could potentially be
useful to also consider how e.g. the FLAVA model,
which seems to be more affected by the visual in-
put, reacts when presented with images that do not
fall into such clear-cut categories.

The most obvious way that this work could be
improved would be to improve the robustness of
the conclusions by scaling up the investigations
along all dimensions: instead of considering just
the two properties of color and gender, we would
like to investigate a wider selection of properties
that would be meaningful to test in language and
vision models. Shape, size, and orientation are a
few possible examples. For each scenario, it would
also be useful to collect more examples than what
we have included here, in order to improve the
statistical robustness. Furthermore, since LMs are
sensitive to the choice of a prompt (Jiang et al.,
2020), our conclusions would be on firmer ground
if we would evaluate on several text prompts for
each image. Naturally, it would be interesting to
consider a more extensive selection of models as
well.

In this work, we treated the property of being
stereotypical as binary and divided the test cases
into groups based on this property. However, as
discussed in the introduction, in reality the notion
of stereotypicality is related to prior probability
distributions. For this reason, a natural generaliza-
tion of the experiments we have carried out here
would be to consider stereotypicality on a contin-
uous scale, e.g. by computing the entropy of the
prior distribution and then to see how this corre-
lates with the probability of incorrect predictions
when encountering an unusual case.

The experiments in this work have been lim-
ited to evaluations of the model’s behavior for se-
lected visual-linguistic properties. It remains to see
whether the same idea can be extended beyond eval-
uation to devise new training methods as well, in
order to inject a bias into the training process aimed
at reducing the effects of stereotypes and encour-
aging the model to rely on the visual information.
This type of training would typically involve more
work in data collection, unless methods can be de-
vised to adversarially generate images with unusual
properties.

We finally note that the proposed methodology is

not limited to the evaluation of visually augmented
LMs, but could be relevant when considering any
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extra-linguistic extension of LMs. For instance,
similar pitfalls may occur in the evaluation of LMs
augmented with structural knowledge representa-
tions. If a knowledge-augmented LM correctly
predicted some encyclopedic fact (Petroni et al.,
2019; Jiang et al., 2020), was this because of what
the knowledge resource contained or because of
text statistics?
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