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Abstract

Fine-grained sentiment analysis attempts to
extract sentiment holders, targets and polar ex-
pressions and resolve the relationship between
them, but progress has been hampered by the
difficulty of annotation. Targeted sentiment
analysis, on the other hand, is a more narrow
task, focusing on extracting sentiment targets
and classifying their polarity.

In this paper, we explore whether incorpo-
rating holder and expression information can
improve target extraction and classification
and perform experiments on eight English
datasets. We conclude that jointly predicting
target and polarity BIO labels improves target
extraction, and that augmenting the input text
with gold expressions generally improves tar-
geted polarity classification. This highlights
the potential importance of annotating expres-
sions for fine-grained sentiment datasets. At
the same time, our results show that perfor-
mance of current models for predicting polar
expressions is poor, hampering the benefit of
this information in practice.

1 Introduction

Sentiment analysis comes in many flavors, ar-
guably the most complete of which is what is of-
ten called fine-grained sentiment analysis (Wiebe
et al., 2005; Liu, 2015). This approach models the
sentiment task as minimally extracting all opinion
holders, targets, and expressions in a text and re-
solving the relationships between them. This com-
plex task is further complicated by interactions be-
tween these elements, strong domain effects, and
the subjective nature of sentiment. Take the anno-
tated sentence in Figure 1 as an example. Knowing
that the target “UMUC” is modified by the expres-
sion “5 stars” and not “don’t believe” is important
to correctly classifying the polarity. Additionally,
the fact that this is a belief held by “some others”
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as apposed to the author of the sentence can help
us determine the overall polarity expressed in the
sentence.

Compared to document- or sentence-level sen-
timent analysis, where distant labelling schemes
can be used to obtain annotated data, fine-grained
annotation of sentiment does not occur naturally,
which means that current machine learning mod-
els are often hampered by the small size of
datasets. Furthermore, fine-grained annotation is
demanding, leads to relatively small datasets, and
has low inter-annotator agreement (Wiebe et al.,
2005; Wang et al., 2017). This begs the question:
is it worth it to annotate full fine-grained senti-
ment?

Targeted sentiment (Mitchell et al., 2013; Zhang
et al., 2015) is a reduction of the fine-grained sen-
timent task which concentrates on extracting sen-
timent targets and classifying their polarity, effec-
tively ignoring sentiment holders and expressions.
The benefit of this setup is that it is faster to an-
notate and simpler to model. But would targeted
sentiment models benefit from knowing the sen-
timent holders and expressions?

In this work, we attempt to determine whether
holder and expression information is useful for
extracting and then classifying sentiment targets.
Specifically, we ask the following research ques-
tions:

RQ1: Given the time and difficulty required
to annotate opinion holders, expressions, and
polarity, is this information useful to extract
sentiment targets?

(a) Does augmenting the input text with
holders and expressions improve target
extraction?

(b) Do target extraction models benefit from
predicting holders and expressions?
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holder

Have seen some others  giving

UMUC

target

target

{Sstars } - {don’tbelieve } them.

Figure 1: An opinion annotation from the Darmstadt Review Corpus.

(c) Do target extraction models benefit from
predicting the polarity of targets and/or
expressions?

RQ2: Can holder and expression information
improve polarity classification on extracted
targets?

(a) Does augmenting the input text with
holders and expressions improve polar-
ity classification?

(b) Do potential benefits of augmenting the

input depend on how we model the tar-

get, i.e., using the [CLS] embeddings,
mean pooling the target embeddings,
etc.?

(c) Can sentiment lexicons provide enough

information on expressions to give im-

provements?

We conduct a series of experiments on eight
English sentiment datasets (three with full fine-
grained sentiment and five targeted) with state-of-
the-art models based on fine-tuned BERT models.
We show that (1) it is possible to improve target
extraction by also trying to predict the polarity,
and that (2) classification models benefit from hav-
ing access to information about sentiment expres-
sions. We also (3) release the code' to reproduce
the experiments, as well as the scripts to down-
load, preprocess, and collect the datasets into a
compatible JSON format, with the hope that this
allows future research on the same data.

2 Related work

Fine-grained approaches to sentiment analysis at-
tempt to discover opinions from text, where each
opinion is a tuple of (opinion holder, opinion tar-
get, opinion expression, polarity, intensity). An-
notation of datasets for this granularity requires
creating in-depth annotation guidelines, training

"https://github.com/ltgoslo/
finegrained_modelling
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annotators, and generally leads to lower inter-
annotator scores than other sentiment tasks, e.g.,
document- or sentence-level classification, as de-
ciding on the spans for multiple elements and their
relationships is undeniably harder than choosing a
single label for a full text. Targeted sentiment,
on the other hand, generally concentrates only on
target extraction and polarity classification. This
has the benefit of allowing non-experts and crowd-
sourcing to perform annotation, making it easier to
collect larger datasets for machine learning. This
simplified annotation can be crowd-sourced, lead-
ing to larger datasets for machine learning.

2.1 Datasets

The Multi-purpose Question Answering dataset
(MPQA) (Wiebe et al., 2005) is the first dataset
that annotated opinion holders, targets, expres-
sions and their relationships. The news wire data
leads to complex opinions and a generally diffi-
cult task for sentiment models. Normally, the full
opinion extraction task is modelled as extraction
of the individual elements (holders, targets, and
expressions) and the subsequent resolution of the
relationship between them.

The Darmstadt Review Corpora (Toprak et al.,
2010) contain annotated opinions for consumer re-
views of universities and services. The authors an-
notate holders, targets, expressions, polarity, mod-
ifiers, and intensity. They achieve between 0.5 and
0.8 agreement using the agr method (Wiebe et al.,
2005), with higher disagreement on what they call
“polar targets” — targets that have a polarity but no
annotated sentiment expression — holders, and ex-
pressions.

The Open Domain Targeted dataset (Mitchell
et al., 2013) makes use of crowd sourcing to anno-
tate NEs from scraped tweets in English and Span-
ish (Etter et al., 2013) with their polarities. The au-
thors use majority voting to assign the final labels
for the NEs, discarding tweets without sentiment
consensus on all NEs.


https://github.com/ltgoslo/finegrained_modelling
https://github.com/ltgoslo/finegrained_modelling

The 2014 SemEval shared task (Pontiki et al.,
2014) on aspect-based sentiment analysis include
labeled data from restaurant and laptop reviews for
two subtasks: 1) target extraction, which they call
“aspect term extraction” and 2) classification of
polarity with respect to targets (“‘aspect term po-
larity”).

As most targeted datasets only contain a single
target, or multiple targets with the same polarity,
sentence-level classifiers are strong baselines. In
order to mitigate this, Jiang et al. (2019) create
a Challenge dataset which has both multiple tar-
gets and multiple polarities in each sentence. Sim-
ilarly, Wang et al. (2017) also point out that most
targeted sentiment methods perform poorly with
multiple targets and propose TDParse, a corpus of
UK election tweets with multiple targets per tweet.

2.2 Modelling

Katiyar and Cardie (2016) explore jointly extract-
ing holders, targets, and expressions with LSTMs.
They find that adding sentence-level and relation-
level dependencies (IS-FROM or I1S-ABOUT) im-
prove extraction, but find that the LSTM models
lag behind CRFs with rich features.

Regarding modelling the interaction between
elements, there are several previous attempts to
jointly learn to extract and classify targets, using
factor graphs (Klinger and Cimiano, 2013), multi-
task learning (He et al., 2019) or sequence tagging
with collapsed tagsets representing both tasks (Li
et al., 2019). In general, the benefits are small and
have suggested that there is only a weak relation-
ship between target extraction and polarity classi-
fication (Hu et al., 2019).

3 Data

One of the difficulties of working with fine-
grained sentiment analysis is that there are only
a few datasets (even in English) and they come
in incompatible, competing data formats, e.g.,
BRAT or various flavors of XML. With the goal
of creating a simple unified format to work on
fine-grained sentiment tasks, we take the eight
datasets mentioned in Section 2 — MPQA (Wiebe
et al., 2005), Darmstadt Services and Universi-
ties (Toprak et al., 2010), TDParse (Wang et al.,
2017), SemEval Restaurant and Laptop (Pontiki
et al., 2014), Open Domain Targeted Sentiment
(Mitchell et al., 2013), and the Challenge dataset
from Jiang et al. (2019) — and convert them to
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a standard JSON format. The datasets are sen-
tence and word tokenized using NLTK (Loper and
Bird, 2002), except for MPQA, DS. Service and
DS. Uni, which already contain sentence and to-
ken spans. All polarity annotations are mapped
to positive, negative, neutral, and conflict?. As
such, each sentence contains a sentence id, the to-
kenized text, and a possibly empty set of opinions
which contain a holder, target, expression, polar-
ity, and intensity. We allow for empty holders and
expressions in order generalize to the targeted cor-
pora. Finally, we use 10 percent of the training
data as development and another 10 percent for
test for the corpora that do not contain a suggested
train/dev/test split. For training and testing mod-
els, however, we convert the datasets to CoNLL
format.

Table 1 presents an overview of the different
datasets and highlights important differences be-
tween them. The fully fine-grained sentiment
datasets (MPQA, DS. Services, and DS. Uni) tend
to be larger but have fewer targets annotated, due
to a larger number of sentences with no targets.
However, the MPQA dataset contains much longer
targets than the other datasets — an average of 6,
but a maximum of 56 tokens. It also contains
more opinion holders and expressions and these
also tend to be longer, all of which marks MPQA
as an outlier among the datasets. The distribu-
tion of polarity is also highly dependent on the
dataset, with DS. Services being the most skewed
and SemEval Laptop the least skewed. Finally, the
challenge dataset is by far the largest with over
11,000 training targets. Additionally, Table 6 in
Appendix A shows the percentage of unique tar-
gets per dataset, as well as the percentage of tar-
gets shared between the training set and the dev
and test sets. Again MPQA has the largest num-
ber of unique targets and the least overlap.’

4 Experimental Setup

We split the task of targeted sentiment analysis
into the extraction of sentiment targets and sub-
sequent polarity classification of extracted tar-
gets, given their context. Figure 2 shows the
two tasks and the eight models used in the ex-
periments. As a base model, we take the tar-

2We discard conflict during evaluation because there are
not enough examples to properly learn this class in most
datasets

3We do not, however, consider partial overlap which may
exaggerate the true uniqueness of targets.



domain sentences holders targets expressions polarity
# avg. # avg. max # avg. max # avg. max +  neu —
- MPQA newswire train 4500 25 1306 2.6 27 1382 6.1 56 1656 2.4 14 675 271 658
2 dev 1622 23 377 26 16 449 53 41 552 21 8§ 241 105 202
g test 1681 24 371 28 32 405 64 42 479 20 8 166 89 199
Q
g DS. Services service train 5913 16 18 1.2 2 2504 12 7 1273 12 10 1623 46 838
g reviews dev 744 18 1 17 3 288 1.2 4 144 14 5 103 1 104
a test 748 17 2 1 1 328 1.2 5 168 14 6 241 7 80
2 DS.Uni university train 2253 20 65 1.2 2 1252 12 5 837 19 9 495 149 610
= reviews dev 232 9 17 1.1 3 151 12 3 106 1.7 6 40 19 92
test 318 20 12 13 4 198 12 6 139 20 5 77 18 103
TDParse political ~ train 2889 6.9 - - - 9088 1.2 7 - - - 1238 3931 3919
tweets dev 321 6.6 - - - 1040 12 5 - - - 128 454 458
test 867 6.9 - - - 2746 12 6 - - - 378 1162 1206
. SemEvalR.  restaurant train 2740 13 - - - 3293 14 19 - - - 1902 574 734
5 reviews dev 304 113 - - - 350 1.4 5 - - - 226 54 63
‘E test 800 9.6 - - - 1128 14 8 - - - 724 195 195
= -
&  SemEvalL. laptop train 2744 22.5 - - - 2049 15 6 - - - 870 402 747
E reviews dev 304 21.1 - - - 244 1.6 5 - - - 99 44 96
Eﬂ test 800 18.6 - - - 633 1.6 7 - - - 327 162 128
<
& Open tweets train 1903 12.8 - - - 2594 16 8 - - - 578 1801 215
dev 211 123 - - - 291 1.6 6 - - - 46 220 25
test 234 11.6 - - - 337 1.6 7 - - - 74 232 31
Challenge restaurant train 4297 8.8 - - - 11186 1.3 9 - - - 3380 5042 2764
reviews dev 500 8.9 - - - 1332 13 8 - - - 403 604 325
test 500 8.9 - - - 1336 13 8 - - - 400 607 329

Table 1: Stastistics of the datasets, including number of sentences, as well as average, and max lengths (in tokens)
for holder, target, and expression annotations. Additionally, we include the distribution of polarity — restricted to

positive, neutral, and negative — in each dataset.

get extraction and classification models from Xu
et al. (2019), which achieve state-of-the-art per-
formance on the SemEval task. The approach first
fine-tunes BERT (Devlin et al., 2019) on domain-
specific unlabeled data as a domain-adaptation
step. We use the datasets themselves to per-
form this step, except for the SemEval datasets.
For these, we follow Rietzler et al. (2020) and
instead use larger amounts of unlabeled data —
1,710,553 and 2,000,000 sentences for SemEval
Laptop and Restaurant respectively — taken from
Amazon Laptop reviews (He and McAuley, 2016)
and the Yelp Dataset Challenge.* We further de-
viate from Xu et al. (2019) by not pretraining
the models on the SQUAD question answering
dataset and in-domain sentiment questions which
they create, as this data is not publicly available.
Finally, a linear prediction is added after the BERT
model and the full model is updated on the senti-
ment task.

For target extraction, we use the contextual-
ized BERT embeddings as input to a softmax layer

*https://www.yelp.com/dataset/
challenge
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and predict the sequence of tags.
three prediction strategies:

We compare

1. TARG.: The model predicts the labels y €

{B,1,0} for the targets only.

PRED.: We additionally predict the la-

bels for holders and expressions and predict

y € {B-holder,I-holder, B-target, I-target,

B-expression, I-expression, O}.

. +POL.: Finally, we add the polarity (posi-
tive, negative, neutral) to the annotation spe-
cific BIO-tag, which leads to an inventory of
19 labels for the full fine-grained setup and 7
for the targeted setup.

2.

For polarity classification, we take as a base-
line the classification architecture from Xu et al.
(2019), which makes use of the two-sentence
training procedure for BERT, by prepending the
target before the sentence separation token, and
then adding the full sentence after. We compare
five strategies for producing the input to the soft-
max layer for predicting the sentiment of the tar-
get:

1. [CLS]: this model uses the [CLS] embed-
ding from the final BERT layer.


https://www.yelp.com/dataset/challenge
https://www.yelp.com/dataset/challenge
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Figure 2: Our BERT-based target extraction and classification models, with the three strategies for extraction ((1)
predict only targets, (2) predict holders, targets and expressions, and (3) predict the polarity of the targets and
expressions as well) and five strategies for sentiment classification (passing to the softmax layer the contextualized
embedding from (1) the [CLS] embedding, (2) the first token in the target (3) averaging all embeddings in the
target phrase, (4) taking the max of the target embeddings, (5) concatenating the max, mean, and min).

2. FIRST: uses the contextualized BERT em-
bedding from the first token of the target in
context.

MEAN: instead takes the average of the
BERT embeddings for the tokens in the tar-
get.

. MAX: uses the max of the contextualized
BERT embeddings for the tokens in the tar-
get.

. MAXMM: takes the max, min, and mean

pooled representations and passes the con-

catenation to the softmax layer, which has
shown to perform well for sentiment tasks

(Tang et al., 2014). However, this triples the

size of the input representation to the softmax

layer.

The TARG. and [CLS] models correspond to the
models used in Xu et al. (2019) and serve as base-
lines. The extraction and classification models are
fine-tuned for 50 epochs using Adam with an ini-
tial learning rate of 3e—5, with a linear warmup
of 0.1 and all other hyperparameters are left at de-
fault BERT settings (further details in Appendix
B). The best model on the development set is used
for testing. Combined with the four input manip-
ulations (Table 2), this leads to eleven extraction
experiments — TARG. and PRED. on the original
data which only has annotated targets are the same
and for simplicity we only show the results from
TARG.— and twenty classification experiments per
dataset. In order to control for the effect of random
initialization, we run each experiment 5 times on
different random seeds and report the mean and
standard deviation.
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4.1 Training with gold annotations

Given that we are interested in knowing whether
it is beneficial to include information about ad-
ditional annotations (holder, expressions, polar-
ity), we perform experiments where we system-
atically include these. We do so by adding spe-
cial tags, e.g.,, [<E ] , into the input text surround-
ing the annotated spans, as shown in Table 2. The
models then have access to this information both
during training and at test time, albeit in an in-
direct way. For the first set of experiments, we
perform controlled experiments under ideal condi-
tions, i.e., having gold annotations during testing.
This allows us to isolate the effects of incorporat-
ing the additional annotations, without worrying
about noisy predictions

4.2 Training with predicted expressions

It is equally important to know whether the mod-
els are able to use noisy predicted annotations. In
order to test this, we train expression prediction
models on the three full fine-grained sentiment
corpora. We use the same BERT-based model and
hyperparameters from the target extraction models
above and train five models with different random
seeds. Preliminary results suggested that these
models had high precision, but low recall. There-
fore, we take a simple ensemble of the five trained
models, where for each token, we keep labels pre-
dicted by at least one of the expression models in
order to increase recall.

We perform an additional set of experiments
where we use sentiment lexicons and assume any
word in these lexicons is a sentiment expres-



original

+ holders

+ expressions
+ full

[<H] Money Magazine [H>]

Money Magazine rated E-Trade highly .
[<H] Money Magazine [u>] rated E-Trade highly
Money Magazine [<e] rated [e>] E-Trade [<E] highly [E>]

[<e] rated [E>] E-Trade [<E] highly [E>]

Table 2: We inform our models regarding annotations other than targets by inserting special tags into the input text

before and after annotated holders and expressions .

sion. We use the Hu and Liu lexicon (Hu and
Liu, 2004), the SoCal and SoCal-Google lexicons
(Taboada et al., 2006) and the NRC emotion lex-
icon (Mohammad and Turney, 2013), which also
contains sentiment annotations. The lexicons con-
tain 6,789, 5,824, 2,142, and 5,474 entries, respec-
tively. The MPQA and Darmstadt experiments
show the effect of predicted vs. gold expressions,
as well as domain transfer. The experiments on
the targeted datasets, on the other hand, will show
us whether it is possible to improve the targeted
models with predicted expressions.

5 Results

In this section we describe the main results from
the extraction and two classification experiments
described in Section 4.

5.1 Target extraction

Table 3 shows the results for the extraction exper-
iment, where token-level F; is measured only on
targets. The models perform poorer than the state-
of-the-art, as we did not finetune on the SQUAD
question answering dataset and in-domain senti-
ment questions or perform extensive hyperparam-
eter tuning. The average F; score depends highly
on the dataset — MPQA is the most difficult dataset
with 13.1 F; on the original data, while the Darm-
stadt Universities corpus is the easiest for target
extraction with 84.6. Augmenting the input text
with further annotations, but predicting only sen-
timent targets (TARG. in Table 3) hurts the model
performance in all cases. Specifically, adding
holder tags leads to an average drop of 1.3 per-
centage points (pp), expressions 1.2 and full 1.5.
Attempting to additionally predict these annota-
tions (PRED. in Table 3) leads to mixed results
— the model leads to improvements on MPQA +
exp. and Darmstadt Services + holders, no notable
difference on MPQA + full and Darmstadt Univer-
sities + exp., and a loss on the rest.
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Adding the polarity to the target BIO tags (orig-
inal +POL. in Table 3) leads to the most consistent
improvements across experiments — an average of
0.5 pp — with the largest improvement of 1.5 pp
on the TDParse dataset. This suggests a weak-
to-moderate relationship between polarity and ex-
traction, which contradicts previous conclusions
(Hu et al., 2019). Finally, further adding the holder
and expression tags (+POL. in Table 3) tends to
decrease performance.

5.2 Polarity classification with gold
annotations

Table 4 shows the macro F; scores for the po-
larity classification task on the gold targets. The
model performs better than the best reported re-
sults on Challenge (Jiang et al., 2019), and similar
to previous results on the SemEval corpora. Re-
garding the choice of target representation, FIRST
is the strongest overall, with an average of 64.7
F; across the original eight datasets, followed by
MAX (64.6), MEAN (64.4), MAXMM (64.2), and
finally [CLS] (64.1). It is, however, unclear ex-
actly which representation is the best, as it dif-
fers for each dataset. But we can conclude that
[CLs] is in general the weakest model, while ei-
ther FIRST or MAX provide good starting points.

Adding holder annotations to the input text de-
livers only small improvements on four of the fif-
teen experiments, and has losses on seven. The
+exp. model, however, leads to significant im-
provements on 10 experiments. The outlier seems
to be Darmstadt Services, which contains a large
number of “polar targets” in the data, which do
not have polar expressions. This may explain why
including this information has less effect on this
dataset. Finally, +full performs between the origi-
nal input and +exp.



MPQA DS. Services DS. Unis Challenge SemEvalR. SemEval L. Open TDParse

Xu et al. (2019) n/a n/a n/a n/a 78.0 84.3 n/a n/a

BiLSTM-CRF 12.2 (1) 85.0 (1) 84.4 (1) 73.4 (1) 72.5 (1) 740 (1) 622 (1) 82.6

original 14.1 2 85.9 (1) 84.6 (0) 75.8 (1) 51.9 (1) 7131 6204 81.7(3)

¢+ holders 11.9 (1) 84.3 (1) 83.6 (1) - - - - -

E + exp. 11.6 (1) 85.0(0)  83.4(0) - . _ B .

+ full 10.5 2 84.8 (1) 83.8 (1) - - - - -

~ +holders 12.1 2) 86.2 (0) 84.6 (0) - - - - -

é +exp. 14.9 1) 84.7 (1) 84.5 (1) - - . B .

A+ full 13.0 3) 85.5 (1) 84.3 (1) - - - - -

BiLSTM-CRF 13.9 (1) 85.2 (1) 83.7 (1) 73.6 (1) 73.7 (1) 7451 6231 81.8(1)

. original 13.8 (1) 85.4 (1 84.3 (1) 76.9 (1) 52.5 (1) 71.6 1) 6291 83.2(0
-

éf: + holders 1382 856 (1)  84.4(1) - - _ . _

+ exp. 13.5 2 85.4 (1) 84.3 (0) - - - - -

+ full 12.0 (1) 86.0 (1) 84.6 (0) - - - - -

Table 3: Average token-level F1 scores for the target extraction task across five runs, (standard deviation in paren-

thesis). Bold numbers indicate the best model per dataset, while blue and pink highlighting indicates an

improvement or loss in performance compared to the original data, respectively.

5.3 Polarity classification with predicted
annotations

The expression models achieve modest F; scores
when trained and tested on the same dataset —
between 15.0 and 47.9 —, and poor scores when
transferred to a different dataset — between 0.9 and
14.9 (further details shown in Table 7 in Appendix
A). The lexicons often provide better cross-dataset
F; than the expression models trained on another
dataset, as they have relatively good precision on
general sentiment terms.

Figure 3 shows a heatmap of improvements
(blue) and losses (red) on the eight datasets (x-
axis) when augmenting the input text with expres-
sion tags from the expression models and lexicons
(y-axis). We compare the expression augmented
results to the original results for each pooling tech-
nique and take the average of these improvements
and losses. For a full table of all results, see Table
5 in Appendix A.

Augmenting the input text with predicted sen-
timent expressions leads to losses in 41 out of
averaged 56 experiments shown in Figure 3 (or
in 173 out of 280 experiments in Table 5). Cu-
riously, the experiments that use an expression
model trained on the same dataset as the classifica-
tion task, e.g., MPQA predicted expressions on the
MPQA classification task, have the largest losses
— the largest of which is MPQA (-2.78 on aver-
age). This seems to indicate that the mismatch be-
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tween the train prediction, which are near perfect,
and the rather poor test predictions is more prob-
lematic than cross-dataset predictions, which are
similar on train and test.

The best expression prediction model is the
one trained on MPQA, improving the performance
on Darmstadt Universties, Open, and SemEval
Restaurants. This is likely due to the fact that
MPQA has the largest number of annotated ex-
pressions, and that the domain is more general,
leading to expression predictions that generalize
better. The expression models trained on Darm-
stadt Services leads to small benefits on two cor-
pora and the expression model trained on Darm-
stadt Universities only leads to losses

The datasets that receive the most benefit from
expression annotations are Darmstadt Universi-
ties (6/7 experiments) and the TDParse dataset
(8/7). 1In both cases, the lexicon-based expres-
sion models provide more consistent benefits than
the trained expression prediction models. The
fact that the dataset that benefits most is the TD-
Parse dataset suggests that expression information
is most useful when there are multiple targets with
multiple polarities.

There is no significant correlation between the
performance of the expression prediction model
and the performance on the classification task on
the three fine-grained datasets. In fact, there is a
small but insignificant negative correlation (-0.33



MPQA DS. Services DS. Unis Challenge SemEvalR. SemEval L. Open TDParse

Previous Results n/a n/a n/a 70.3 80.1 78.3
original 63.5(2) 57.3 (1) 57.6 4) 84.3 (0) 74.1 (2) 72.8 (1) 54.6(1) 488 (1)
4+ holders 63.1 (2) 57.1 () 60.5 ©) - - - - -
C  texp. 64.0 (3) 5640) 62.9 @4 - - - - -
+ full 61.9 2) 56.6 (1) 62.8(2) - - - - -
. original 64.3 (2) 57.8 (1) 58.7 (4) 84.4 (1) 75.6 (1) 743 (1) 5562 46.6(1)
z + holders 63.4 (2 5772  60.5@3) - - - - -
 +exp. 64.8 (2) 57.01)  63.7 @ - - - - -
+ full 64.0 (1) 55.2 (1) 65.7 4) - - - - -
. original 63.5(2) 57.3 (1) 60.2 4) 84.4 (1) 74.1 (2) 72.8 (1) 56.83) 46.1 (1
g + holders 63.1(2) 57.8 (1) 56.7 (5) - - - - -
= +exp. 64.3 (2) 562 (1) 64.13) - - . ; }
+ full 64.2 (2) 56.3 (1) 63.7 2) - - - - -
original 60.8 (4) 582 () 57.8(3) 81.4 (1) 73.9 2) 7452 61.43) 49.03)
% +holders 61.9 (4) 5791  53.9 1) - - - - -
= texp. 64.3 2) 574(1) 6156 - - - . -
+ full 62.7 3) 579 (1) 5452 - - - - -
S original 59.3 ) 57.8(1) 55203 81.3 (1) 77.2 (1) 7451) 60.2(5 48.5(5)
E + holders 61.3 (1) 578 (1) 547 3) . . . . .
§ + exp. 64.1 2) 59.8 3) 54.0 (2) - - - - -
+ full 63.9 (1) 577 (1) 544 @ - - - - -

Table 4: Average macro Fy scores for polarity classification across five runs (standard deviation in parenthesis) on

gold targets, also adding information about holders and expressions. Bold indicates the best model per dataset,
while blue and pink highlighting indicates an improvement or loss in performance compared to the original

(targets only) data, respectively.

p=0.13, -0.16 p=0.48, -0.26 p=0.25 for macro
Precision, Recall, or F; respectively, as measured
by Pearson’s correlation between the expression
performances and the F; of the classification mod-
els augmented with these predicted expressions).
It seems that the possible benefits depends more
on the target dataset than the actual expression
model used.

6 Conclusion

In this work we have explored the benefit of aug-
menting targeted sentiment models with holder
and sentiment expressions. The experiments have
shown that although augmenting text with holder
and expression tags (RQ1 a) or simultaneously
predicting them (RQ1 b) have no benefit for tar-
get extraction, predicting collapsed BIO + po-
larity tags consistently improves target extraction
(RQ1 ¢). Furthermore, augmenting the input text
with gold expressions generally improves targeted
polarity classification (RQ2 a), although it is not
clear which target representation strategy is best
(RQ2 b). Furthermore, we have found benefits of

including lexicon-based expressions for the more
complex targeted datasets (RQ2 c).

The rather poor performance of the learned ex-
pression models and the difference between aug-
menting with gold or predicted expressions re-
veals the need to improve expression prediction
approaches, both by creating larger corpora an-
notated with sentiment expressions, as well as
performing further research on the modeling as-
pect. Any future work interested in modelling
more complex sentiment phenomena should there-
fore be aware that we may first require more high-
quality annotated data if we wish to do so with cur-
rent state-of-the-art machine learning approaches.

Furthermore, we introduce a common format
for eight standard English datasets in fine-grained
sentiment analysis and release the scripts to down-
load and preprocess them easily. We plan to in-
clude further datasets in our script in the future,
as well as extending our work to other languages
with available fine-grained corpora.
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Figure 3: Heatmap of average improvements (blue) and losses (red) on the target classification tasks (x-axis) when
augmenting the input text with predicted sentiment expressions from the expression prediction models (y-axis).
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MPQA DS. Services DS. Unis Challenge Open SemEvalR. SemEvalL. TDParse

[CLS] 63.5 (2) 57.3 (1) 57.6 (4) 84.3(0) 54.6(1 74.1 2) 72.8 (1) 48.8(1)

Té FIRST 64.3 (2) 57.8 (1) 58.7 4) 8441 5562 75.6 (1) 743 (1)  46.6(1)

& MEAN 63.5(2) 57.3 (1) 60.2 4) 844 (1) 56.803) 74.1 2) 72.8 (1)  46.1 (1)

& Max 60.8 (4) 58.2 (1) 57.8 3) 814 1) 6145 73.9 (2) 74502 49003

MAXMM 59.3 (2) 57.8 (1) 55.2 (3) 81.3(1) 60.2(5) 77.2 (1) 74510 4855

[CLS] 60.3 (2) 57.0 (1) 61.3 (5) 83.1 (1) 57.5 4) 74.2 (2) 72.2 (1) 47.5 (2)

é FIRST 61.6 (2) 57.0 2) 59.8 (3) 83.5(1) 55203 77.1 (1) 7392 4521

% MEAN 60.3 (2) 57.0 (1) 61.3 (5) 83.1(1) 5751 74.2 (2) 722 1) 47.5@©

MAX 59.1 2 58.1 00 57.0) 8230 63.7 1) 75.0 2) 74.7 (1) 4852

g MAXMM  56.2 (5) 58.1 (1) 52.7 2) 81.3(1) 61.903) 75.6 (2) 752 1) 458 @)

g § [CLS] 63.6 (1) 56.3 (1) 60.6 (1) 824 (1) 5344 72.1 2) 722 (1) 494

& & Frst 61.3 (2) 54.5 (0) 59.4 (3) 82.6(1) 56.2(9) 76.3 (1) 74.8 1) 454

fj &% MEAN 64.1 2 56.0 (0) 60.15 8241  56.103) 73.0 @ 7241 4982

{-‘3 8 MAX 61.4 (1) 56.7 (1) 55.2 (2) 80.3 (1) 63.0 (2) 76.5 (1) 74.5 1) 48.1(3)

E MAXMM  58.5(2) 57.1 (1) 54.8 (5) 804 1) 59.02 75.9 2) 7322 49.5 @)

[CLs] 63.1 (1) 57.0 (1) 60.3 (3) 82.8 (1) 54.7 2) 73.6 (3) 728 (1) 48.13)

E FIRST 64.1 (2) 56.9 (1) 58.2 (2) 82.6 (1) 55.2 (3) 70.8 (3) 72.9 2) 44.4 (1)

v MEAN 62.3 (1) 57.0 (1) 59.7 3) 82.8(1) 547 73.6 3) 72.8 (1) 48.13)

A Max 59.6 (4) 57.8 (1) 53.4 (1) 80.5(1)  62.0(1) 74.8 (2) 71.01) 469 ()

MAXMM  59.8 3) 57.5 (1) 52.3 4) 80.5 (0) 59.9 4) 74.8 (1) 742 1) 47.014

[CLS] 60.3 (2) 56.2 (1) 60.8 (3) 82.8(1) 54.003) 73.6 (1) 732 1)  50.6 (1)

5 FIRST 61.2 (2) 55.0 (1) 61.2 (1) 82.3(1) 46503 74.8 (1) 742 (1) 43.8 (1)

E MEAN 60.3 (2) 56.2 (1) 60.8 (3) 82.8(1) 54.003) 73.6 (1) 732 (1)  50.6 (1)

MAX 59.7 3) 57.2 (1) 56.4 (2) 81.0 (1) 61.1 ) 75.5 (2) 7373 472@3)

MAXMM  60.8 (3) 57.1 (1) 55.2(2) 80.8(1) 61.3(3) 73.8 3) 739 1) 4924

2 [CLs] 64.0 (2) 56.9 (1) 63.0 2) 83.1 (1) 54.8 (3) 72.0 (1) 73.0 1) 49.4 )

é v FIRST 63.7 (2) 56.9 (1) 61.1 (2) 83.3 (1) 49.1¢5 74.9 (3) 74.9 (0) 46.1 (2)

g % MEAN 64.0 (2) 56.9 (1) 63.0 2 83.1 (1) 54.8 3) 72.0 (1) 73.0(1) 494 1)

LE MAX 61.1 (3) 58.0(1) 55602 80.4 (1) 62.01) 75.3 2) 74.6 2) 49.7 3)

§ MAXMM 59.5 (3) 57.6 (1) 56.9 4) 80.8(1) 61.3) 75.4 (2) 748 (1) 49.8 @)
>

3 [CLs] 63.2 (2) 56.6 (1) 60.5 (4) 83.00) 515 69.8 (1) 71.0)  50.0 (1)

= FIRST 61.8 (2) 53.7 (2) 59.9 4) 81.8(0) 51.4() 72.8 (2) 73.01) 4542

% MEAN 63.2 (2) 56.6 (1) 60.5 (4) 83.00) 5151 69.8 (1) 71.0 1)  50.0 (1)

MAX 59.2 2) 57.8 (1) 54.5 (2) 793 (1) 6232 71.5 @) 71.82) 49.5 4

MAXMM  59.7 ) 56.5 (2) 55.6 (1) 79.1 (1)  60.9 3) 73.4 (3) 73.01) 514

%’0 [CLS] 62.6 (3) 56.5 (1) 60.0 (3) 83.0(1) 53203 71.5 (1) 729 (1) 50.2 (1)

€  FIRST 62.1 (1) 56.2 (1) 60.8 (5) 82.5(1) 49.7 (6) 74.9 2) 74.0 (1) 46.2 (0)

% MEAN 62.6 (3) 56.5 (1) 60.0 (3) 83.0(1) 53.203) 71.5 (1) 729 (1) 50.2 (1)

2 Max 60.0 (3) 57.8 (0) 55.5 (5) 80.9 (1) 61.5(3) 74.8 (2) 7452 495

“ MaxMM 606 4) 57.1 (1) 54.6 (3) 80.5(1) 60.5(3) 73.5 @) 72.72) 4585

Table 5: Macro F; scores for polarity classification of gold targets. Bold numbers indicate the best model per

dataset, while blue and pink highlighting indicates an improvement or loss in performance compared to the
original data (gold targets only), respectively.
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% Unique % Overlap

train dev test train-dev train-test

MPQA 85.7 88.5 89.2 15 19
DS. Services 36.2 48.6 47.5 45.0 35.6
DS. Uni 352 529 450 58.5 47.6
TDParse 33 51.8 41.7 57.4 47.3
SemEvalR. 363 59.8 494 56.4 33.8
SemEval L. 455 71.77 64.8 48.9 33.7
Open 85 924 87.1 23 24
Challenge 23.1 39.0 397 54.1 52

Table 6: Analysis of targets in the datasets. % Unique describes the number of targets that are found only in that
split. % Overlap describes the percentage of dev/test targets that are found in the train set. We disregard partial
matches, e.g., “chinese food” and “food”.

MPQA DS. Services DS. Unis

° MPQA 15.0 (1.7) 1.0 08 2212
£ DS. Services  0.9(03) 479 (73) 149012
5 DS. Unis 1.4 (0.6) 109 (1.5 18.5(1.5)
2 HuLiu 4.7 17.9 16.0
S NRC 3.3 74 9.0
5 SoCal 2.4 13.2 13.8
™  SoCal Google 1.0 13.2 114

Table 7: Token-level macro Fy scores for expression prediction models (trained) and lexicon expressions (lexicons)
when tested on the three fine-grained datasets (x-axis). The trained model scores are the average and standard
deviation across five runs with different random seeds. The lexicon models are deterministic and therefore only
have a single score.
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Appendix B Training details

GPU Infrastructure 1 NVIDIA P100, 16 GiB RAM
CPU Infrastructure Intel Xeon-Gold 6126 2.6 GHz
Number of search trials 50
Domain training duration 2580 sec
Extraction fine-tuning duration 15381 sec
Classification fine-tuning duration 9080 sec
Model implementation https://github.com/blinded/for/review
Hyperparameter Assignment
number of epochs 50
max. sequence length 128

metric early stopping
monitored

validation loss

batch size 32
sentiment dropout 0.3
learning rate optimiser Bert Adam
fine-tuning learning rate ~ 3e-5
learning rate warmup 0.1
proportion

regularisation type L2
regularisation value 0.01
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