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Summary 

The project aims to adjust and integrate several existing software components, assembling a platform 
for multilingual web content management called ATLAS, and a visualization layer called i-Publisher, 
which adds to the platform a powerful web-based point-and-click tool for building, reusing and man-
aging multilingual content-driven web sites. i-Publisher will also be used to build two thematic con-
tent-driven web sites – i-Librarian and EUDocLib.  ATLAS makes use of state-of-the art text technol-
ogy methods in order to extract information and cluster documents according to a given hierarchy. A 
text summarization module and a machine translation engine are embedded as well as a cross-lingual 
semantic search engine. The Machine Translation service has as main component the statistical 
paradigm and uses as primary source the Moses System.  The main challenge of this service is the 
domain portability. Statistical systems are highly dependent on training corpora. As large parallel cor-
pora cannot be available for each language pair and any possible domain, which may occur in ATLAS 
System, we consider following approach: 
‐ We presume that documents are previously categorised to a certain domain  
‐ For each domain we store information regarding domain specific corpora for each involved lan-

guage pair.  According to this information we offer to the user a certain confidence interval fort the 
translation quality. 

‐ We follow the recent state-of-the art technique of implementing factored models by mixing the 
training of language models on small domain specific corpora with large general corpora. 

‐ Patterns, characteristic for technical or law texts, are processed through an EBMT-component. 
Currently we are developing and improving translation models and we are selecting the optimal pa-
rameter setting for each language pair. A first demo will be available in June 2011. 
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