
‣ Evaluate using morphological 
inflection accuracy


‣ Consider annotated dataset sizes 
consisting of 500, 1000, 5000 
tokens


‣ Baselines:

‣ high-resource SOTA NN 

seq2seq model for inflection

‣ FST baseline from CoNNL-
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‣ Typically trained on type-level 
lexicons


‣ SOTA methods are generally 
neural and extremely data-hungry


‣ what to do for low-resource 
languages?


Morphological Inflection

hablar + V;IND;PST;3;SG;PF habló

Wake Step (like E step)


Sleep Step (like M step)

Parameter Estimation: 
Wake Sleep Algorithm

m1 m2 m3 m4

`1 `2 `3 `4

f1 f2 f3 f4

Lemmatizer/Lemmatizer/

morph taggermorph tagger

m1 m2 m3 m4

`1 `2 `3 `4

f1 f2 f3 f4

‣ Encoder is morphological tag joint 
tagger/lemmatizer


‣ Latent space prior is 
morphological tag LM and lemma 
generator


‣ Decoder is morphological inflector


View as an Autoencoder
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‣ Model requires token-level data

‣ Universal Dependencies (UD)


‣ 23 typologically diverse languages

‣ Romance

‣ Slavic

‣ Semitic

‣ Germanic

Data Provenance

‣ In 500 token case, FST wins, and 
as we ramp up to 5000, SVAE 
wins
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Figure 2: Violin plots showing the distribution over accuracies. The structured variational autoencoder (SVAE) always
outperforms the neural network (NN), but only outperformed the FST-based approach when trained on 5000 annotated tokens.
Thus, while semi-supervised training helps neural models reduce their sample complexity, roughly 5000 annotated tokens are
still required to boost their performance above more symbolic baselines.

contrast, we require token-level annotation to esti-
mate our model. For this reason, there is neither a
competing approach whose numbers we can make
a fair comparison to nor is there an open-source
system we could easily run in the token-level set-
ting. This is why we treat our token-level data as a
list of “types”8 and then use two simple type-based
baselines.

First, we consider the probabilistic finite-state
transducer used as the baseline for the CoNLL-
SIGMORPHON 2017 shared task.9 We consider
this a relatively strong baseline, as we seek to gener-
alize from a minimal amount of data. As described
by Cotterell et al. (2017), the baseline performed
quite competitively in the task’s low-resource set-
ting. Note that the finite-state machine is created by
heuristically extracting prefixes and suffixes from
the word forms, based on an unsupervised align-
ment step. The second baseline is our neural in-
flector p(f | `,m) given in §4 without the semi-
supervision; this model is state-of-the-art on the
high-resource version of the task.

We will refer to our baselines as follows: FST
is the probabilistic transducer, NN is the neu-
ral sequence-to-sequence model without semi-
supervision, and SVAE is the structured variational
autoencoder, which is equivalent to NN but also
trained using wake-sleep and unlabeled data.

8Typical type-based inflection lexicons are likely not i.i.d.
samples from natural utterances, but we have no other choice
if we want to make use of only our token-level data and not
additional resources like frequency and regularity of forms.

9https://sites.google.com/view/
conll-sigmorphon2017/

7.5 Results

We ran the three models on 23 languages with
the hyperparameters and experimental details de-
scribed in App. A. We present our results in Fig. 2
and in Tab. 3. We also provide sample output of the
generative model created using the dream step in
App. B. The high-level take-away is that on almost
all languages we are able to exploit the unlabeled
data to improve the sequence-to-sequence model
using unlabeled data, i.e., SVAE outperforms the
NN model on all languages across all training sce-
narios. However, in many cases, the FST model is
a better choice—the FST can sometimes generalize
better from a handful of supervised examples than
the neural network, even with semi-supervision
(SVAE). We highlight three finer-grained observa-
tions below.

Observation 1: FST Good in Low-Resource.
As clearly evinced in Fig. 2, the baseline FST is still
competitive with the NN, or even our SVAE when
data is extremely scarce. Our neural architecture is
quite general, and lacks the prior knowledge and
inductive biases of the rule-based system, which
become more pertinent in low-resource scenarios.
Even though our semi-supervised strategy clearly
improves the performance of NN, we cannot al-
ways recommend SVAE for the case when we only
have 500 annotated tokens, but on average it does
slightly better. The SVAE surpasses the FST when
moving up to 1000 annotated tokens, becoming
even more pronounced at 5000 annotated tokens.
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Tag Sequence:

prn;gen n;pl adv v;v.ptcp;pst

Lemma Sequence: I wug gently weep

Form Sequence:

my wugs gently wept

A Structured Variational Autoencoder
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