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Abstract

Linked open data (LOD) presents an ideal
platform for connecting the multilingual
lexical resources used in natural language
processing (NLP) tasks, but the use of ma-
chine translation to fill in gaps in lexi-
cal coverage for resource-poor languages
means that large amounts of data are
potentially unverified. For graph-based
word sense disambiguation (WSD), one
approach has been to first translate terms
into English in order to disambiguate us-
ing richer, fuller lexical knowledge bases
(LKBs) such as WordNet.

In this paper, we show that this approach
actually creates more ambiguity and is
far less accurate than using language-
specific resources, which, regardless of
their smaller size, can provide results com-
parable in accuracy to the state-of-the-
art reported for graph-based WSD in En-
glish. For LOD, this demonstrates the im-
portance of continuing to grow and ex-
tend language-specific resources in order
to continually verify and reintegrate them
as accurate resources.

1 Introduction

In the context of natural language processing
(NLP), word sense disambiguation (WSD) refers
to the computational problem of determining the
‘sense’ or meaning of a word when used in a par-
ticular context (Agirre and Edmonds, 2006). To
use a classic example, the word ‘bank’ could be
interpreted in the sense of the financial institution
or as the slope of land at the side of a river, de-
pending on the context in which it is used. Tar-
get words are disambiguated based on their con-
text (determined based on the words surrounding

them), and the potential senses that they could re-
late to (Nóbrega and Pardo, 2014).

Linked Open Data (LOD) – the implementation
of best practices ensuring that not just documents
but the data within them are structured and inter-
connected on the web – is particularly useful in
tying together the resources used for knowledge-
based WSD, which leverages existing collections
and indexes of potential senses to choose the most
appropriate for a given target word (Agirre and
Edmonds, 2006). WSD research has tended to
derive knowledge bases from stand-alone dictio-
naries and ontologies such as WordNet, where
nouns, verbs, adjectives and adverbs are stored
as ‘synsets’ and linked by their semantic rela-
tions (Fellbaum, 1998). Recent projects such as
BabelNet (Navigli and Ponzetto, 2012) are now
focusing on integrating these resources with en-
cyclopedic information and making the connected
data available as LOD.

Our work focuses on Portuguese, for which
specific work on WSD – particularly involving
Portuguese knowledge resources – is still lim-
ited, and usually either focused on particular do-
main areas and applications or achieved by trans-
lating terms to English in order to disambiguate
using English knowledge sources (Nóbrega and
Pardo, 2014). While there are similarities be-
tween Portuguese and other languages for which
more substantial lexical resources and WSD re-
search are already available – French and Span-
ish, for example – there are still enough dif-
ferences to motivate specific research in Por-
tuguese. The sheer number of ’false friends’ –
similar words with very different meanings – be-
tween Portuguese and Spanish (Director General
of Translation, 2006) demonstrates the necessity
of having Portuguese-specific resources available
for lexically-motivated tasks such as WSD.

This paper describes a comparison between
two approaches to performing graph-based WSD
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in Portuguese; 1) using the smaller, language-
specific Portuguese MultiWordNet (MultiWord-
Net, nd) as the underlying lexical knowledge base
(LKB) for the WSD, and 2) translating open-class
words in the input text from Portuguese to English
in order to run WSD using the much larger En-
glish WordNet as the underlying LKB. The contri-
butions from our results are twofold:

• Performing graph-based WSD using a
smaller, language-specific LKB (Portuguese
MultiWordNet) provides better results than
translating terms to English in order to
run WSD using the much larger English
WordNet.

• The results obtained when performing graph-
based WSD using a small, language-specific
LKB (such as the Portuguese MultiWordNet)
are comparably accurate with state-of-the-art
results previously reported for graph-based
WSD in English using WordNet.

These contributions suggest that for LOD, re-
lying on machine translation to fill in the lexical
gaps between resource-rich and research-poor lan-
guages (as with BabelNet) must only be a stopgap
measure, and that work to grow and extend local,
language-specific lexical resources such as Word-
Nets should continue so that verified, accurate data
can be properly linked and reintegrated with exist-
ing LOD later for use in NLP tasks such as WSD.

We first explore some related work (Section
2), before describing an implementation of graph-
based WSD for Portuguese (Section 3). Next,
we present our evaluation of the two approaches
to WSD in Portuguese, using a gold-standard,
human-annotated corpus for comparison (Section
4). Finally, we discuss the possible ramifications
of our findings in the context of LOD (Section 5),
before presenting our conclusions (Section 6).

2 Related Work

2.1 Knowledge and graph-based WSD
While WSD has traditionally delivered its best re-
sults using supervised and unsupervised machine
learning methods, domain-specific knowledge-
based WSD can now perform as well or better
than a more generic, supervised machine learning-
based WSD approach (Agirre et al., 2009). For
example, in the medical domain good results
have been obtained in WSD tasks by creating an

LKB from the Unified Medical Language Sys-
tem (UMLS) Metathesarurus, a collection of more
than one million biomedical concepts and five mil-
lion concept names (Stevenson et al., 2011; Preiss
and Stevenson, 2013).

Progress in knowledge-based WSD has largely
been driven by the development of graph-based
disambiguation methods, as pioneered by a num-
ber of researchers (Navigli and Velardi, 2005; Mi-
halcea, 2005; Sinha and Mihalcea, 2007; Nav-
igli and Lapata, 2007; Agirre and Soroa, 2008).
Graph-based methods allow LKBs such as Word-
Nets to be represented as weighted graphs, where
word senses correspond to nodes and the rela-
tionships or dependencies between pairs of senses
correspond to the edges between nodes. The
strength of the edge between two nodes, corre-
sponding to the relationship or dependency be-
tween two synsets, can then be calculated using
semantic similarity measures such as the Lesk al-
gorithm (Lesk, 1986).

For WSD tasks, graph-based representations of
LKBs can then be used to choose the most likely
sense of a word in a given context, based on the
dependencies between nodes in the graph (Agirre
and Soroa, 2009). Algorithms such as PageR-
ank (Brin and Page, 1998) allow for the weights
and probabilities of directed links between target
words and words in their local context to be spread
over the entirety of the graph (Agirre and Soroa,
2009). Nodes (senses) ‘recommend’ each other
based on their own importance – with the impor-
tance of any given node being higher or lower de-
pending on the importance of other nodes which
recommend it – and then follow a ‘random walk’
over the rest of the graph based on the importance
of the nodes to whose edges they are attached (Mi-
halcea, 2005; Agirre and Soroa, 2009).

At the end of this random walk, the probability
of a random walk from the target word’s node end-
ing on any other node in the graph has been calcu-
lated, thus allowing the most appropriate sense of
the target word to be detemined. By utilizing the
full extent of the graph-based representation of the
LKB in this way, the performance of WSD in gen-
eral (non-specific) domains has been shown to im-
prove, becoming almost as efficient as supervised
learning-based methods in some tasks (Agirre et
al., 2014).
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2.2 Linked Open Data and aligned LKBs

In parallel to the growing use and adaptation of
different types of LKBs in knowledge and graph-
based WSD, the lexical resources on which these
LKBs and WSD methods depend are becoming
increasingly linked, interconnected and accessi-
ble. Projects like MultiWordNet (MultiWord-
Net, nd) and EuroWordNet (Vossen, 2004) are
built around the idea of aligning and mapping the
identifier codes of WordNet-style synsets to each
other, and in many languages. For knowledge-
based WSD, this connectivity makes multilingual
and language-specific WSD tasks and workflows
much simpler to construct.

Recent LOD projects such as DBpe-
dia (Lehmann et al., 2012) and BabelNet (Navigli
and Ponzetto, 2012) are now collecting data
from encyclopedic sources such as Wikipedia
to create large-scale, structured multilingual
knowledge bases. BabelNet, in particular, inte-
grates both lexical and encyclopedic resources
– chiefly WordNet and Wikipedia – to create a
‘wide-coverage, multilingual semantic network’
of not only information and concepts but also the
semantic relationships between them (Navigli and
Ponzetto, 2012). Like DBpedia – which connects
the extracted knowledge from 111 different
language editions of Wikipedia (Lehmann et
al., 2012) – BabelNet is also multilingual, using
machine translation techniques to fill in the lexical
gaps in resource-poor languages (Navigli and
Ponzetto, 2012).

2.3 Current state of WSD in Portuguese

Portuguese-specific WSD has also followed the
knowledge-based trend. Early work focused
on the automatic generation of disambiguation
rules based on representations of meaning in pre-
annotated corpora (Specia et al., 2005), before ex-
ploring hybrid approaches that leverage the re-
lationships between different knowledge sources
to support such rules (Specia, 2006; Specia et
al., 2007). More recent work has focused on
graph-based methods, leveraging WordNets as
LKBs (Nóbrega and Pardo, 2014). However, this
work assumes that translating Portuguese terms
into English and then querying the English Word-
Net is sufficient for representing most of the senses
found in Portuguese texts.

Spanish, which shares a degree of similarity
with Portuguese, has been more widely explored

in the context of WSD. Agirre and Soroa (2009)
evaluated their graph-based WSD algorithm us-
ing the Spanish WordNet of approximately 67,000
senses (Atserias et al., 2004) as their LKB. They
obtained promising results that approach those re-
ported using the supervised ‘most frequent sense’
(MFS) baseline system for the SemEval-2007
Task 09 dataset (Màrquez et al., 2007). More re-
cently, graph-based WSD performed over Span-
ish Babelnet senses as the LKB was shown to im-
prove over the MFS baseline in the Multilingual
Word Sense Disambiguation task at SemEval-
2013 (Navigli et al., 2013).

These results are encouraging for the case of
Portuguese, demonstrating that knowledge-based
WSD produces good results using LKBs specific
to similar languages. For Portuguese, it would
thus seem more appropriate to grow Portuguese-
specific lexical resources and to link them with ex-
isting resources in other languages as LOD, than
to rely either on translating the input words to be
disambiguated, as in (Nóbrega and Pardo, 2014),
or on filling the gaps in one language by trans-
lating from the fuller lexical resources of other
languages, as in BabelNet (Navigli and Ponzetto,
2012).

3 Implementing Graph-Based WSD for
Portuguese

For the evaluations described in this paper, we use
UKB, a collection of tools and algorithms (Agirre
and Soroa, 2009; Agirre et al., 2014) for perform-
ing graph-based WSD over a pre-existing knowl-
edge base. We use UKB for two reasons:

• UKB includes tools for automatically creat-
ing graph-based representations of LKBs in
WordNet-style formats.

• The algorithm used by UKB for performing
WSD over the graph itself has been consis-
tently shown to produce results in line with or
above the state-of-the-art (Agirre and Soroa,
2009; Agirre et al., 2014).

For the purpose of our work, we are thus able
to perform highly-efficient disambiguation over an
accurate graph-based representation of our chosen
LKBs, meaning that any differences in results can
be confidently attributed to the quality of either the
input texts that are being disambiguated or to the
LKBs themselves.
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UKB first accepts input texts in a ‘context’ for-
mat, where each sentence in a text is treated as an
individual context containing the target word and
all other open-class words (nouns, verbs, adjec-
tives and adverbs) from the original sentence. This
context file can be easily extracted and arranged
from input texts pre-tagged with lemmas and part-
of-speech (PoS) tags, which we produce using the
LX-Suite (Branco and Silva, 2006), a collection of
shallow processing tools for Portuguese.

UKB then performs WSD for each sentence in
the context file, using a PageRank-based (Brin and
Page, 1998) random walk to return the probability
of each node (synset) in a given graph being se-
mantically related to a target word, and returning
the appropriate synset identifier for the most likely
node. It is this use of the words surrounding a tar-
get word in the context file – which are also in-
cluded as nodes in the graph and whose relevance
thus affects the final decision on which sense to
assign – that separates UKB from similar algo-
rithms and consistently delivers state-of-the-art re-
sults (Agirre and Soroa, 2009; Agirre et al., 2014).

The graphs used for the evaluation in this paper
were created, using the tools supplied with UKB,
from two different source LKBs – the Portuguese
MultiWordNet (MultiWordNet, nd) and version
3.0 of the Princeton English WordNet (Fellbaum,
1998). These LKBs are described in more detail
in the following section.

4 Evaluation

This section describes our comparison of the as-
signment of word senses by a human annotator
with the output of two options for performing
graph-based WSD in Portuguese:

• UKB-based WSD over the Portuguese Multi-
WordNet.

• UKB-based WSD over the English WordNet
(using terms automatically translated from
Portuguese to English)

For UKB-based WSD over the Portuguese
MultiWordNet, we create the required dictionary
files and corresponding graph from approximately
19,700 verified synsets. Because the synset identi-
fiers are mapped to the corresponding synsets in
the English WordNet, we are able to make use
of the semantic relations in the English WordNet

when building the graph – although the dictio-
nary used is small at 19,700, the fuller representa-
tion of semantic relations for English ensures that
the computed similarity between Portuguese dic-
tionary items is more reliable. Semantic relations
between glosses in the English WordNet are also
used when building the graph, which our own ex-
perimentation and previous reporting of results us-
ing UKB (Agirre and Soroa, 2009; Agirre et al.,
2014) have both shown to result in more accurate
WSD.

For UKB-based WSD over the English Word-
Net, we follow the model used by Nóbrega and
Pardo (2014) of translating ambiguous terms into
English and then disambiguating them using the
English WordNet. In practice, this involves trans-
lating the context file from Portuguese to English
after the input text is preprocessed and tagged us-
ing the shallow processing tools, so as to have
translated not just the target words but also the
surrounding open class words in each sentence.
The translated context file is then disambiguated
by UKB using a dictionary file and corresponding
graph created from the English WordNet, compris-
ing approximately 117,000 synsets.

We have not been able to use the WordRefer-
ence API (WordReference.com, nd) that Nóbrega
and Pardo (2014) used for translating from Por-
tuguese to English, for which user access is no
longer being granted. Instead, we have created
our own tool for translating terms from the con-
text file word-by-word using BabelNet. Each in-
dividual Portuguese word to be translated is given
together with its part of speech to BabelNet, which
returns the most appropriate ‘BabelSynset’ for that
word.

BabelSynsets are constructed from linked
information from a variety of sources in different
languages (including Wikipedia (Wikipedia,
nd), WordNet (Fellbaum, 1998), Wik-
tionary (Wiktionary, nd), Wikidata (Wikidata, nd),
OmegaWiki (OmegaWiki, nd) and various others)
with gaps in resource-poor languages filled using
machine translation. Every BabelSynset contains
a list of translations of its main sense in different
languages, and each of the possible translations
for the word in each language has a weighting or
probability attached to it. From this, we choose
the best weighted translation from the English
options and use this as the translation for the
original Portuguese word in the context file.
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CINTIL UKB + PT UKB + EN Translations
Manually disambiguated 45,502 45,502

Automatically disambiguated 59,190 112,678
Manually and automatically disamb. 45,386 41,441
Same sense assigned 29,540 12,563
Precision 65.09 30.32
Recall 64.92 27.61
F1 65.00 28.90

Table 1: Comparison of the performance of UKB-based WSD over the Portuguese MultiWordNet and
by translating terms to English to be run over the English WordNet.

4.1 Gold-Standard Test Corpus
The CINTIL International Corpus of Por-
tuguese (Barreto et al., 2006) was chosen as the
gold-standard for our evaluation. It comprises
approximately 1 million tokens manually anno-
tated with lemmas, part-of-speech, inflection, and
named entities, which are compatible with the
input and output formats of the tools in the LX-
Suite. The corpus contains data from both written
sources and transcriptions of spoken Portuguese
– we have used the data from the written part,
sourced mainly from newspaper articles and short
novels and comprising approximately 700,000
tokens, of which 193,443 are open class words.

Word senses were manually chosen and as-
signed to open-class words by a team of human an-
notators using the LX-SenseAnnotator tool (Neale
et al., 2015), a graphical user interface for assign-
ing senses from WordNet-style lexicons to pre-
tagged input texts. The lexicon from which an-
notators were able to choose senses was the same
Portuguese MultiWordNet (approximately 19,700
verified synsets) used in the evaluation. Because
annotators were only able to select from the words
and synets present in the Portuguese MultiWord-
Net, not all of the open-class words in the corpus
were able to be annotated.

4.2 Performance for Portuguese
Running the UKB algorithm over the manually
disambiuated CINTIL corpus, we can see how
well the two approaches – disambiguation using
the smaller Portuguese MultiWordNet or translat-
ing words to English and then disambiguating us-
ing the much larger English WordNet – perform
when compared with disambiguation by a human
annotator. As described earlier in section 4, the
mapping of synset identifiers between the Por-

tuguese and English WordNets allows the same
graph to be used in both approaches (built based
on the semantic relations between English synsets
coupled with the semantic relations between En-
glish glosses) - it is the sizes of the dictionary files
that link words to synsets in the graph that greatly
differ.

Table 1 shows that 45,502 of the 193,443 open
class words have been manually disambiguated.
When running UKB over the dictionary files and
graph built from the Portuguese MultiWordNet,
45,386 of the manually disambiguated words are
also automatically disambiguated, from a total of
59,190 tagged by the algorithm. Note that al-
though annotators may have chosen not to disam-
biguate certain words if they felt that the senses
presented to them by the Portuguese MultiWord-
Net did not convey the required meaning, the UKB
algorithm will always assign something from the
options available to it, choosing the most probable
sense from those provided.

This explains the greater number of senses au-
tomatically disambiguated than manually disam-
biguated, but without manual disambiguation we
have no measure of whether the additional auto-
matic disambiguation was correct or not. Thus,
we here define recall as the number of words with
the same sense assigned by UKB and the human
annotator, divided by the number of words man-
ually disambiguated (45,502). The UKB-based
WSD was able to assign the same sense to the
word as was chosen by the annotator for 29,540
of the 45,386 words for which the same sense was
assigned manually and automatically, giving a pre-
cision of 65.09% and recall of 64.92%.

When running UKB by automatically translat-
ing ambiguous Portuguese terms into English and
then running them over the dictionary files and
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graph built from the English WordNet, perfor-
mance is greatly affected. Despite vastly more
words being tagged with an assigned sense by
the algorithm – 112,678 – a lower number of
the words that were manually disambiguated end
up being tagged as well – 41,441. The UKB-
based WSD was able to assign the same sense
to the word as was chosen by the annotator for
just 12,563 of these words, giving a precision of
30.32% and recall of 27.61%

Corpus LKB F1

Senseval-2 WN3.0 70.3
Senseval-3 WN3.0 65.3
Semeval-07 (FG) WN3.0 56.0
Semeval-07 (CG) WN3.0 83.6
CINTIL PT MWN 65.0

Table 2: Comparison of UKB-based WSD over
the Portuguese MultiWordNet with previously re-
ported state-of-the-art results (for nouns).

Table 2 compares the performance of UKB over
the Portuguese MultiWordNet with the results ob-
tained by Agirre et al. (2014), who most recently
reported on the performance of UKB as F1 over
four different datasets – the Senseval-2 (Palmer et
al., 2001), Senseval-3 (Snyder and Palmer, 2004),
Semeval-2007 fine-grained (Palmer et al., 2001;
Snyder and Palmer, 2004; Pradhan et al., 2007)
and Semeval-2007 coarse-graned (Navigli et al.,
2007) English all-words tasks. Although the re-
sults they present cover various disambiguation
options within UKB, we focus here on the results
they obtained using the ppr w2w UKB method (as
we have). We also assume that they continue us-
ing version 3.0 of the English WordNet (complete
with information on the semantic relationships be-
tween glosses) as their underlying LKB, as they
have reported in previous evaluations (Agirre and
Soroa, 2009). This combination of UKB option
and underlying LKB is comparable with our own
evaluation of UKB over the Portuguese Multi-
WordNet.

The 19,700 verified synsets from the Portuguese
MultiWordNet version used in our evaluation are
constructed from 16,728 words, of which only 45
are not nouns. While Agirre et al. separate their
results by nouns, verbs, adjectives and adverbs and
also offer an overall score (2014), to compare our

results with their overall score would cast our own
in a very favourable (and very unfair) light. There-
fore, Table 2 only compares our results against
those previously reported for nouns by Agirre et
al. (2014).

5 Discussion

The results presented in the previous section high-
light two important points:

• That performing WSD over a smaller, lan-
guage specific LKB (such as the Portuguese
MultiWordNet) is more accurate (tagged
with the sames senses as were manually as-
signed by a human annotator) than translat-
ing ambiguous terms into English to perform
WSD over larger LKBs (such as WordNet).

• That performing WSD over a smaller, lan-
guage specific LKB (such as the Portuguese
MultiWordNet) produces results with compa-
rable accuracy to state-of-the-art results re-
ported for (UKB-based) WSD over the much
larger English WordNet.

Table 1 shows that the results obtained by run-
ning UKB over the dictionary and graph files cre-
ated from the Portuguese MultiWordNet are far
higher than those obtained by first translating the
target and surrounding words in the context file
into English, and then running UKB over the En-
glish WordNet. This is despite the fact that the
Portuguese MultiWordNet is considerably smaller,
at around 19,700 verified synsets, than the English
WordNet, at a reported 117,000 synsets.

Nóbrega and Pardo themselves (2014), whose
approach of translating ambiguous words to En-
glish in order to perform WSD using the En-
glish WordNet we have compared with our own
language-specific results, describe some of the
problems that translating terms to and from En-
glish can introduce. They observe that some very
specific terms or concepts in Portuguese may not
have a direct translation in English at all, while
conversely there may be generic terms or con-
cepts in Portuguese that have much more specific
categories in English (Nóbrega and Pardo, 2014).
While their coverage may be less due to their
smaller size, language-specific LKBs limit such
problems, with the terminology that is accounted
for being specific to the language in question.

A glance at the original and translated context
files used in our comparison shows that in many
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cases incorrect translations before the WSD has
even been performed have led to the difference in
results using the two approaches. For example,
a line from a news article in the CINTIL corpus
reads:

“O secretário de Imprensa da Casa
Branca, Mike McCurry, disse que qual-
quer agressão iraquiana seria ‘uma
questão de grave preocupação”’

An accurate translation of which would be:

“The White House press secretary, Mike
McCurry, said that any Iraqi offensive
would be ‘a question of serious con-
cern”’

From this sentence, extracting the open-class
words in Portuguese produces the follow-
ing line for the context file (formatted as
lemma#pos#wordid):

secretário#n#w1 imprensa#n#w2
dizer#v#w3 agressão#n#w4
iraquiano#a#w5 ser#v#w6
questão#n#w7 grave#a#w8
preocupação#n#w9

Upon translating each of these words to English,
we are left with the following line in our translated
context file, to be passed to UKB and each term
disambiguated using the dictionary and graph files
from the English WordNet.

secretary#n#w1 printing press#n#w2
tell#v#w3 aggression#n#w4 iraqi#a#w5
being#v#w6 question#n#w7
grave#a#w8 concern#n#w9

As well as a number of words which could have
been translated slightly better – ‘say’ would have
been better than ‘tell’ for word three, ‘offensive’
better than ‘aggression’ for word four and ‘seri-
ous’ better than ‘grave’ for word eight – there is a
more obvious problem with the translation of word
two. The Portuguese word ‘imprensa’ has been
(in this context) incorrectly translated as ‘printing
press’, the actual mechanical device used to create
printed materials. With it being highly unlikely
that the White House employs a ‘printing press’
secretary, we can see how incorrect translations
from Portuguese to English would lead to UKB
being provided with problematic and potentially

confusing contexts from which to disambiguate
target words.

Of course, we must take into account that our
translations from Portuguese to English are not
likely to be as accurate as those obtained by
Nóbrega and Pardo (2014). They describe using
the WordReference API to extract dictionary def-
initions of Portuguese terms in English, but be-
cause that is no longer available we instead trans-
late terms using the linked datasets in BabelNet,
as described in section 4. Because lexical gaps in
BabelNet are filled using machine translation for
resource-poor languages, the resources on which
our translations depend are unlikely to be as accu-
rate from the outset as those from a verified dic-
tionary API, and it would be interesting to ex-
plore whether alternative methods of producing
our translations might give different results in our
future work. However, we feel that the point
demonstrated by the previous example still holds
true – in trying to translate ambiguous terms from
Portuguese to English in order to perform WSD
over a larger underlying LKB in English, we are
actually introducing more noise to the problem.

Table 2 shows that the accuracy of running
UKB over the dictionary and graph files created
from the Portuguese MultiWordNet is comparable
with previously-reported state-of-the-art results –
namely running UKB over the much larger En-
glish Wordnet to disambiguate words already in
English. As well as the results shown in Table 1
and discussed in the preceding paragraphs, show-
ing that translating Portuguese terms into English
to make use of a much larger English LKB for
disambiguation decreases accuracy, the results in
Table 2 show that the smaller size of the Por-
tuguese MultiWordNet does not have any consid-
erable detrimental effect on the accuracy of the
WSD process itself.

Besides the limited lexical coverage, there is
no reason that using a smaller, language-specific
LKB would produce any less accurate results for
WSD. In fact, while language-specific dictionaries
might be much smaller in certain languages, be-
cause the semantic relationships between concepts
generally hold true across different languages,
graphs representing these relationships as nodes
and edges can actually be created from much fuller
LKBs (as we have done using semantic relations
from the English WordNet). This ensures that
although not all words are covered locally, our
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capacity to determine the relationships between
them is still strong, providing consistently accu-
rate results. Problems arise not necessarily from
difficulty in determining the semantic relation-
ships between concepts, but because the kinds of
ambiguities and translation errors described above
will occur when gaps in the lexical coverage of
linked data are filled using machine translation.

For LOD, the implications are that while miss-
ing data for resource-poor languages can be
filled in using machine translation (Navigli and
Ponzetto, 2012), verified language-specific lexi-
cal resources still provide highly accurate results
for tasks like WSD regardless of their compara-
tive size – there is nothing to be gained by trans-
lating terms into other languages (such as En-
glish) to make use of fuller, larger LKBs. The
increased connectivity and integration of lexical
(and encyclopedic) resources in projects like DB-
pedia and BabelNet open up a world of possibili-
ties for multilingual NLP, but filling the gaps us-
ing machine translation should only be a stopgap
measure. Rather than abandon them in favour of
the linked data already available, local efforts to
grow, extend and expand language-specific lexi-
cal resources must continue, such that they can
be continually re-integrated as LOD later as fuller,
accurate and verified resources – thus increasing
the overall quality of linked lexical data.

6 Conclusions

We have evaluated two approaches to performing
graph-based WSD in Portuguese; 1) by using the
smaller, language-specific Portuguese MultiWord-
Net as the underlying LKB, and 2) by first trans-
lating open-class words from Portuguese to En-
glish in order to use the much larger English Word-
Net as the underlying LKB. Comparing the re-
sults of both approaches with the human-assigned
senses in a gold-standard annotated corpus, we
have demonstrated that performing graph-based
WSD using a smaller, language-specific LKB pro-
vides more accurate results than the approach of
using the larger LKB by way of translating terms
first. Furthermore, the accuracy of the language-
specific approach is comparable with state-of-the-
art results reported for graph-based WSD in En-
glish using WordNet.

For LOD, the implications of our results are that
as well as in the short term making use of linked
data where the gaps between resource-rich and

resource-poor languages have been filled by ma-
chine translation, local efforts to grow and extend
language-specific lexical resources such as Word-
Nets should continue, so that these can be linked
back to existing data as LOD later. This way, LOD
will eventually consist not only of the connected
semantic relationships across languages, but also
fuller and verified lexical coverage, making rich
multilingual NLP applications possible based on
accurate linked data.

We plan to build on our work by making
further comparisons to other graph-based WSD
approaches, such as the disambiguation options
available in BabelNet itself performed over its own
linked data as an LKB, and by experimenting with
alternative techniques and APIs for translating the
open-class words from the context file into En-
glish in the first instance. It would also be in-
teresting to combine approaches, augmenting re-
sults from accurate local lexical resources with re-
sults sourced via translated terms fed to larger re-
sources. We also plan to explore whether LOD
can play an effective role in the growth and ex-
tension of local lexical resources themselves, in-
vestigating whether there is an effective way that
the expansion of local WordNets can be in some
part automated based on manually checked and
verified translations sourced from existing multi-
lingual LOD.
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