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Abstract

In this paper, we describe the process
of creating a statistical Language Model
(LM) for the Tunisian Dialect. Indeed,
this work is part of the realization of Au-
tomatic Speech Recognition (ASR) sys-
tem for the Tunisian Railway Transport
Network. Since our field of work has
been limited, there are several words with
similar behaviors (semantic for example)
but they do not have the same appear-
ance probability; their class groupings will
therefore be possible. For these reasons,
we propose to build an n-class LM that is
based mainly on the integration of purely
semantic data. Indeed, each class repre-
sents an abstraction of similar labels. In
order to improve the sequence labeling
task, we proposed to use a discriminative
algorithm based on the Conditional Ran-
dom Field (CRF) model. To better judge
our choice of creating an n-class word
model, we compared the created model
with the 3-gram type model on the same
test corpus of evaluation. Additionally, to
assess the impact of using the CRF model
to perform the semantic labelling task in
order to construct semantic classes, we
compared the n-class created model with
using the CRF in the semantic labelling
task and the n-class model without using
the CRF in the semantic labelling task.
The drawn comparison of the predictive
power of the n-class model obtained by ap-
plying the CRF model in the semantic la-
belling is that it is better than the other two
models presenting the highest value of its
perplexity.

1 Introduction

Generally, the development of such ASR
system for a specific language requires
first and foremost the construction of a
large speech corpus. This corpus must
be based on both an orthographic and a
phonetic transcription. In addition, tex-
tual data for learning the LM of the system
are also required. Nevertheless, these re-
sources are not available directly for Ara-
bic dialects. As a result, the ASR sys-
tem development for Arabic dialects is
fraught with many different kinds of dif-
ficulties that it faces. In this perspective,
this work is integrated in the field of de-
veloping the Tunisian Dialect ASR system
for the Tunisian Railway Transport Net-
work. More precisely, we are interested
in this paper in presenting our method for
constructing a LM; one among the essen-
tial components of the ASR system. This
model proposes to define the probability
distribution on sets of word sequences.
Due to the lack of learning data of the
Tunisian dialect, it is necessary to find a
method that maximizes the amount of in-
formation. This corresponds to the appear-
ance of the n-class LM. The main idea of
this model is to classify vocabulary words
into lexical classes and to calculate the
probability of a sequence of words, such
as the probability of a sequence of lexical
classes (5).

The primary contributions of this paper are
as follows:

• Gathering our TARIC (Tunisian Ara-
bic Railway Interaction Corpus) cor-
pus to realize an ASR system for
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the Tunisian Railway Transport Net-
work. This corpus is based on speech
transcriptions. In order to obtain
a standardized and normalized cor-
pus, we employed our Tunisian Di-
alect CODA (Conventional Orthogra-
phy for Dialectal Arabic) (30).
• We present our proposed method of

creating the n-class LM. To achieve
this, we show the different stages of
our method.
• We evaluate the performance of the

discriminative algorithm based on the
CRF model in order to perform the
semantic labeling task for sponta-
neous speech in the Tunisian Dialect
in the n-class LM construction con-
text.
• Testing the impact of using CRF

model in the semantic labelling field.
It is also important to assess its effect
on creating semantic classes on the
one hand, on developing an n-class
LM and on its perplexity level on the
other hand.
• We eventually disclosed the elabo-

rated experiments we went through
and the obtained results.

The remainder of this paper is organized
as follows: Section 2 tries to show the
main role of ASR system and its compo-
nents. We also shed light on the main
types LM. Section 3 discusses the related
work in this field summarizing the main
aspects of every work. Section 4 de-
scribes the TARIC corpus in Tunisian Di-
alect used for experiments. In section 5,
we present the CRF discriminative model
used to perform semantic labeling then,
we explain our method to construct n-class
LM for Tunisian Dialect. Then Conclu-
sion is drawing in the last section.

2 ASR system and language model

An Automatic Speech Recognition (ASR)
system aims to transcribe textual data of
a speech signal. Indeed, in the context
of statistical modeling of speech, an ASR
system is composed of acoustic model,

language model (LM) and phonetic dictio-
nary. As our works aim at suggesting a
method in order to construct a LM, we pro-
vided further explanations of this compo-
nent by concentrating on its different types
that have been proposed in the literature.
As we mentioned earlier, the LM seeks
to represent the language behavior in or-
der to confirm or refute the propositions
made by the acoustic module. In litera-
ture, several statistical LM types are rec-
ognized as being the most efficient models
in ASR. Among these models, we can cite
n-gram, sequences of n-words and facto-
rial LM. We will present some examples of
the aforementioned approaches in the fol-
lowing sub-sections.

2.1 N-gram model

Thanks to their simplicity and efficiency,
n-gram models are the most widely used
LM in the speech recognition field. They
are based on the assumption that the ap-
pearance of a single word depends only
on its history. In practice, estimating this
probability is very difficult. In fact, no
learning corpus can make it possible to ob-
serve all the sequences of possible words.
As a result, the basic idea of n-gram mod-
els consists in considering only the se-
quences of words of length n, i. e the cal-
culation is approached by a limited history
consisting of the n-1 preceding words. The
major drawback of this modeling type is
that it can lead to assigning a zero prob-
ability to any n-gram that has never been
encountered in the training corpus. This
problem is serious especially when this n-
gram could be perfectly valid in linguis-
tics.

2.2 N-class model

Due to the lack of the learning corpus, it
is vital to find a method that maximizes
the amount of useful information on the
one hand and reduces the model parame-
ter space on the other hand. In order to
meet this requirement, other methods have
emerged recently. They consist in group-
ing words into classes. This corresponds
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to the appearance of n-class LM. The chief
idea of this model is to group vocabulary
words into lexical classes and to estimate
the probability of the word sequence, such
as the probability of a sequence of lexical
classes (5). One of the clearest concep-
tion of motivations for n-class models is
that a word of a given class, not necessar-
ily found in the learning corpus, inherits
the probability of all the other representa-
tives of its class. In addition, it is possible
to add words to classes without having to
re-estimate the model probabilities. How-
ever, the problems faced by n-class models
are numerous. The first major difficulty is
that this type of model requires the need
for a prelabeled learning corpus (24). Nev-
ertheless, manual labeling is particularly
heavy despite its exact results.

2.3 Factorial LM

The factored LM is based on the princi-
ple that a word is no longer seen as a sim-
ple graphic chain but rather as a vector of
characteristics (3). These characteristics
can include the lemma and the grammat-
ical class of a word, morphs, its kinds, its
numbers, or Booleans indicating the word
belonging to given semantic classes. On
the theoretical side, factorial models have
already shown good results for some tasks,
such as machine translation (14). At the
practical level, few works have relied on
this model, especially in the speech recog-
nition task.

To conclude, due to the limitation of our
field of work ”Tunisian Railway Trans-
port Network”, several words with simi-
lar behaviors exist, (semantic for exam-
ple) but they do not have the same prob-
ability of appearance; their class group-
ings will therefore be possible. Moreover,
the amount of learning data is reduced. In
this context, the use of the n-class model
is beneficial at several levels. For these
reasons, we propose to build an n-class
LM that is based mainly on the integra-
tion of purely semantic data. Indeed, our
method will be used to create a LM based
on semantic information for the creation

of word classes. The figure 1 shows some
words with the same semantic behavior.

Figure 1: some words with the same semantic be-
havior.

3 Related Work

In this Section, we are going to review the
existing works related to classify vocab-
ulary words for the construction of an n-
type class LM. In the context of training
classes of words, (10) proposes a simple
word classification algorithm for statisti-
cal LM in speech recognition. The clas-
sification criterion used in this approach is
the similarity of words. Indeed, the princi-
ple is based on the criterion of substitution
or replacement. According to this algo-
rithm, two words are similar since they can
be substituted in the learning corpus (10).
According to this automatic word classi-
fication approach, the word accuracy rate
was increased by 8.6% with a reduction in
perplexity of about 6.9% (10). The method
proposed by (8) is essentially based on the
principle of combining different sources of
information at the class formation level. In
his work, (8) uses two types of informa-
tion: contextual information and prior in-
formation. The former is the most com-
monly used, corresponds to n-gram depen-
dencies. This information can be collected
not only at the words level, but also at the
level of previously constructed classes of
words (8). It is fundamental to take into
account the contextual information in or-
der to better distribute the words into the
classes. Thus, the use of contextual infor-
mation is of interest in the context of im-
proving the predictability of the model. It
makes it possible to offer a better distribu-
tion of words into classes and thus, a more
balanced distribution of distributions (8).
The second type, either semantic or syn-
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tactic information, is formalized by cate-
gories or grammars. In the approach pro-
posed by (8), the used information a pri-
ori is extracted from a learning corpus la-
beled in grammatical categories. The ap-
proach proposed by (29) is based on con-
textual information (left context and right
context), so words that appear frequently
in similar contexts should be assigned to
the same class. According to (29), differ-
ent vocabulary words are classified using
the k-means algorithm. The particularity
of this approach is based on the fact that
the number of words in a class is set to
k and if there is a class whose number of
words is less than k then that class will be
merged with another. The main advantage
of this algorithm is its simplicity to find
centroids and suddenly, the cost of merg-
ing words or classes becomes less expen-
sive. The approach developed by (2) pro-
poses to integrate semantic information for
the formation of word classes in the statis-
tical LM of ASR system. This approach
is based on a pivot language (called IF for
Interchange Format), which represents the
meaning of the sentence regardless of the
language (2). Thus, the criterion of choice
of classes is guided by the definition of the
pivot language and the most used concepts
in the IF.

4 Tunisian dialect corpus
collection

We create our own corpus of real spo-
ken dialogues corresponding to the infor-
mation request task in railway stations in
collaboration with the Tunisian National
Railway Company (SNCFT). This cor-
pus is called TARIC, for Tunisian Ara-
bic Railway Interaction Corpus [16]. The
main task of the TARIC corpus is in-
formation request in the Tunisian dialect
about the railway services in a railway sta-
tion. These requests are about consulta-
tion, train type, train schedule, train des-
tination, train path, ticket price and ticket
booking. The creation of the corpus was
done based on two steps: the production
of audio recordings and the manual tran-
scription of these recordings.This corpus

consists of 21,102 statements and 66,082
words.

The Tunisian dialect the Tunisians’ mother
tongue, which is used in their daily oral
communication. It is becoming more
and more useful not only in interviews,
talk shows and public services but also
in blogs, chat rooms, SMS, e-mails, etc.
However until now the Tunisian dialect
has no standardized spelling. Indeed, this
dialect differs from MSA and it does not
have a standard spelling because there are
no academies of Arabic dialect. Thus, to
obtain coherent learning data and to have
a robust and powerful language model, it
is necessary to utilize a standard spelling.
Indeed, there are words with many forms.
For example, the word 	

àñJ
�
	
P̄ 	PP /reserva-

tion/ can be written in four different ways:
	
àñJ
�

	
P̄ 	P@ �P, 	

àñJ
�
	
P̄ @

�	P@ �P and 	
àñJ
�

	
P̄ 	QK
P.

As a result, each word has a unique
form. Spelling transcription guidelines
CODA (Tunisian Dialect writing conven-
tion), (30), were adopted.

The normalization step is essential be-
cause it presents a key point for the other
steps of our method. Among the normal-
isation Tunisian Dialect words we have:
(i)Number ”sixteen” is written as �

�A
�

¢
�
J�.

(ii)To define the future, we must follow the
following form: �

�A
�
K. + verb, for example:

ú


æ
�
�Ö

	
ß �

�A
�
K. . (iii) To define the negation, we

must follow the following form: A
�
Ó + verb.

The Tunisian Dialect is characterized by
the presence of foreign words, such as for
instance: French, English, Spanish, Ital-
ian, etc.To transcribe these words, Arabic
alphabets have been used. These foreign
words have a unique form, for example:
Pñ

�
KP [Back], 	

à@ �Q
�
K [train]... At the end of

this step, we obtain a standardized corpus,
the figure 2 represents a corpus extract be-
fore the normalization step.
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Figure 2: Corpus extract before the normalisation
step

The figure 3 represents a corpus extract af-
ter the normalization step.

Figure 3: Corpus extract after the normalisation
step

5 N-class LM construction

In this section, we are going to describe
our method to create n-class LM based
on semantic information for establishing
word classes. This method is made up of
five distinct stages.

5.1 Pre-processing stage

When we studied our corpus, we noticed
that there are words that have no seman-
tic value when they are figured all alone.
Only the grouping of these words with
other words can give a better semantic
value to words that may be insignificant
and subsequently useless for our field of

work. As a result, we have decided to cre-
ate semantic blocks that consist of group-
ing one or more words into a single word.
Semantic block is defined as a group of
two or more words. Indeed, this pre-
treatment consists of adding a (-) between
two or more words to build a single word.
Among the words that can be grouped to-
gether to form a semantic block, we find
ú


æ

	
�
�

A
�
Ó followed by another word to indi-

cate the time for example �
é

�
«A

�
� ú



æ

	
�
�

A
�
Ó [1

PM]. Cities whose names are composed
such as YK


	PñK. ø



YJ
� [name of Tunisian

city] A
�
Ó [negation] followed by a verb with

a negative form to express negation. This

step is necessary because it will be used
for semantic labeling and later for the for-
mation of word classes. Indeed, the main
objective of this step is to give a better
semantic value to words that may be in-
significant and subsequently useless for
our work. Following this step, we obtain
a corpus that contains all the possible se-
mantic blocks. Below (figure 4) is an ex-
cerpt from this corpus.

Figure 4: Extract of our corpus after semantic
blocks formation

5.2 Statistical Semantic labeling

In this sub-section, we present in more
details the way we integrate semantic or-
der information for the formation of word
classes. According to the previous steps,
the semantic labeling step consists in giv-
ing a label to each single word or seman-
tic block. We have performed the labeling
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task of words or semantic blocks extracted
from a sentence and their corresponding
concepts in the field of railway request in-
formation. In this task, each word or se-
mantic block is labeled with a concept in-
dicating its appropriate semantic nature.
Thus, semantic labeling is not done word
by word because we can find words that
can have several meanings depending on
the context in which they are used. Sub-
sequently, the labeling of a word or a se-
mantic block is done while taking into ac-
count its left and right neighborhood in a
sentence. The figure 5 shows examples of
semantic labeling.

Figure 5: Extract of semantically labelled corpus

In order to improve the sequence labeling
task, we proposed to use a discriminative
algorithm based on the Conditional Ran-
dom Field (CRF) model. Thanks to their
ability in learning the sequence tagging
tasks efficiently, CRF have been applied to
a wide range of NLP applications, such as
morpho-syntactic tagging (POS), chunk-
ing and language modeling. CRF are prob-
abilistic models for computing the condi-
tional probability of a possible output giv-
ing an input sequence also called the ob-
servation sequence. To train semantic la-
beling associations and some predefined
feature sets, CRF learns a set of weights
w. Learning the parameter set w is usu-
ally done by a maximum likelihood learn-
ing for p(x̄|ȳ;w):

p(x̄|ȳ;w) =
1

z(x̄|w)
exp

∑
j

wjFj(x̄, ȳ)

(1)

According to these equations, x̄ repre-
sents the sequence of words or seman-
tic blocks (observation), ȳ represents the
sequence of labels, and w stands for the
weights. Fj corresponds to a feature func-
tion. The latter depends on the sequence
of words, the current label, the previous
label and the current position in an utter-
ance. We utilized the CRF++ toolkit (16)
in our experiments. It is a customizable
and open source, which implement the
CRF for segmenting and labeling sequen-
tial data. It is written in C++, employs
fast training based on gradient descent and
generates n-best candidates. In order to
measure the performance of the labelling
task, three evaluation metrics were gen-
erally adopted. The latter allow express-
ing Recall and Precision. These measures
could be calculated as follows:

Precision =
#word correctly Labelling

#word Labelling
(2)

Recall =
#word correctly Labelling

#total of word
(3)

Our purpose is to create training and test-
ing sets decently. We outlined the avail-
able datasets for the languages under in-
vestigation. We randomly selected 15826
sentences and 49562 words for training,
5276 sentences and 1652 words for test-
ing. The outcomes of the CRF system
show a Recall of 88% and a Precision of
87%. Based on the manual examination
of the automatic labeling result using CRF,
we found that the CRF have the ability to
detect composed token specific to the task
and label them correctly.

5.3 Construction of semantic classes

The present work, being mainly dedicated
to building n-class-based LM, focuses es-
sentially on the formation of semantic
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classes. Each class represents an abstrac-
tion of similar labels. In fact, a seman-
tic class may correspond to a label or a
group of labels, whereas a label cannot
belong to only one class. Thus, if we
consider the two statements: Sentence 1:
�C

�
¿ ÐA

�
K


	Pð
�
X �

	
��ñ

��
K [Tunis second class].

Sentence 2: �C
�
¿ PA

�
J
ÓðQK�

�
é

�
�ñ� [Sousa

first class]. They become similar from
this point of view because the words �

	
��ñ

��
K

[name of city] and �
é

�
�ñ� [name of city]

belong to the same semantic class group-
ing ”city” and the words ÐA

�
K


	Pð
�
X and PA

�
J
ÓðQK�

belong to the same semantic class group-
ing ”Class”. Indeed, the number of classes
must be limited while the number of oc-
currences of words belonging to same
class must be large enough to come up
with correct learned probabilities. We
therefore choose to limit ourselves to the
selection of classes most frequently en-
countered in our corpus, corresponding
to our Field of study ”Tunisian Railway
Transport Network”. In this step, we iden-
tify the most common label and group
them into classes. A class then corre-
sponds to a set of words leading to the
same semantic labelling representation.

Table 1: Examples of Semantic Classes

Semantic classes Variants semantic tags
City Destination-Station..
Schedule Trip-time, Arrival-hour ..
Response Confirmation, Negation..

In our case, this classification provides
about 20 semantic classes such as [City],
[Response], [Request-Concept], [Compar-
ison], [Schedule]. After obtaining the list
of semantic classes, as shown in Table 1,
we can then directly associate each word
of our corpus with the class to which it be-
longs.

5.4 N-class calculation

We have already done the first experience
for n-class LM calculation for Tunisian
Dialect. After obtaining the list of seman-

tic classes, we use it in combination with
the data of LM to build our new ”seman-
tic” model. In the LM learning corpus all
words (or semantic blocks) are replaced by
class names. The result is a ”prepared”
corpus that contains both words ( or se-
mantic blocks) and Semantic classes. Fi-
nally, we use the SRILM 1 toolbox to learn
LM including semantic classes. SRILM is
a toolkit for building and applying statisti-
cal LM, primarily for use in speech recog-
nition, statistical tagging and segmenta-
tion, and machine translation.

5.5 Evaluation of a LM

Several measures are used to evaluate the
quality of LM. We present perplexity as
the most used method. Perplexity (PPL) is
a quick method to evaluate LM. It is com-
monly used for several years to judge the
quality of LM (15). This evaluation met-
ric is used to measure the prediction abil-
ity of LM on a test corpus not seen during
learning. The principle of perplexity is to
check how much LM can predict the word
sequences of the language it is supposed to
model. Perplexity is defined by:

PPL = 2−
1
n

n∑
t=1

logP (wt|h) (4)

Where P (wt|h) represents the probability
proposed by the LM for the word knowing
the history h. Indeed, the perplexity of LM
is between 1 and V, V is the size of vocabu-
lary, that is to say the number of words that
compose it. A reduced value of perplexity
leads to better LM prediction capability.

As we have already mentioned, a low
value of perplexity reflects a strong pre-
dictive power of LM. Thus, to better judge
our choice of creating an n-class word
model, we compared the created model
with the 3-gram type model on the same
test corpus of evaluation. Additionally,
to assess the impact of using the CRF
model to perform the semantic labelling
task in order to construct semantic classes,

1http://www.speech.sri.com/projects/srilm/



727

we compared the n-class created model
with using the CRF in the semantic la-
belling task and the n-class model without
using the CRF in the semantic labelling
task. The table below shows a compari-
son between the n-class model based on
the CRF model in the Semantic labeling
task and the n-class model without apply-
ing the CRF model in the Semantic label-
ing task together with the n-gram model in
terms of perplexity.

Table 2: Value of perplexity calculated on the
same test corpus

Type of model Perplexity
3-gram 74.46
n-class without CRF 4.17
n-class with CRF 3.87

Table 2 shows the very significant rela-
tive reduction in perplexity by applying
the CRF model in the semantic labelling
compared to the other models. These re-
sults are consistent with what could be ex-
pected: (1) it is the classification based on
semantic data that has minimized the per-
plexity of the obtained LM. The value of
the n-class model perplexity remains well
below that of the 3-gram model on the
test corpus. Interestingly, the same mod-
els as for the learning corpus have the low-
est perplexity value on the test corpus. (2)
the application of CRF model to perform
the semantic labelling task affects the im-
provement in creating semantic classes, by
taking into account the n-class LM, and
calculating the perplexity rates.

6 Conclusion

In this work, we have interested in con-
structing a statistical LM as one of the
components of ASR system. The main
role of this model is to give the probability
of distribution on sets of word sequences.
In particular, we are interested in n-class
LM by using semantic information for the
creation of word classes. Our choice is jus-
tified by the fact that some words are sim-

ilar but they do not have the same proba-
bility of appearance, so their class group-
ings will be possible because of the lim-
itation of our field of work ”the Tunisian
Railway Transport Network”. The main
idea of this model is to group vocabulary
words into semantic classes and to con-
sider mainly the calculation of the prob-
ability of a sequence of words such as the
probability of a sequence of these seman-
tic classes. To do this, we have followed
these steps:We firstly construct semantic
blocks that consists in grouping one or
more words into a single word that we
call ”semantic blocks”. Secondly, we do
the semantic tagging. So in order to ob-
tain a labeled corpus, the semantic label-
ing step consists in giving a label for each
single word or for each semantic block.
To improve the sequence labeling task, we
proposed to use a discriminative algorithm
based on the Conditional Random Field
(CRF) model. Thirdly, we form seman-
tic classes. In fact, a semantic class may
correspond to a label or a group of labels,
whereas a label cannot belong to only one
class.LM calculation based on the SRILM
tool. Evaluating the constructed model by
calculating its perplexity. In order to test
the model generated by our statistical LM
system, we compared the created model
with the 3-gram type model on the same
test corpus. Secondly, to better judge the
impact of using the CRF model to perform
the semantic labelling task in order to con-
struct semantic classes, we compared the
n-class created model based on the CRF
in the semantic labelling task and the n-
class model without using the CRF in the
semantic labelling task. According to this
evaluation, we can say that the classifica-
tion based on semantic data has minimized
the perplexity of the LM obtained as com-
pared to the rapport 3-gram LM. More-
over, the use of the CRF model to perform
the semantic labelling task has an impact
on the improvement in creating semantic
classes, by taking into account the n-class
LM and calculating the perplexity rates.
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