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Abstract

We present ClaimRank, an online system for
detecting check-worthy claims. While origi-
nally trained on political debates, the system
can work for any kind of text, e.g., interviews
or regular news articles. Its aim is to facili-
tate manual fact-checking efforts by prioritiz-
ing the claims that fact-checkers should con-
sider first. ClaimRank supports both Arabic
and English, it is trained on actual annota-
tions from nine reputable fact-checking orga-
nizations (PolitiFact, FactCheck, ABC, CNN,
NPR, NYT, Chicago Tribune, The Guardian,
and Washington Post), and thus it can mimic
the claim selection strategies for each and any
of them, as well as for the union of them all.

1 Introduction

The proliferation of fake news demands the at-
tention of both investigative journalists and scien-
tists. The need for automated fact-checking sys-
tems rises from the fact that manual fact-checking
is both effort- and time-consuming. The first step
towards building an automated fact-checking sys-
tem is to identify the claims that are worth fact-
checking.

We introduce ClaimRank, an automatic sys-
tem to detect check-worthy claims in a given text.
ClaimRank is multilingual and at the moment it
is available for both English and Arabic. To the
best of our knowledge, it is the only such system
available for Arabic. ClaimRank is trained on ac-
tual annotations from nine reputable fact-checking
organizations (PolitiFact, FactCheck, ABC, CNN,
NPR, NYT, Chicago Tribune, The Guardian, and
Washington Post), and thus it can be used to pre-
dict the claims by each of the individual sources,
as well as their union. This is the only system we
are aware of that offers such a capability.

∗Work conducted while this author was at QCRI.

2 Related Work

ClaimBuster is the first work to target check-
worthiness (Hassan et al., 2015). It is trained
on data annotated by students, professors, and
journalists, and uses features such as sentiment,
TF.IDF-weighted words, part-of-speech tags, and
named entities. In contrast, (i) we have much
richer features, (ii) we support English and Ara-
bic, (iii) we learn from choices made by nine rep-
utable fact-checking organizations, and (iv) we
can mimic the selection strategy of each of them.

In our previous work, we focused on de-
bates from the US 2016 Presidential Campaign
and we used pre-existing annotations from on-
line fact-checking reports by professional journal-
ists (Gencheva et al., 2017). Here we use roughly
the same features, with some differences (see be-
low). However, (i) we train on more debates
(seven instead of four for English, and also Arabic
translations for two debates), (ii) we add support
for Arabic, and (iii) we deploy a working system.

Patwari et al. (2017) focused on the 2016 US
Election campaign as well and independently ob-
tained their data in a similar way. However, they
used less features, they did not mimic any specific
website, nor did they deploy a working system.

3 System Overview

The run-time model is trained on seven English
political debates and on the Arabic translations of
two of the English debates. For evaluation pur-
poses, we need to reserve some data for testing,
and thus the model is trained on five English de-
bates, and tested on the other two (either origi-
nal English or their Arabic translations). In both
cases, the data is first preprocessed and passed to
the feature extraction module. The feature vectors
are then fed to the model to generate predictions.
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Figure 1: System architecture.

3.1 General Architecture

Figure 1 illustrates our general architecture.
ClaimRank is accessible via a Web browser. When
a user submits a text, the server handles the re-
quest by first detecting the language of the text
using Python’s langdetect. Then, the text is
split into sentences using NLTK for English and a
custom splitter for Arabic. An instance of the sen-
tence list is stored in a session after being JSON-
fied. After that, features are extracted for each sen-
tence and fed into the model, which in turn gener-
ates the check-worthiness score for each sentence.
Scores are displayed in the client next to each sen-
tence, along with their corresponding color codes.
Scores are also stored in the session object along
with the sentence list as parallel arrays. In case the
user wants the sentences sorted by their scores, or
wants to mimic one of the annotation sources strat-
egy in sentence selection, the server gets the text
from the session, and re-scores/orders it and sends
it back to the client.

3.2 Features

Here we do not propose new features, but rather
reuse features that have been previously shown
to work well for check-worthiness (Hassan et al.,
2015; Gencheva et al., 2017).

From (Hassan et al., 2015), we include TF.IDF-
weighted bag of words, part-of-speech tags,
named entities as recognized by Alchemy API,
sentiment scores, and sentence length (in tokens).

From (Gencheva et al., 2017), we adopt lexi-
con features, e.g., for bias (Recasens et al., 2013),
for sentiment (Liu et al., 2005), for assertive-
ness (Hooper, 1974), and also for subjectivity.

We further use structural features, e.g., for loca-
tion of the sentence within the debate/intervention,
LDA topics (Blei et al., 2003), word embed-
dings (Mikolov et al., 2013), and discourse re-
lations with respect to the neighboring sen-
tences (Joty et al., 2015). More detail about the
features can be found in the corresponding paper.

3.3 Model
In order to rank the English claims, we re-use the
model from (Gencheva et al., 2017). In particular,
we use a neural network with two hidden layers.
We provide the features, which give information
not only about the claim but also about its con-
text, as an input to the network. The input layer is
followed by the first hidden layer, which is com-
posed of two hundred ReLU neurons (Glorot et al.,
2011). The second hidden layer contains fifty neu-
rons with the same ReLU activation function. Fi-
nally, there is a sigmoid unit, which classifies the
sentence as check-worthy or not.

Apart from the class prediction, we also need
to rank the claims based on the likelihood of their
check-worthiness. For this, we use the probabil-
ity that the model assigns to a claim to belong to
the positive class. We train the model for 100 iter-
ations using Stochastic Gradient Descent (LeCun
et al., 1998).

3.4 Adaptation to Arabic
To handle Arabic along with English, we in-
tegrated some new tools. First, we had to
add a language detector in order to use the ap-
propriate sentence tokenizer for each language.
For English, NLTK’s (Loper and Bird, 2002)
sent_tokenize handles splitting the text into
sentences. However, for Arabic it can only split
text based on the presence of the period (.) char-
acter. This is because other sentence endings —
such as question marks— are different characters
(e.g., the Arabic question mark is ‘?’, and not ‘?’).
Hence, we used our custom regular expressions to
split the Arabic text into sentences.

Next comes tokenization. For English, we
used NLTK’s tokenizer (Bird et al., 2009), while
for Arabic we used Farasa’s segmenter (Abde-
lali et al., 2016). For Arabic, tokenization is not
enough; we also need word segmentation since
conjunctions and clitics are commonly attached to
the main word, e.g., Â ¢þ + Âþtya� + Á¤ (‘and his
house’, lit. “and house his”). This causes explo-
sion in the vocabulary size and data sparseness.
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Figure 2: Screenshot of ClaimRank’s output for an English presidential debate, in natural order.

We further needed a part-of-speech (POS) tagger
for Arabic, for which we used Farasa (Abdelali
et al., 2016), while we used NLTK’s POS tagger
for English (Bird et al., 2009). This yields dif-
ferent tagsets: for English, this is the Penn Tree-
bank tagset (Marcus et al., 1993), while for Ara-
bic this the Farasa tagset. Thus, we had to further
map all POS tags to the same tagset: the Universal
tagset (Petrov et al., 2012).

3.5 Evaluation

We train the system on five English political de-
bates, and we test on two debates: either English
or their Arabic translations. Note that, compared
to our original model (Gencheva et al., 2017), here
we use more debates: seven instead of four. More-
over, here we exclude some of the features, namely
some debate-specific information (e.g., speaker,
system messages), in order to be able to process
any free text, and also discourse parse features, as
we do not have a discourse parser for Arabic.

One of the most important components of the
system that we had to port across languages were
the word embeddings. We experimented with the
following cross-language embeddings:
– VecMap: we used a parallel English-Arabic cor-
pus of TED talks1 (Cettolo et al., 2012) to generate
monolingual embeddings (Arabic and English) us-
ing word2vec (Mikolov et al., 2013). Then we pro-
jected these embeddings into a joint vector space
using VecMap (Artetxe et al., 2017).

1We used TED talks as they are conversational large cor-
pora, which is somewhat close to the debates we train on.

– MUSE embeddings: In a similar fashion, we
generated cross-language embeddings from the
same TED talks using Facebook’s supervised
MUSE model (Lample et al., 2017) to project the
Arabic and the English monolingual embeddings
into a joint vector space.
– Attract-Repel embeddings: we used the pre-
trained English-Arabic embeddings from Attract-
Repel (Mrkšić et al., 2017).

Table 1 shows the system performance when
predicting claims by any of the sources, using
word2vec and the cross-language embeddings.2

All results are well above a random baseline.
We can see some drop in MAP for English when

using VecMap or MUSE, which is to be expected
as the model needs to balance between preserv-
ing the original embeddings and projecting them
into a joint space. The Attract-Repel vectors per-
form better for English, which is probably due to
the monolingual synonymy/antonymy constraints
that they impose (Vulić et al., 2017), thus yielding
better vectors, even for English.

The overall MAP results for Arabic are com-
petitive, compared to English. The best model is
MUSE, while Attract-Repel is way behind, proba-
bly because, unlike VecMap and MUSE, its word
embeddings are trained on unsegmented Arabic,
which causes severe data sparseness issues.

2Note that these results are not comparable to those
in (Gencheva et al., 2017) as we use a different evaluation
setup: train/test split vs. cross-validation, debates that in-
volve not only Hillary Clinton and Donald Trump, and we
also disable the metadata and the discourse parse features.

28



Figure 3: Screenshot of ClaimRank’s output for an Arabic news article, sorted by score.

English Arabic
System MAP R-Pr P@5 P@10 P@20 P@50 MAP R-Pr P@5 P@10 P@20 P@50
word2vec 0.323 0.330 0.80 0.60 0.45 0.38 — — — — — —
VecMap 0.298 0.333 0.30 0.40 0.45 0.44 0.291 0.324 0.10 0.25 0.35 0.41
MUSE 0.319 0.332 0.40 0.45 0.50 0.49 0.302 0.331 0.10 0.25 0.38 0.48
Attract-Repel 0.342 0.385 0.40 0.45 0.50 0.46 0.263 0.312 0.10 0.15 0.30 0.41
Random 0.161 0.161 0.10 0.20 0.13 0.08

Table 1: Performance when using different cross-language embeddings.

In the final system, we use MUSE vectors for
both languages, which perform best overall: not
only for MAP, but also P@20, and P@50, which
are very important measures assuming that man-
ual fact-checking can be done for up to 20 or up to
50 claims only (in fact, statistics show that eight
out of our nine fact-checking organizations had no
more than 50 claims checked per debate).

4 The System in Action

ClaimRank is available online.3 Our systems’ user
interface consists of three views:
– The text entry view: composed of a text box, and
a submit button.
– The results view shows the text split into sen-
tences with scores reflecting the degree of check-
worthiness, and each sentence has a color intensity
that reflects its score range, as shown in Figure 2.
The user can sort the results, or choose to mimic
different media.
– The sorted results view shows the most check-
worthy sentences first, as Figure 3 shows.

3http://claimrank.qcri.org

5 Conclusion and Future Work

We have presented ClaimRank —an online sys-
tem for prioritizing check-worthy claims. Claim-
Rank can help professional fact-checkers and jour-
nalists in their work as it can help them identify
where they should focus their efforts first. The
system learns from selections by nine reputable
fact-checking organizations, and as a result, it can
mimic the sentence selection strategies as applied
by each and any of them, as well as for the union
of them all.

While originally trained on a collection of po-
litical debates, ClaimRank can also work for other
kinds of text, e.g., interviews or just regular news
articles. Moreover, even though initially devel-
oped for English, the system was subsequently
adapted to also support Arabic, using a combina-
tion of manual training data translation and cross-
language embeddings.

In future work, we wold like to train the models
on more political debates and speeches, as well as
on other genres. We further plan to add support
for more languages.
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