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Abstract

Review text has been widely studied in traditional tasks such as sentiment analysis and aspect
extraction. However, to date, no work is towards the end-to-end abstractive review summa-
rization that is essential for business organizations and individual consumers to make informed
decisions. This work takes the lead to study the aspect/sentiment-aware abstractive review sum-
marization in an end-to-end manner without hand-crafted features and templates by exploring the
encoder-decoder framework and multi-factor attentions. Specifically, we propose a mutual atten-
tion mechanism to interactively learns the representations of context words, sentiment words and
aspect words within the reviews, acted as an encoder. The learned sentiment and aspect represen-
tations are incorporated into the decoder to generate aspect/sentiment-aware review summaries
via an attention fusion network. In addition, the abstractive summarizer is jointly trained with
the text categorization task, which helps learn a category-specific text encoder, locating salient
aspect information and exploring the variations of style and wording of content with respect to
different text categories. The experimental results on a real-life dataset demonstrate that our
model achieves impressive results compared to other strong competitors.

1 Introduction

User generated reviews on products are expanding rapidly with the emergence and advancement of e-
commerce. These reviews are valuable to business organizations for improving their products and to
individual consumers for making informed decisions. Unfortunately, reading though all the product
reviews is hard, especially for the reviews that are lengthy and have low readability. It is therefore es-
sential to provide coherent and concise summaries of user generated reviews. In this paper, we focus
on generating abstractive summaries of product reviews. Abstractive text summarization is the task of
generating a short and concise summary that captures the salient ideas of the source text. The gener-
ated summaries potentially contain new phrases and sentences that may not appear in the source text.
Inspired by recent success of sequence-to-sequence (seq2seq) model in statistical machine translation,
most abstractive summarization systems employ seq2seq framework to generate summaries (Nallapati et
al., 2016; See et al., 2017; Paulus et al., 2017). In general, the seq2seq model firstly uses an encoder to
convert the input text as a vector representation, and then it feeds this representation into a decoder to
generate summary.

Despite the remarkable progress of previous studies, generating aspect/sentiment-aware summaries
of product reviews remains a challenge in real-world for two reasons. (i) First, neural sequence-to-
sequence models tend to generate trivial and generic summary, often involving high-frequency phrases.
These summaries cannot capture the aspect and sentiment information from the product reviews which
play a vital role in helping customers to make quick and informed decisions on certain products (Ly et
al., 2011). (ii) According to what we observe, summary styles and words in different categories can
significantly vary. However, existing methods apply a uniform model to generate text summaries for
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the source documents in different categories, which easily miss or under represent salient aspects of the
documents.

To alleviate the aforementioned limitations, we design a Multi-factor attention fusion network for
aspect/sentiment-aware Abstractive Review Summarization (MARS). Our model exploits the recent suc-
cess of the encoder-decoder framework to generate aspect/sentiment-aware review summaries. Specifi-
cally, a mutual attention mechanism is proposed to capture the correlation of context words, sentiment
words and aspect words, which interactively learns attentions in the three kinds of words and generates
the representations for contexts, sentiments and aspects separately. The text encoder is regularized with
the co-training to perform an additional task of text categorization. The purpose of co-training is not
to achieve the best performance on the text categorization (auxiliary task), but rather to compensate for
the missing regularization requirement of abstractive summarization in the standard framework, learning
a category-specific text encoder and improving the the quality of locating salient aspect information of
the review. In addition, we explore three kinds of attentions (i.e., semantic attention, sentiment attention
and aspect attention) to selectively attend to the context information when decoding summaries. Finally,
we employ a reinforcement learning technique to maximize long-term rewards and address the exposure
bias issue (Ranzato et al., 2015).

We summarize our main contributions as follows:

• We leverage text categorization task to learn better category-specific review representation for sum-
marization. The variation of style and wording of summaries with respect to different text catego-
rization are explored.

• We exploit the coordination of context words, sentiment words and aspect words via the mutual
attention mechanism to learn aspect/sentiment-aware review representation. With this design, our
model can also well represent the collocative sentiment and aspect words, which are helpful to learn
sentiment and aspect attentions during decoding.

• We explore three kinds of attentions (i.e., semantic attention, sentiment attention and aspect atten-
tion) to selectively attend to the context information when decoding summaries.

• We employ the reinforcement learning technique (i.e., policy gradient) to directly optimize the
model with respect to the non-differentiable ROUGE scores, moderating the exposure bias issue.

• The experimental results show that our model outperforms the competitors from both quantitative
and qualitative perspectives.

2 Related work

In general, existing text summarization approaches can be categorized as extractive and abstractive. The
extractive summarization copies representative sentences from the input (Zhang et al., 2012), while the
abstractive summarization generates new phrases, possibly rephrasing or using words that are not in the
original text (Rush et al., 2015). In this paper, we focus on abstractive text summarization systems.

Inspired by the recent success of the encoder-decoder framework in statistical machine translation,
there has been increasing interest in generalizing the neural language model to the field of abstractive
summarization (Rush et al., 2015; Chopra et al., 2016; Chen et al., 2016; Nallapati et al., 2016; See et al.,
2017). For example, Rush et al. (2015) were the first to apply attention-based encoder-decoder model to
abstractive text summarization, achieving state-of-the-art performance two sentence-level summarization
datasets. Nallapati et al. (2016) proposed off-the-shelf attention encoder-decoder RNN that captured
hierarchical document structure and identified the key sentences and keywords in the document. See et
al. (2017) proposed a hybrid pointer-generator network that allowed both copying words from the source
text via pointing, and generating words from a fixed vocabulary.

Several recent studies attempted to integrate the encoder-decoder RNN and reinforcement learning
paradigms for abstractive summarization, taking advantages of both (Paulus et al., 2017; Liu et al.,
2018). For example, Paulus et al. (2017) combined the maximum-likelihood cross-entropy loss with



1112

rewards from policy gradient reinforcement learning to reduce exposure bias. Liu et al. (2018) proposed
an adversarial process for abstractive text summarization, in which the generator is built as an agent of
reinforcement learning.

There are also some studies working on summarization of product reviews (Li et al., 2010; Gerani
et al., 2014; Di Fabbrizio et al., 2014; Gerani et al., 2016; Yu et al., 2016; Mason et al., 2016). For
example, Gerani et al. (2014) proposed an abstractive summarization system to product reviews by
applying a template-based NLG framework and taking advantage of the discourse structure of reviews.
Yu et al. (2016) proposed a phrase-based approach which leveraged phrase properties to choose a subset
of optimal phrases for generating the final summary.

Different from the previous work, this study focuses on generating sentiment/aspect-aware abstrac-
tive review summarization that may better fit users’ needs by using encoder decoder framework with
sentiment/aspect attentions.

3 Methodology

This section defines the key notations and briefly formulates the problem of this study. We suppose
that a review x consists of k words xc = [wc1, w

c
2, ..., w

c
k], n aspect words xt = [wt1, w

t
2, ..., w

t
n], and

m sentiment words xs = [ws1, w
s
2, ..., w

s
m]. To prevent conceptual confusion, we use superscripts “s”,

“t” and “c” to indicate the variables that are related to sentiment words, aspect words and content, re-
spectively. Each review x in the corpus has a category label y and a corresponding reference summary
Z = [z1, z2, . . . , zT ], where T is the length of the reference summary.

Our model MARS consists of two tasks: the abstractive review summarization task and the text cat-
egorization task, both working on a shared document encoding layer. In this section, we elaborate the
main components of MARS in detail.

3.1 LSTM Encoder
This section introduces our Mutual Attention Network (MAN) to learn better sentiment, aspect and
context representation via interactive learning. MAN utilizes the attention mechanism associated with
the sentiment and aspect words to capture important information from the input review and learn the
sentiment/aspect-aware review representation. Further, MAN makes use of the interactive information
from the input review to supervise the modeling of the sentiment and aspect words which are helpful to
capture important information in summary generation.

3.1.1 Initial Document Representation
Each word w in the review is mapped to a low-dimensional embedding e ∈ Rd through a word embed-
ding layer, where d denotes the embedding dimensionality. Then, we employ three independent LSTM
networks to obtain the hidden states of context words, the sentiment words, and the aspect words. For-
mally, given the input word embedding et at time step t, the hidden state ht can be updated with the
previous hidden state ht−1, which is computed by

it = σ(Wiet + Uiht−1 + bi) (1)

ft = σ(Wfet + Ufht−1 + bf ) (2)

ot = σ(Woet + Uoht−1 + bo) (3)

ct = it � c̃t + ft � ct−1 (4)

c̃ = tanh(Wcet + Ucht−1 + bc) (5)

ht = ot � tanh(ct) (6)

where it, ft, ot, ct are input gate, forget gate, output gate and memory cell, respectively. W and U denote
weight matrices to be learned. b represents biases. σ is a sigmoid function and� stands for element-wise
multiplication. Hence, we can use the LSTM networks to obtain the hidden statesHc = [hc1, h

c
2, ..., h

c
k] ∈

Rk×u for context words, the hidden states Hs = [hs1, h
s
2, ..., h

s
m] ∈ Rm×u for sentiment words in the

review, and the hidden states Ht = [ht1, h
t
2, ..., h

t
n] ∈ Rn×u for aspect words in the review, where u is
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the size of hidden states for each LSTM unit. Then, we feed these hidden states to a mean-pooling layer
to obtain the initial representation of context words, sentiment words, and aspect words in the review,
respectively.

vc =

k∑
i=1

hsi/k; vs =

m∑
i=1

hci/m; vt =

n∑
i=1

hti/n (7)

3.1.2 Aspect/sentiment-aware Document Representation
Attention mechanism plays an important role in text modeling. Inspired by (Bahdanau et al., 2014;
Ma et al., 2017), this section introduces the proposed mutual attention network (MAN) to learn a bet-
ter sentiment-aware and aspect-specific document representation. In addition, the MAN model can also
well represent the sentiment and aspect word representations. Formally, given the context word rep-
resentations [hc1, h

c
2, ..., h

c
k], the initial representations of sentiment and aspect words (i.e., vs and vt,

respectively), the mutual attention mechanism generates the attention weight Ci of the context by

Ci =
exp(ρ([hci ; v

s; vt]))∑k
j=1 exp(ρ([h

c
j ; v

s; vt]))
(8)

where Ci indicates the importance of the i-th word in the context, and ρ is the attention function that
calculates the importance of hci in the context:

ρ([hcj ; v
s; vt]) = Uc

T tanh(Wc[h
c
j ; v

s; vt] + bc) (9)

where Uc and Wc are projection parameters to be learned, and bc is the bias.
Only using the attention vector C cannot capture the interactive information of the context words and

the aspect words (sentiment words), and lacks the ability of discriminating the importance of the words
in the context. To make use of the interactive information between the context words and the aspect
words (sentiment words), we also use the context words as attention source to attend to the aspect words
(sentiment words). Similar to Eq. (8), we can calculate the attention vectors T and S for the aspect
words and sentiment words as:

Ti =
exp(ρ([hti; v

c; vs]))∑n
i=1 exp(ρ([h

t
i; v

c; vs]))
(10)

Si =
exp(ρ([hsi ; v

c; vt]))∑n
i=1 exp(ρ([h

s
i ; v

c; vt]))
(11)

where ρ is the same as in Equation 9.
After computing the mutual attention vectors for the context words, aspect words and sentiment words,

we can get the final context, aspect, sentiment representations embc, embs and embt based on the mutual
attention vectors C, S and T by:

embcx =

k∑
i=1

(Cih
c
i ), embsx =

m∑
i=1

(Tih
s
i ), embtx =

n∑
i=1

(Sih
t
i) (12)

Finally, we concatenate the context, aspect, sentiment representations to form the aspect/sentiment-
aware review representation embx for review x:

embx = [embcx, emb
t
x, emb

s
x] (13)

3.2 Text Categorization
We feed the final document representation embx into a task-specific fully connected layer and a softmax
classifier to predict the category distribution of the input document x:

ŷ = softmax(V2 · Fx), Fx = tanh(V1 · embx) (14)
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where V1 and V2 are projection parameters to be learned. We train this model by minimizing the cross-
entropy between the predicted distribution ŷ and the ground truth distribution y for each review in the
training data:

J
categ.
ML (θ) = − 1

N

N∑
i=1

D∑
j=1

I(yi = j)log(ŷi) (15)

where θ is the set of parameters of our model, D is the number of categories, N is the number of reviews
in the training set, I(·) is an indicator such that I(true) = 1 and I(false) = 0.

3.3 Abstractive Review Summarization

The abstractive review summarization subtask shares the same review representation module (encoder)
with the text categorization subtask. The generation of summary Z is performed by a LSTM decoder.

3.3.1 Category-specific Review Representation

To generate category-specific summaries, the review representation embx are transformed to category-
specific review embedding which is expected to capture category characteristics. Inspired by (Dong et al.,
2014; Cao et al., 2017), we develop a category-specific transformation process to make the transformed
review embedding hold the category characteristics information. Formally, our model transforms the
review embedding embx to a category-specific review embedding cembx by

cembx = tanh(Wµ × embx) (16)

where Wµ ∈ Rd is the transformation matrix, d is the dimensionality of the category-specific document
embedding. Note that we define the same dimensionality for both the document embedding and the
category-specific document embedding.

To make the transformed embedding capture category-specific information, we develop the category-
specific transformation matrix Wµ according to the predicted product category. We introduce |C| sub-
matrices (W1

µ, · · · ,W
|C|
µ ), with each directly corresponding to one product category. Based on the

predicted category derived from Eq. 14, the category-specific transformation matrix Wµ is computed as
the weighted sum of these sub-matrices: Wµ =

∑|C|
i=1 ŷW

i
µ. In this way, Wµ is automatically biased to

the sub-matrix of the predicted category.

3.3.2 LSTM Decoder

Inspired by (See et al., 2017), the pointer-generator network is adopted as the decoder to generate sum-
maries. The pointer-generator network allows both copying words from input text via pointing (Pvocab),
and generating words from a fixed vocabulary (Pgen). Thus, the pointer-generator has the ability to
produce out-of-vocabulary (OOV) words.

The category-specific review representation cembx is used to initialize the hidden states s0 of LSTM
decoder. On each step t of decoding, the decoder receives the word embedding of the previous word
wt−1 (while training, this is the previous word of the reference summary; at test time it is the previous
word emitted by the decoder) and update its hidden state st:

st = LSTM(st−1, ct, wt−1) (17)

The attention mechanism is used to calculate the attention weights at and context vector ct. Attention
mechaism is expected to take both context-sentiment and context-aspect correlations into consideration.
The enhanced context vector ct is aggregated by the representation of those informative words (see Eq.
21). In this paper, we explore three kinds of attention: semantic attention, sentiment attention and aspect
attention. Details of these three kinds of attention are described as follows.
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Semantic Attention Semantic attention simply applies the context representation itself as attention
source. Following (Shimaoka et al., 2017), we apply a multi-layer perceptron (MLP) to compute seman-
tic attention weights as follows:

asemantict,i = tanh(Wa1h
c
i + Ua1st + ba1) (18)

where Wa1 and Ua1 are parameter matrices, ba1 is bias parameter. The attention computed for context
words are independent of the aspect/sentiment words. Hence, it is difficult for semantic attention to focus
on those context words that are highly related to the aspects and sentiments.

Sentiment Attention In order to capture the correlation between sentiment words and the context, we
take sentiment word representation embsx as attention source to compute sentiment attention weights:

asentimentt,i = tanh(embsxWa2h
c
i + Ua2st + ba2) (19)

where Wa2 is a bi-linear parameter matrix, Ua2 is parameter matrix, ba2 is bias parameter.

Aspect Attention Aspect attention applies aspect word representation embtx as attention query, which
is expected to capture the correlations between aspect words and context words.

aaspectt,i = tanh(embtxWa3h
c
i + Ua3st + ba3) (20)

where Wa3 is a bi-linear parameter matrix, Ua3 is parameter matrix, ba3 is bias parameter.

Attention Fusion We define the attention fusion of the semantic attention, sentiment attention and
aspect attention at timestep t as:

at,i = softmax(λ1asemantict,i + λ2a
sentiment
t,i + λ3a

aspect
t,i ), ct =

k∑
i=1

at,ih
c
i (21)

where λ1, λ2 and λ3 are hyper-parameters that determines the weights of the three kinds of attentions.
We set λ1 = 0.5, λ2 = λ3 = 0.25. Note that for the documents that do not contain sentiment words and
aspect words, we use only the semantic attention to distinguish the important information.

The context vector ct is then concatenated with the decoder state st and fed through a linear layer and
a softmax layer to compute the output probability distribution over a vocabulary of words at the current
state:

Pvocab(wt) = softmax(Vd2(Vd1 [st, ct] + bd1) + bd2) (22)

where Vd1 , Vd2 , bd1 and bd2 are learnable parameters. The number of rows in Vd2 represents the number
of words in the vocabulary.

On top of the LSTM decoder, we adopt the copy mechanism (See et al., 2017) to integrate the atten-
tion attribution into the final vocabulary distribution which is defined as the interpolation between two
probability distributions:

P (wt) = pgenPvocab(wt) + (1− pgen)
∑

i:wi=wt

at,i (23)

where pgen ∈ [0, 1] is the switch variable for controlling generating a word from the vocabulary or
directly copying it from the original review. If w is an out-of-vocabulary (OOV) word, then Pvocab(w) is
zero; if w does not appear in the source review, then

∑
i:wi=w

at,i is zero. pgen can be defined as:

pgen = sigmoid(UTd1ct + UTd2st + UTd3wt−1 + bgen) (24)

where vectors Ud1 , Ud2 , Ud3 and scalar bgen are learnable parameters.
A common way of training a summary generation model is to estimate the parameters by minimizing

the negative log-likelihood of the training data:

J sum
ML (θ) = − 1

N

N∑
i=1

T∑
t=1

logP (wt) (25)
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3.4 Training of MARS Model

Overall, MARS consists of two subtasks, each has training objective. To make the document embedding
sensitive to the category knowledge, we train these two related task simultaneously. The joint multi-task
objective function is minimized by:

JML(θ) = γ1J
categ.
ML (θ) + γ2J

sum
ML (θ) (26)

where γ1 and γ2 are hyper-parameters that determines the weights of L1 and L2. Here, we set γ1 = 0.2,
γ2 = 0.8.

3.4.1 Policy Gradient Reinforcement Learning for Summary Generation
However, the maximum likelihood estimation (MLE) method suffers from two main issues. First, the
evaluation metric is different from the training loss. For example, in summarization generation systems,
the encoder-decoder models are trained using the cross-entropy loss but they are typically evaluated at
test time using discrete and non-differentiable metrics such as BLEU (Papineni et al., 2002) and ROUGE
(Lin, 2004). Second, the input of the decoder at each time step is often the previous ground-truth word
during training. Nevertheless, when generating summaries in the testing phase, the input of the next time
step is the previous word generated by the decoder. This exposure bias (Ranzato et al., 2015) leads to
error accumulation at the testing phase. Once the model generates a “bad” word, the error will propagate
and accumulate with the length of the sequence.

To alleviate the aforementioned issues when generating summaries, we also optimize directly for
ROUGE-1 since it achieves best results among the alternatives such as METEOR (Lavie and Agarwal,
2007) and BLEU (Papineni et al., 2002), by using policy gradient algorithm, and minimize the negative
expected rewards:

J sum
RL (θ) = (r(ẑ)− r(zs))

T∑
t

log p(zst |Zs1:t−1;X) (27)

where r(ẑ) is the reward of a greedy decoding generated sequence ẑ, and r(zs) is the reward of sequence
zs generated by sampling among the vocabulary at each step.

After pre-training the proposed model by minimizing the joint ML objective (see Eq. 26), we switch
the model to further minimize a mixed training objective, integrating the reinforcement learning objective
J sum

RL (θ) with the original multi-task loss Jml(θ):

Jmixed(θ) = βJML(θ) + (1− β)J sum
RL (θ) (28)

where β is a hyper-parameter, and we set β=0.1.

4 Experimental Setup

4.1 Datasets Description

We evaluate our model on Amazon reviews dataset from Stanford Network Analysis Project (SNAP)
(McAuley and Leskovec, 2013). The raw dataset consists of 34,686,770 Amazon reviews from 6,643,669
users spanning different kinds of products such as books, video games, food, music. Each review mainly
contains product ID, user information, ratings, a plaintext review and a review summary. There are
82 tokens on average of reviews. Since the dataset is too large to process all at once on our local
computer, we randomly choose 50,000 reviews from each of the books, food, electronics, movies, music
and clothing categories. For each of the six product categories, we use 80% instances as the training
data, 10% instances as the validation data, and the remaining are used for testing.

Sentiment Words Collection The sentiment lexicon used in this paper is the combination of three
popular sentiment lexicons: HowNet (Dong and Dong, 2006), MPQA (Wilson et al., 2005) and Liu’s
Lexicon (Hu and Liu, 2004), which consists of 11,017 words in total.
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Aspect Words Collection The aspect dictionary contains about 800 words provided by the experts of
each product categories, including product names and the aspect words of the products. Following (Yang
et al., 2014), we apply topic model to extend the aspect dictionary by using a minimal set of seed words
as prior knowledge to discover a much richer lexicon.

4.2 Baseline Methods

In the experiments, we compare our model with several strong baseline methods:
SummaRuNNer A simple recurrent network based sequence classifier (Nallapati et al., 2017) which

facilitates interpretable visualization of its decisions. It is an extractive summarization model.
ABS Attentional encoder decoder recurrent neural networks for abstractive text summarization pro-

posed in (Nallapati et al., 2016).
PGC The pointer-generator coverage networks proposed in (See et al., 2017) which copies words from

the source text via pointing, while retaining the ability to produce novel words through the generator.
DeepRL The deep reinforced model (ML+RL version) proposed in (Paulus et al., 2017), which intro-

duce a new objective function by combining the maximum-likelihood cross-entropy loss with rewards
from policy gradient reinforcement learning to reduce exposure bias.

GANsum The generative adversarial network for abstractive summarization (Liu et al., 2018).

4.3 Implementation Details

We use 100-dimensional word2vec (Mikolov et al., 2013) vectors pre-trained on English Wikipedia data
to initialize the word embeddings, and all out-of-vocabulary words are initialized by sampling from
the uniform distribution U (-0.25,0.25) We initialize the recurrent weight matrices of LSTMs as random
orthogonal matrices, and all the bias vectors are initialized to zero. The hidden state size of each LSTM
is 300. We conduct mini-batch (with size 64) training using Adadelta optimization algorithm. Other
hyperparameters include: learning rate 0.01, L2 regularization 0.001, dropout 0.2. For the pointer-
generator models, we use a vocabulary of 50k words for both training and text data.

5 Experimental Results

In this section, we compare our model with baseline methods from quantitative and qualitative perspec-
tives.

5.1 Quantitative Evaluation

Following the same evaluation as in (Nallapati et al., 2016), we compare our model with baseline methods
in terms of ROUGE-1, ROUGE-2, ROUGE-L and Human evaluation.

ROUGE-N is a widely used evaluation metric for summarization tasks. It measures the consistency be-
tween n-gram occurrences in the generated and reference summaries. ROUGE-L compares the longest
common sequence between the reference summary and the generated summary. We summarize the
ROUGE scores of our model and the baseline methods in Table 1. PGC consistently perform better
than ABS. This may be because that the copy mechanism used in PGC can handle the out-of-vocabulary
words. DeepRL and GANsum are better than PGC, because they utilize reinforcement learning to alle-
viate the exposure bias problem and optimize directly the evaluation metrics. Our model performs even
better than the strong competitors by leveraging text categorization task and aspect/sentiment attentions
to improve the summarization results. This verifies the effectiveness of our model for abstractive review
summarization.

We also perform human evaluation to evaluate the readability and quality of the generated summaries.
We randomly select 200 test examples from the dataset. For each review, three human evaluators are
invited to rank each summary generated by all 6 models based on their readability, where 1 indicates the
lowest level of readability while 6 indicates the highest level. The experimental results based on human
annotations are summarized in Table 1 (fifth column). MARS achieves the best results. Specifically,
MARS improves 14.9% on the human evaluation score over the best result of baseline methods (i.e.,
PGC) on the test data.
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Method ROUGE-1 ROUGE-2 ROUGE-L Human Evaluation
SummaRuNNer 80.53 62.23 82.64 2.72

ABS 78.53 60.92 79.21 1.68
PGC 81.84 64.15 83.18 2.94

DeepRL 82.12 65.09 84.31 3.22
GANsum 82.64 66.12 84.31 3.42
MARS 84.13 68.28 86.15 3.93

Table 1: Quantitative evaluation results. All our ROUGE scores have a 95% confidence interval of at
most ±0.25 as reported by the official ROUGE script.

Method ROUGE-1 ROUGE-2 ROUGE-L Human Evaluation
MARS 84.13 68.28 86.15 3.93

w/o categorization 81.33 65.25 82.35 2.76
w/o sentiment attention 82.44 66.23 84.14 3.24

w/o aspect attention 83.05 66.09 84.85 3.35
w/o semantic attention 82.12 65.84 83.42 3.06

Table 2: Ablation test results.

5.2 Ablation Study

To investigate the effect of each component of the MARS model, we also perform the ablation test of
MARS in terms of discarding text categorization, aspect attention, sentiment attention, and semantic
attention. The results are reported in Table 2. For human evaluation, three human evaluators are invited
to rank each summary generated by all 5 models based on their readability, where 1 indicates the lowest
level of readability while 5 indicates the highest level. Generally, all three factors contribute, and text
categorization contribute most. This is within our expectation since the the text categorization helps
learn better category-specific review representations. In addition, it also helps the learning of aspect and
sentiment representations. The aspect and sentiment attention also makes great contribution to abstractive
review summarization, verifying that the aspect and sentiment information plays a vital role in review
summaries.

Input summary: Our pup has experienced allergies in forms of hotspots and itching from other dog foods. The cheap
’you can buy it anywhere’ food not only have crazy preservatives in them but can cause health problems for your pets.
This food works wonders on reducing allergies and our dog loves the food.
Ground-truth summary: Great allergy sensitive dog food, dogs love it.
Summary by GANsum: Great foods loves.
Summary by MARS: Great dog food for reducing allergies.
Input summary: The NOOKColor is awesome- it plays music, is expandable, displays gorgeous color, allows you to
surf the internet (not optimally, but the ability is there), and is mostly easy to navigate. From me, it gets a solid 4 stars.
The problem is that as an eReader, it’s already overpriced, and the Amazon sellers who offer it are asking ridiculous
amounts. It’s cheaper (and ships free) from Barnes and Noble. Amazon is usually No1 at everything, including price,
and I already own two Kindles (I would buy the Kindle in color if it came that way) but the price being charged for the
NOOKColor on Amazon is absurd.
Ground-truth summary: Awesome eReader, Ridiculously Priced from this seller.
Summary by GANsum: NOOKColor is awesome music gorgeous color Amazon.
Summary by MCARS: Awesome NOOKColor, absurd Amazon price.

Table 3: Examples summaries.

5.3 Qualitative Evaluation

To evaluate the proposed model qualitatively, we reported some generated summaries by different mod-
els. Due to the limitation of space, we randomly choose two generated summaries by GANsum and our
model from test data for comparison. The results are reported in Table 3. We observe that MARS tends
to generate more specific and meaningful summaries in response to the given reviews. For example, our
model successfully catches the sentiment word “Awesome” for the product eReader and the sentiment
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word “absurd” for the price aspect of the eReader. The advantage of our model comes from its capability
of integrating category, sentiment and aspect information into the attention encoder-decoder model.

6 Conclusion

We proposed MARS to improve the performance of aspect/sentiment-aware abstractive review summa-
rization. A mutual attention mechanism was employed to integrated the sentiment and aspect information
into the encoder-decoder abstractive summarizer. In addition, MARS leveraged text categorization to im-
prove the performance of summarization by learning a category-specific review representation. We also
explored three kinds of attentions (i.e., semantic attention, sentiment attention and aspect attention) to
selectively attend to the context information when decoding summaries. The experimental results on a
real-life dataset showed that our model substantially outperformed the strong competitive methods.
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