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Introduction

We are delighted to welcome you to the NAACL 2025 Workshop on Language Models for Underserved
Communities (LM4UC), held in Albuquerque, New Mexico, on May 4, 2025. This workshop aims to
address the persistent gaps in natural language processing (NLP) technologies for underserved commu-
nities, ensuring equitable and culturally sensitive advancements in artificial intelligence (AI).

The rapid advancement of natural language processing technologies has unlocked transformative op-
portunities across numerous domains, from communication to knowledge preservation. However, these
benefits are not equitably distributed, leaving many underserved communities—speakers of Indigenous
languages, regional dialects, and minority languages spoken by smaller populations—without adequate
access to these innovations. This disparity stems from multiple factors, including limited linguistic data,
insufficient computational resources, and a lack of commercial prioritization. Such languages, which in-
clude examples like Yoruba, Igbo, Native American languages, and dialects in multilingual nations such
as India and Indonesia, are often both low-resource and underserved, compounded by challenges in AI
governance and cultural representation. To address these inequities, the LM4UC initiative aims to foster
rigorous research and dialogue centered on three critical pillars:

• AI Governance: Establishing robust legal and ethical frameworks to ensure fairness, transparency,
and data sovereignty in the development and deployment of language models.

• Cultural NLP: Designing models that preserve linguistic diversity and accurately reflect cultural
nuances, safeguarding unique heritage and values embedded in language.

• Sustainable NLP: Developing efficient, scalable models optimized for low-resource environmen-
ts, aligning with environmental sustainability and accessibility goals.

This year, we received numerous high-quality submissions addressing a broad spectrum of topics, in-
cluding democratizing AI access, preserving linguistic diversity, encoding cultural norms, and building
efficient language models. We appreciate the dedication of the authors, reviewers, and program commit-
tee members in maintaining the scientific rigor and diversity of perspectives that enrich this workshop.

Invited Speakers

We are privileged to host an exceptional group of invited speakers, featuring Timothy Baldwin from MB-
ZUAI, Timnit Gebru from Google, Pratyusha Ria Kalluri from Stanford, David Ifeoluwa Adelani from
McGill, and Genta Indra Winata from Capital One. Their presentations will provide valuable insights
into the pressing challenges and pioneering solutions within the field of natural language processing,
with a particular focus on addressing the needs of underserved communities.
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