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Abstract

Multi-hop reasoning, which requires multi-step
reasoning based on the supporting documents
within a given context, remains challenging
for large language models (LLMs). LLMs of-
ten struggle to filter out irrelevant documents
within the context, and their performance is
sensitive to the absolute position of supporting
documents within that context. In this paper, we
identify an additional challenge: LLMs’ perfor-
mance is also sensitive to the order, relative
position, in which the supporting documents
are presented. We refer to this as the misor-
dered context problem. To address this issue,
based on the theoretical approach, we propose
a simple yet effective method called context
repetition (CoRe), which involves prompting
the model by repeatedly presenting the context.
This ensures that certain contiguous reasoning
segments within supporting documents are pre-
sented in the optimal order, effectively guid-
ing the model’s reasoning in the appropriate
direction. Applying CoRe, we improve the F1
score by up to 30%p on multi-hop QA tasks
and increase accuracy by up to 70%p on a syn-
thetic task. Additionally, CoRe helps mitigate
the well-known “lost-in-the-middle” problem
in LLMs and can be effectively combined with
retrieval-based approaches utilizing Chain-of-
Thought (CoT) reasoning.

1 Introduction

Large language models (LLMs) (Brown et al.,
2020; Ouyang et al., 2022; Touvron et al., 2023)
are capable of performing various complex natural
language processing tasks due to their emergent
abilities in in-context learning, instruction follow-
ing, and step-by-step reasoning (Wei et al., 2022;
Kojima et al., 2022; Zhao et al., 2023). However,
multi-hop reasoning still remains a challenging task
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Document [0] (Title: Passion Pictures) Passion Australia produced "The 

Lost Thing", directed by Andrew Ruhemann and Shaun Tan, which 

won an Academy Award for Best Animated Short Film in 2011.

Question: What award did the author of The Red Tree receive?

Document [1] (Title: The Red Tree (Shaun Tan)) The Red Tree (2001), 

written and illustrated by Shaun Tan, is a picture book that presents a 

fragmented journey through a dark world. 

Document [1] (Title: Passion Pictures) Passion Australia produced "The 

Lost Thing", directed by Andrew Ruhemann and Shaun Tan, which 

won an Academy Award for Best Animated Short Film in 2011.

Document [0] (Title: The Red Tree (Shaun Tan)) The Red Tree (2001), 

written and illustrated by Shaun Tan, is a picture book that presents a 

fragmented journey through a dark world. 

The answer is not mentioned in the documents

Academy Award for Best Animated Short Film

< Same documents with misleading order >

< Same documents with proper order >

Figure 1: An example of the misordered context prob-
lem in multi-hop reasoning of large language models,
sampled from the MuSiQue dataset. Model performance
is sensitive to the order of given documents.

for LLMs. In this task, multiple external source
documents related to the given query are provided
as context, and the model searches for useful sup-
porting documents within this context to find the
answer. The model derives an answer through mul-
tiple steps of reasoning based on these supporting
documents (Mavi et al., 2024).

During this process, the model faces several chal-
lenges in terms of grounding to the context (Gao
et al., 2023). First, the model struggles to filter
out noisy documents that are irrelevant to the cor-
rect answer (Shi et al., 2023). In practice, noisy
documents can significantly degrade the reason-
ing performance of LLMs (Cuconasu et al., 2024;
Wu et al., 2024). Additionally, LLMs are highly
sensitive to the absolute position of supporting doc-
uments within the context. Specifically, when a
document is positioned in the middle of the con-
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text, the model may fail to recognize it properly,
resulting in a “lost-in-the-middle” problem (Liu
et al., 2023). These issues become more critical
as the maximum length of the context grows and
the number of retrieved documents increases (Lee
et al., 2024; Li et al., 2024).

In this study, we address additional context
grounding problems related to multi-hop reasoning
that have not been deeply discussed so far. In a
multi-hop reasoning task, there are multiple sup-
porting documents, and the model derives the an-
swer by considering each document through step-
by-step reasoning. Due to the nature of the decoder-
only structure, which performs causal attention,
LLMs can only perceive documents in a left-to-
right order. If this order is presented unfavorably
for the model’s reasoning, the model’s performance
may be significantly degraded. Following this ratio-
nale, we observe that, even in ideal situations with-
out noisy documents, LLMs exhibit up to a 26%p
difference in F1 score depending on the order, rela-
tive position, of supporting documents. Since there
is no guarantee that supporting documents will be
presented to the model in the appropriate order
for the model reasoning during actual tasks, it is
inevitable that this problem arises. We call it the
misordered context problem. Figure 1 shows an
example of the misordered context problem.

To address the problem, we approach it from
the perspective of context augmentation. We aim
to construct the augmented context that presents
the supporting documents in a more appropriate
order than the original context. Through theoretical
analysis, we demonstrate that by repeating the con-
text containing k supporting documents k times,
all possible orders of presenting the documents
can be covered. That is, the k-repeated context can
always present the supporting documents to the
model in the optimal order. In real-world scenarios,
however, the value of k for a given context is un-
known. Furthermore, repeating the context leads to
an increase in inference time costs. Based on this
theoretical analysis and its identified limitations,
we propose the context repetition (CoRe) method:
the given context is repeated k̂ times in which k̂ is
the predetermined hyperparameter. This practical
approach ensures that all k̂-contiguous reasoning
chains within supporting documents are presented
in the optimal order, guiding LLM’s reasoning in a
more coherent and structured manner.

To evaluate CoRe, we conduct experiments on
3 multi-hop QA benchmarks—HotpotQA (Yang

et al., 2018), 2WikiMultihopQA (Ho et al., 2020),
and MuSiQue (Trivedi et al., 2022)—as well as
an additional synthetic task. In the synthetic task,
the model is required to search for elements in
lists composed of non-negative integer elements,
based on context where information is presented
in a reverse order. In the evaluation, CoRe signif-
icantly improves multi-hop QA task performance
across various LLMs. For example, in the 2Wiki-
MultihopQA task using the Llama-3.1-8B-Instruct
model, we observe up to 30%p improvement in
F1 score, and in the synthetic task, we observe
up to a 70%p improvement in accuracy. Through
in-depth empirical analysis, we demonstrate that
CoRe provides performance benefits to the model
by improving order-related reasoning. Additionally,
we show that CoRe alleviates the previously known
“lost-in-the-middle” problem and can be effectively
combined with Chain-of-Thought (CoT) methods
in retrieval-augmented tasks.

In summary, our work (1) introduces the mis-
ordered context problem, a critical challenge for
LLMs in multi-hop reasoning, (2) theoretically pro-
poses context augmentation as a solution to this
issue, which forms the foundation of our practi-
cal and effective CoRe method, and (3) demon-
strates that CoRe significantly enhances model per-
formance across various tasks and effectively miti-
gates the misordered context problem.

2 Related Work

The process of modeling the multi-step reasoning
required in a multi-hop QA task typically involves
methods that decompose the query step-by-step to
predict the answer (Min et al., 2019; Yadav et al.,
2019; Malon and Bai, 2020). From the perspec-
tive of utilizing LLMs, methods have been pro-
posed that combine with CoT techniques, allowing
the model to self-generate subsequent questions
and predict intermediate answers while performing
multi-step reasoning (Yao et al., 2023; Khot et al.,
2022; Lazaridou et al., 2022; Press et al., 2023;
Jiang et al., 2023b; Xu et al., 2024). However, these
methods often involve complex processes where er-
rors propagate and accumulate. To reduce this com-
plexity, we aim to enhance LLMs’ innate multi-hop
reasoning capabilities.

In retrieval-augmented generation (Lewis et al.,
2020; Izacard et al., 2023; Shi et al., 2024a), the
typical approach for multi-hop QA is to retrieve
documents related to the query, and have the LLM
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Figure 2: Evaluation results of F1 score for each query type in MuSiQue with permuted clean contexts.

reason based on this context in a "retrieve-and-
reason" fashion. A key issue here is handling the
noise introduced by irrelevant documents within
the context. To address this, methods have been
proposed to help the model correctly locate the ev-
idence within the context (Shi et al., 2024b; Kim
et al., 2024; Yu et al., 2023; Yan et al., 2024). With
the recent increase in the LLMs’ context length,
Ziyan Jiang (2024) have also explored including
more documents and leveraging the LLM’s rea-
soning capabilities. We aim to propose a method
focusing on document order to enable the LLM to
reason correctly within the context.

From the perspective of repetition in LLMs,
Springer et al. (2024) demonstrate that by repeating
sentences during the sentence embedding extrac-
tion process, it is possible to compute embeddings
that encode bidirectional context even in unidirec-
tional LMs. Xu et al. (2023) show that in arith-
metic reasoning tasks, repeating the query can im-
prove performance by leveraging bidirectional un-
derstanding. While these methods are similar to
ours in that they employ repetition, we differ funda-
mentally in that we focus on the issue of document
order in multi-hop reasoning rather than on simple
bidirectional understanding.

From the perspective of context sensitivity in
LLMs, recent works focus on addressing the issue
of absolute positional bias in tasks where LLMs
are required to choose between multiple options
(Pezeshkpour and Hruschka, 2024; Zheng et al.,
2024). Also, Liu et al. (2023) also address the issue
of absolute positional bias, specifically the "lost
in the middle" problem. This problem pertains to
the model’s difficulty in effectively recognizing
information that appears in the middle positions
of the context provided to the LLM. This abso-
lute positional bias issue differs from the ordering
problem we address in our work, which involves en-
suring that LLMs interpret supporting documents

within the context in the correct reasoning chain
order, relative position, in the multi-hop reason-
ing task. Chen et al. (2024) analyze the sensitivity
of reasoning performance in LLMs to the order
in which rules or premises are presented during
logical and mathematical reasoning. Our work in-
vestigates longer-context scenarios and addresses a
broader spectrum of multi-hop reasoning tasks, in-
cluding open-domain question answering and syn-
thetic tasks, where document-level ordering issues
are more pronounced. Furthermore, we propose
a concrete methodology to mitigate order-related
challenges, enhancing the novelty of our approach
in addressing this problem.

3 CoRe: Context Augmentation for
Misordered Supporting Documents

In this section, we empirically demonstrate that
the performance of LLMs in multi-hop reasoning
is sensitive to the order of supporting documents
within the context. We refer to this phenomenon
as the misordered context problem. We theoreti-
cally formalize this problem from the perspective
of context structure. Building on the formalization
and considering its practical limitation, we propose
context repetition (CoRe). This method enables
LLMs to interpret specific contiguous reasoning
segments in an optimal order, facilitating more ef-
fective multi-hop reasoning within a given context.

3.1 Problem of misordered Context in
Multi-Hop Reasoning

We begin by addressing the following research
question: Is the performance of LLMs on multi-hop
reasoning tasks sensitive to the order of support-
ing documents within the context? To explore this
question, we conduct an empirical study in the con-
text of the multi-hop QA task using the MuSiQue
dataset. The dataset consists of samples categorized
into 3 types: 2-hop, 3-hop, and 4-hop. For a given
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k-hop sample, there are k supporting documents
and several noisy documents that distract from the
correct answer. To isolate the effect of supporting
document order, we remove the noisy documents
and construct clean contexts solely from the sup-
porting documents for our experiments.

For each k-hop query, we permute the order of
the k supporting documents in every possible way,
resulting in a total of k! different contexts. We then
evaluate the model’s response to each of these con-
texts. In other words, for each k-hop query, the
model generates a total of k! answers, and we as-
sess these answers using the F1 score. We catego-
rize the evaluation results based on the types of
order of the documents within contexts associated
with each query. The type is determined by the con-
ditional probability of the correct answer a for the
model θ, pθ(a | Q,C, I) where Q is the query, C
is the context in the specific order of the supporting
documents, and I is the instruction for question
answering. The higher the probability, the more
optimally the supporting documents are ordered
within the context for the answering of the model.
We evaluate the model’s performance across the
best-case (highest probability), the worst-case (low-
est probability), and the mean performance across
all possible contexts for each query.

Figure 2 presents the results of an empirical
study on 2-hop, 3-hop, and 4-hop reasoning sam-
ples. For each k-hop type, we randomly sample
200 samples from the validation set for evalua-
tion. We evaluate 4 different LLMs: Llama-3.1-8B-
Instruct (Dubey et al., 2024), Mistral-7B-Instruct-
v0.3 (Jiang et al., 2023a), Qwen2.5-7B-Instruct
(Team, 2024), and Phi-3.5-mini-instruct (Abdin
et al., 2024). Across all models, the performance
gap between the best and worst cases is consistently
pronounced, with at least 10 points in terms of F1
score. As the number of hops increases, indicating
more complex reasoning types, the performance
variation grows, reaching up to 26 points in terms
of F1 score. Given that the context in this study
consists solely of supporting documents, the per-
formance disparity is expected to widen further
in real-world tasks where noisy documents are in-
cluded in the context.

Based on these findings, we demonstrate the an-
swer to the research question: the multi-hop reason-
ing performance of LLMs is indeed significantly
sensitive to the order in which supporting docu-
ments are presented. This also aligns with the ra-
tionale that decoder-only LLMs, operating with

causal attention, interpret the context in a fixed
left-to-right order. In real-world scenarios, com-
mon prompting methods such as retrieval or search-
based approaches do not guarantee that supporting
documents will be presented to the model in an
optimal order. Consequently, the model is often
exposed to a misordered context that is disadvan-
tageous for reasoning, leading to degraded perfor-
mance. We term this issue the misordered context
problem, and in the following sections, we describe
our approach to addressing this problem.

3.2 Context Augmentation Approach
For the misordered context problem, we formalize
a solution from the perspective of context manip-
ulation. We consider a k-hop reasoning scenario,
where the model must derive an answer based on
a prompt consisting of a query Q, context C, and
instruction I . The context C is composed of k sup-
porting documents as well as multiple noisy docu-
ments, structured as follows:

C = (n0, d1, n1, · · · , dk, nk), (1)

where di is the i-th supporting document within
the context, and ni is an arbitrary number of noisy
documents located between supporting documents,
as well as at the beginning and the end of the con-
text. At this point, we define an order σ for the
supporting documents as follows:

Definition 1. Let σ(·) be a permutation function
for (1, 2, · · · , k). Then, order σ is defined as

σ(d1, d2, · · · , dk) ≜ (dσ(1), dσ(2), · · · , dσ(k)).

Based on the definition of order, we define the
set of contexts that include supporting documents
in a specific order σ as follows:

Definition 2. Let σ be an order of supporting docu-
ments. Then, we define Cσ as the set of all contexts
that include the supporting documents in order σ:

Cσ ≜
{
C | C = (n0, dσ(1), n1, · · · , dσ(k), nk),

∀n0, n1, · · · , nk} .
The order σ defined above can exist in a total

of k! different configurations, and thus there are
k! possible sets Cσ. The initially provided context
for answering the query belongs to some arbitrary
Cσ, and when σ is the optimal order, the model
is expected to perform at its best. We define the
optimal order σ∗

θ for a specific model θ as follows:

6453



Question: What award did the author of The Red Tree receive?

Documents:

Document [0] (Title: Passion Pictures) Passion Australia 

produced "The Lost Thing", directed by Andrew Ruhemann and 

Shaun Tan, which won an Academy Award for Best Animated 

Short Film in 2011.

Document [1] (Title: The Red Tree (Shaun Tan)) The Red Tree 

(2001), written and illustrated by Shaun Tan, is a picture book 

that presents a fragmented journey through a dark world. 

Answer the question based on the given documents.

Sure. Before answering the question, I'll reconsider the 

question and the documents once more.

Question: What award did the author of The Red Tree receive?

Documents:

Document [0] (Title: Passion Pictures) Passion Australia 

produced "The Lost Thing", directed by Andrew Ruhemann and 

Shaun Tan, which won an Academy Award for Best Animated 

Short Film in 2011.

Document [1] (Title: The Red Tree (Shaun Tan)) The Red Tree 

(2001), written and illustrated by Shaun Tan, is a picture book 

that presents a fragmented journey through a dark world. 

Now answer the question based on the given documents.Academy Award for Best Animated Short Film

Context Repetition with Chat Template

Initial Context from User

Model Answer

Figure 3: Illustration of CoRe where the model understands the context with the optimal order of documents [1]
and [0]. Text with a white background is the prompt, and text with a yellow background is the model output.

Definition 3. Let θ be a model that performs multi-
hop reasoning. Then, we define σ∗

θ as the optimal
order of the given documents d for the model θ:

σ∗
θ ≜ argmax

σ
E

C∈Cσ
[pθ (a | Q,C, I)] .

That is, the optimal order of supporting docu-
ments for a given model is defined as the order that
maximizes the expected probability of generating
the correct answer in the presence of arbitrary noisy
documents. Based on the formalization so far, we
aim to find a function that maps a given context
C to another context C ′, which has the support-
ing documents in the optimal order. The goal is to
increase the probability of the model generating
the correct answer. Therefore, we introduce an aug-
mentation function f(·) that satisfies the following
conditions:

f(C) ∈ Cσ∗
θ
. (2)

3.3 Context Repetition
Now, we study the augmentation function dis-
cussed earlier. We define an augmentation function
f
(k)
rep (·) as follows:

f
(k)
rep (C) = C ⊕ C ⊕ · · · ⊕ C︸ ︷︷ ︸

k times

. (3)

Here, C represents the given context, and ⊕ de-
notes the concatenation operation. Hence, the func-
tion f

(k)
rep (C) creates an augmented context by just

repeating the given context k times. Please note
that k = 1 indicates the absence of repetition. The
following theorem provides an important property
of f (k)

rep (·) in relation to σ:

Theorem 1. For a given context C with its support-
ing documents ordered according to some permuta-
tion τ , the augmented context f (k)

rep (C) belongs to
the set Cσ for any permutation σ. Formally,

f
(k)
rep (C) ∈ Cσ, ∀σ.

The proof of this theorem can be found in Ap-
pendix A. From Theorem 1, we can derive the fol-
lowing corollary:

Corollary 1.1. f
(k)
rep (C) always belongs to the set

of all contexts that present the supporting docu-
ments in the optimal order. Formally,

f
(k)
rep (C) ∈ Cσ∗

θ
.

Based on Corollary 1.1, we conclude that f (k)
rep (·)

is an appropriate augmentation function that satis-
fies Eq. 2.

3.4 Practical Approach
From the previous section 3.3, we can conclude
that f (k)

rep (·) can serve as a methodology for mitigat-
ing the misordered context problem. However, for
direct application, the following two issues must
be addressed:
1. It is necessary to know the number of supporting

documents in the given context, k. (Issue 1)
2. The model should effectively handle the com-

putational cost induced by the increased length
when the context is repeated k times. (Issue 2)

In real-world multi-hop reasoning scenarios, it is
not feasible to fully address issue 1. Additionally,
issue 2 becomes intractable as the number of doc-
uments included in the context grows, and more
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importantly, it incurs a significant additional cost
in terms of memory.

To overcome these critical limitations, we re-
place k with a predetermined hyperparameter k̂,

resulting the function f
(k̂)
rep (·) which can be con-

sidered an approximation of f (k)
rep (·). This directly

addresses the issue 1 by constraining the unknown
value of k to predetermined k̂. While this approach
does not guarantee that all supporting documents
will be recognized in the optimal order, it ensures
that at least the k̂-contiguous reasoning chains
within supporting documents are interpreted in
the optimal order. This allows the LLM to per-
form multi-hop reasoning from the optimal starting
point, guiding the model to execute subsequent rea-
soning steps correctly. From the perspective of the
issue 2, the introduction of k̂ significantly reduces
the additional computational and memory costs,
bringing them to a manageable level.

Consequently, we propose to use f
(k̂)
rep (·) as a

method for solving the misordered context problem.
In other words, we introduce the context repetition
(CoRe) methodology, which repeatedly presents
the given context to guide the model recognize
the supporting documents in the appropriate order.
Figure 3 illustrates the detailed operation of our
methodology when k̂ = 2. In practice, we imple-
ment this method by utilizing a chat template to
ensure that the model naturally repeats the context
given by the user.

4 Experiments

In this section, we evaluate CoRe on multi-hop
QA tasks and a synthetic task that requires com-
plex reasoning. In addition to the main experiments,
we conduct an analysis of the mechanism through
which CoRe achieves performance improvements
in the model.

4.1 Experimental Settings
We conduct experiments on three multi-hop QA
benchmarks: HotpotQA, 2WikiMultihopQA, and
MuSiQue. For HotpotQA and 2WikiMultihopQA,
reasoning-type annotations are provided for each
query. For these two datasets, we create evalua-
tion sets by sampling an equal number of queries
from each reasoning type within the validation set.
In the case of MuSiQue, as described in Section
3.1, query types are categorized by the number of
hops. We use the entire validation set as the evalu-
ation set for this dataset. To construct the context

of multiple documents, we combine the support-
ing documents with distracting (noisy) documents
assigned to each sample in the datasets. Detailed
statistics for each evaluation set are provided in
Appendix B. In the multi-hop QA evaluation, we
set the k̂ within the range of [1, 3] (k̂ = 1 means
the naive LLM baseline without repetition).

In addition to the multi-hop QA tasks, we evalu-
ate model performance on an additional synthetic
task. Specifically, we provide the model informa-
tion about a list that contains non-negative integers
as elements in a chained form consisting of two
consecutive elements. Afterward, we ask the model
for the first element of the list that contains a spe-
cific element. At this point, the specific element is
the last element of a list. For example, when there
are two lists with 3 elements each, the context and
question are structured as follows:

All the 2 lists described below
contain exactly 3 elements.

In the list 0, 381 is positioned
immediately before 512.

In the list 1, 7123 is positioned
immediately before 34.

In the list 0, 512 is positioned
immediately before 1021.

In the list 1, 34 is positioned
immediately before 6397.

Question: What is the first element
of the list that contains 1021?

Since the elements of each list are presented in
sequential order from the first to the last, the pro-
cess of finding the list that contains the last element
and then searching for the first element of that list
must be performed in a right-to-left order. This
poses a challenge for models that typically process
context in a left-to-right order. Moreover, since this
type of task does not involve specific factual knowl-
edge, it minimizes the interference of the model’s
pre-existing factual knowledge (Xiong et al., 2024).
Thus, these characteristics of the synthetic task en-
able us to establish an environment that clearly
exposes the model’s inherent misordered context
problem. We create a synthetic dataset consisting
of 1000 samples for the evaluation. Each sample
is composed of 10 lists, each containing 3 integers
between 0 and 9999 that do not overlap.

We conduct experiments using a total of five
models, including GPT-4o-mini (OpenAI, 2024),
in addition to the four LLMs used in section 3.1.
For Multi-hop QA tasks, we evaluate by measuring
the F1 score based on the short answers gener-
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Models
HotpotQA 2WikiMultihopQA MuSiQue

Comparison Bridge Compositional Comparison Inference Bridge-Comparison 2-hop 3-hop 4-hop
Llama-3.1-8B 49.31 61.19 38.10 55.77 40.75 34.86 32.05 26.24 27.06
+ CoRe (k̂ = 2) 46.93 66.82 48.15 58.13 44.81 65.11 39.10 38.23 34.08
+ CoRe (k̂ = 3) 50.46 70.54 50.74 62.58 47.44 68.18 43.64 41.02 36.08
Mistral-7B 34.42 41.14 18.82 32.90 29.77 15.43 15.14 10.31 11.00
+ CoRe (k̂ = 2) 30.41 45.79 27.78 35.67 36.39 29.09 20.6 15.74 12.36
+ CoRe (k̂ = 3) 42.50 54.51 38.93 42.91 38.67 28.70 23.96 20.17 14.78
Qwen2.5-7B 61.96 61.66 41.36 65.47 37.26 39.45 33.56 34.87 37.49
+ CoRe (k̂ = 2) 67.03 70.33 54.20 70.30 42.40 64.54 44.76 43.10 45.08
+ CoRe (k̂ = 3) 63.37 71.59 54.13 69.64 44.30 68.00 46.12 42.84 45.88
Phi-3.5-mini 26.44 44.17 27.70 45.26 27.00 35.19 17.60 16.80 12.67
+ CoRe (k̂ = 2) 23.29 49.67 37.64 50.92 32.34 36.71 28.60 26.31 26.59
+ CoRe (k̂ = 3) 41.41 59.07 40.62 46.91 33.76 22.98 31.49 26.83 32.40
GPT-4o-mini 66.92 68.66 51.96 76.63 43.84 60.96 45.26 42.04 40.04
+ CoRe (k̂ = 2) 64.72 72.67 57.43 79.14 52.03 66.96 52.47 49.47 42.53
+ CoRe (k̂ = 3) 66.52 74.06 56.72 79.84 51.09 68.84 52.66 49.37 42.89

Table 1: Main results of F1 score in the multi-hop QA tasks. All models are instruction-tuned LLMs.

Figure 4: Main results in the synthetic task. Repetition
step denotes the number of additional repetitions (k̂−1).

ated by the models. We evaluate synthetic tasks by
measuring accuracy based on whether the answers
generated by the models match the correct answers.
All prompts used in the experiments can be found
in the Appendix C.

4.2 Main Results

Table 1 shows the F1 scores of baseline models and
models with CoRe applied for multi-hop QA tasks.
Overall, performance improvements were observed
across all models and datasets. Notably, the perfor-
mance appears to reach a plateau in the k̂ = 2 set-
ting, where the context is repeated only once. Fur-
thermore, we find additional performance improve-
ments when further repetitions are applied (k̂ = 3).
In the case of HotpotQA, a significant performance
improvement was seen in the bridge type. This is
because answering bridge-type questions requires

reasoning across documents by linking information
between them, which is closely related to the order
of documents. For 2WikiMultihopQA, a consider-
able performance improvement was observed in
the bridge-comparison type, with Llama achieving
a 30-point improvement and Qwen achieving a 25-
point improvement in the F1 score. This is because
the bridge-comparison type is a complex 4-hop rea-
soning task that combines bridge and comparison
from HotpotQA. The MuSiQue dataset’s overall
performance improved regardless of the number of
hops. These results indicate that CoRe substantially
enhances the model’s multi-hop reasoning perfor-
mance, particularly in tasks where the order of sup-
porting documents is crucial, effectively guiding
the model along the correct reasoning paths.

We measure the accuracy of each model as we
increase the number of context repetitions up to 10
(k̂ = 11) in the synthetic task. As shown in Figure
4, we can see that the accuracy when no repeti-
tion is performed has a low value between 0% and
60%. This demonstrates that existing LLMs are un-
able to perform the synthetic task directly at once.
However, when CoRe is applied, we observe a sig-
nificant performance improvement, with accuracy
increasing by at least 30% points and up to 70%
points. Additionally, we can see that many models
tend to improve performance as the number of repe-
titions increases. This suggests that the model leads
to the more appropriate order of reasoning chains
as repetition progresses multiple times. However,
for some models, particularly Qwen, there is a ten-
dency for performance to drop again as the repeti-
tion steps increase. This appears to be due to noisy
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Figure 5: Performance of Llama-3.1-8B-Instruct with permuted contexts of MuSiQue during repetitions. The red
line denotes the context in the worst order, and the purple line denotes the context in the best order.

Figure 6: Performance of Qwen2.5-7B-Instruct for con-
texts with various noise powers in the synthetic task.

information being repeated in the context, nega-
tively affecting its reasoning ability. We provide a
detailed analysis of this in Section 4.3.

4.3 Analysis

Does CoRe really guide the model along the
better reasoning chain? We conduct additional
analysis to investigate whether the performance im-
provement from CoRe is indeed related to the order
of the documents. Similar to the experiments de-
scribed in Section 3.1, we permute the order of the
documents in the context across all possible combi-
nations and measure the model’s performance for
each permuted context. Specifically, for 200 k-hop
samples from MuSiQue, we construct a context
with five documents, including the k supporting
documents and some random 5 − k noisy docu-
ments assigned to each sample. As a result, each
sample has 120 permuted contexts, and we sort the
performance of each context from the worst order
to the best order, based on pθ(a | Q,C, I). Figure
5 shows the results for Llama. We plot the worst

order with a red line and the best with a purple line.
For other cases, we plot their performance with the
line of a continuous gradient of colors from red
to purple, corresponding to the performance range
from the worst to the best case. In other words,
the closer the color is to red in the rainbow spec-
trum, the lower pθ(a | Q,C, I) is, and the closer
to purple, the higher pθ(a | Q,C, I) is. Across
all query types, we find compelling evidence that
CoRe contributes to performance improvements
in terms of document order: The closer the con-
text is to the worst order case, the greater the
performance improvement from repetition. Ad-
ditionally, we observe that as the number of hops in-
creases, performance improves progressively with
iterative repetition, indicating that multiple repeti-
tions are more effective when the required reason-
ing steps increase. Appendix D shows the results
for other LLMs in this analysis.

Impact of noisy documents We further analyze
the impact of noisy documents on CoRe. In the syn-
thetic task, we measure accuracy by increasing the
number of repetitions in cases where the number of
lists is 6, 3, and 1, respectively. Here, the decrease
in the number of lists means a reduction in the pro-
portion of information unrelated to the search target.
Figure 6 shows the results of this analysis. Consid-
ering that the length of the context decreases as the
number of lists handled in the context decreases,
we perform more repetitions in cases with fewer
lists. As a result, we confirm that as the proportion
of noisy information within the context decreases,
the performance degradation caused by excessive
repetition is reduced. In particular, when there is no
noisy information, performance did not decrease
even with a large number of repetitions. Since noisy
information adversely affects model reasoning at
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Figure 7: Performance of LLMs for various positions
of the supporting document. The solid line represents
CoRe, and the dotted line represents the baseline.

high repetition counts, exploring the valid number
of repetitions required for model reasoning could
be an interesting future work based on our findings.

5 Further Studies

5.1 Robustness to Positional Bias

We analyze the absolute positional bias in the con-
text based on the position of supporting documents.
Here, positional bias refers to the phenomenon
where the QA performance of an LLM varies de-
pending on the position of the supporting docu-
ments within the context, known as the "lost-in-the-
middle" problem (Liu et al., 2023). We concatenate
k supporting documents in MuSiQue and measure
the F1 scores of the baseline without repetition
(k̂ = 1) and CoRe (k̂ = 2) while shifting the posi-
tion of the documents from 0 to 18 by increments of
2. As shown in 7, we observe that the performance
gap between the baseline and CoRe increases as
the position of the supporting documents moves
toward the middle. Particularly for Llama (blue
line) and Phi (green line), while the baseline suf-
fers from the "lost-in-the-middle" problem, CoRe
demonstrates robustness against positional bias, ex-
hibiting minimal performance variation depending
on the position of the supporting documents. Based
on these results, we demonstrate that CoRe is a so-
lution to mitigate the "lost-in-the-middle" problem.

5.2 Enhancement in Retrieve-and-Reason

We evaluate the effectiveness of CoRe (k̂ = 2) in
a retrieve-and-reason task, which closely mirrors
real-world scenarios. We utilize Contriever (Izacard

Methods 2-hop 3-hop 4-hop
RAG 12.88 8.06 6.70
+ CoRe (k̂ = 2) 17.04 12.44 9.07
IRCoT 23.67 10.64 4.33
+ Dec. 29.03 11.78 6.62
+ CoRe (k̂ = 2) 37.65 19.35 8.90
+ CoRe & Dec. 36.62 17.87 11.52

Table 2: F1 results for retrieve-and-reason tasks in
MuSiQue. Dec. refers to Decompose method.

et al., 2021) as the retriever model, constructing the
context with up to 100 retrieved documents from
MuSiQue samples. We use Llama for this experi-
ment. We first assess CoRe’s performance with (1)
the standard RAG, which directly retrieves the top
100 relevant documents to form the context. We
also evaluate CoRe with two additional methods:
(2) IRCoT (Trivedi et al., 2023), where retrieval is
performed sequentially during the CoT reasoning
process, and (3) Decompose, where the query is
decomposed into sub-queries, and reasoning is con-
ducted by deriving intermediate answers for each
sub-query (Press et al., 2023). As shown in Table
2, CoRe significantly improves performance across
all methods, demonstrating its effectiveness when
integrated into various retrieval-based reasoning
approaches. Appendix E presents the experimental
details of this section.

Additionally, we report the performance of CoRe
when applied in Chain-of-Thought (CoT) scenarios
in Appendix D. We also conduct various ablation
studies in Appendix F.

6 Conclusion

In this work, we introduce the misordered context
problem, which critically impacts LLMs’ multi-
hop reasoning capabilities. Formalizing this prob-
lem regarding context augmentation, we propose
a simple yet highly effective solution: the CoRe
method, which optimally arranges contiguous rea-
soning segments within the context to enhance
performance. We demonstrate the contributions of
our approach across various multi-hop reasoning
benchmarks, including synthetic tasks, and eluci-
date its effectiveness through further studies. Our
work highlights a key issue crucial for future dis-
cussions in multi-hop reasoning tasks with LLMs.
Furthermore, we believe CoRe could provide mean-
ingful insights for research on the test-time scaling
of LLMs that perform complex reasoning.
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Limitations

The context repetition method proposed in this
work increases the input context length by repeat-
ing the prompt’s contents, which introduces addi-
tional costs for memory and time during inference.
While the time cost is kept manageable due to the
efficient KV caching mechanism, future research
could explore ways to repeat only the core contents
of the context, thereby minimizing unnecessary ex-
pansion. Moreover, as discussed in the analysis
section, it is crucial to address the performance
degradation caused by noisy documents when re-
peating the context. A promising avenue for future
work would be to combine the inherent capabili-
ties of LLMs with techniques that minimize the
influence of noisy documents while maximizing
the effectiveness of context repetition. Overall, our
work lays the foundational groundwork for address-
ing the misordered context problem through con-
text augmentation, and future studies could build
upon this foundation to further refine and extend
the approach.
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A Proof of Theorem 1

We will prove this theorem by demonstrating that
the augmented context f (k)

rep (C), constructed by re-
peating the original context C k times, inherently
arranges the supporting documents in the order
specified by the permutation σ.

By applying the augmentation function, we ob-
tain:

f
(k)
rep (C) = (n0, dτ(1), n1, · · · , dτ(k), nk)︸ ︷︷ ︸

1st repetition

⊕

(n0, dτ(1), n1, · · · , dτ(k), nk)︸ ︷︷ ︸
2nd repetition

⊕

· · ·
(n0, dτ(1), n1, · · · , dτ(k), nk)︸ ︷︷ ︸

k-th repetition

.

We can extract the supporting documents in the
order specified by σ by selecting the dσ(i) from the
i-th repetition. All other documents in each repe-
tition of C (i.e., all dj where j ̸= σ(i) in the i-th
repetition and all nj) are considered noisy docu-
ments. This means they are treated as n′

j in the

definition of Cσ. The augmented context f (k)
rep (C)

can thus be viewed as:

f
(k)
rep (C) = (n′

0, dσ(1), n
′
1, dσ(2), . . . , dσ(k), n

′
k),

where each dσ(i) is extracted from the i-th repeti-
tion, and all n′

j are noisy documents. This directly
matches the structure of some Cσ ∈ Cσ, satisfying:

f
(k)
rep (C) ∈ Cσ.

Since σ was arbitrary, this holds for any permu-
tation σ.

B Data Statistics

Table 3 shows the statistics of the evaluation sets
in the multi-hop QA tasks conducted in the main
experiments.

C Prompts for Experiments

Table 4 and 5 show the prompt template of CoRe
for the multi-hop QA tasks and the synthetic task
conducted in the section 4, respectively.

D Additional Results

In this section, we describe additional experimental
results not reported in the main text. Specifically,
we extend the analysis from Section 4.3, where the
impact of applying CoRe to each permuted context
was only evaluated on Llama, to additional models,
including Mistral, Qwen, and Phi. Figures 8 to 10
present the analysis results for each model. Simi-
lar to the findings for Llama, we observe that the
performance improvement from CoRe increases as
the context be close to the worst-order cases for all
models. This further solidifies that the performance
gains of CoRe stem from augmenting the original
context into an optimal context. Meanwhile, we
notice a slight performance drop in contexts close
to the best order as repetition increases, particu-
larly for models like Mistral and Phi. This trend is
more pronounced compared to Llama and can be
interpreted as a result of these models being less
capable of handling noisy documents.

Additionally, we evaluate the performance of
CoRe when applied to Chain-of-Thought (CoT)
reasoning in multi-hop QA tasks. As shown in Ta-
ble 6, CoRe consistently leads to significant im-
provements, particularly in bridge and composi-
tional question types, aligning with the main re-
sults presented earlier. In the case of GPT-4o-mini,
some performance metrics remain stable, which
we attribute to an observed trade-off: while recall
increases, precision decreases. This suggests that
when CoT reasoning is combined with CoRe, the
model is better at deducing the correct answer, but
the length of the generated response tends to in-
crease, resulting in a slight drop in precision. In
conclusion, our results demonstrate that CoRe can
meaningfully enhance performance even in the con-
text of CoT reasoning. Table 7 shows the prompt
template of CoRe for CoT reasoning in the multi-
hop QA tasks.

E Experimental Details of
Retrieve-and-Reason Task

In this section, we provide the experimental de-
tails of the retrieve-and-reasoning task conducted
in Section 5.2. The retrieval database consists of
101,962 documents, constructed by ensuring no
overlap between the documents assigned to each
sample from the MuSiQue training and validation
sets. The evaluation set is built by randomly sam-
pling 480 samples from the MuSiQue validation
set, comprising 249 2-hop samples, 149 3-hop sam-
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ples, and 82 4-hop samples.
The standard RAG approach retrieves the top

100 documents at once, which are then used as
the context for prompting the LLM. IRCoT oper-
ates by having the LLM perform Chain-of-Thought
(CoT) reasoning while generating sentences. After
each sentence is generated, the top 10 documents
related to the generated sentence are retrieved and
concatenated with the previously retrieved docu-
ments, updating the context. If the LLM concludes
its reasoning with an expression such as "So the an-
swer is," the subsequent output is taken as the final
answer. If the context update process exceeds 10
iterations without reaching a conclusion, the entire
output generated during the CoT process is consid-
ered the final answer. This setup follows the one
described in Trivedi et al. 2023. When IRCoT is
combined with CoRe, after each CoT sentence is
generated, the context of the retrieved documents
and previously generated CoT responses is repeated
in the prompt.

In the question decomposition setting, LLM is
instructed to decompose the query into several sub-
queries before answering the query. Once the sub-
queries are generated, the LLM is directed to per-
form step-by-step reasoning by following each sub-
query, with the process guided by an instruction
that ensures the sub-queries are considered during
the answering phase. This setting aligns with the
prompt design of Press et al. (2023). Table 8 shows
the prompt template of query decomposition.

F Ablation Studies

F.1 Prompt Style Ablation

In this section, we investigate the impact of chang-
ing the position where CoRe is applied within the
prompt. Specifically, we conduct an ablation study
for the role where CoRe is applied in the chat
template prompt. In our default setup, CoRe is
applied through the assistant role, where the con-
text is repeated in the responses generated by the
assistant. However, we also consider an alterna-
tive setup where the context is repeated in the user
role. We evaluate the performance of Llama, Mis-
tral, Qwen, and Phi on 2WikiMultihopQA using F1
scores. k̂ = 2 for CoRe in this study.

The results, presented in Table 9, reveal that in
some cases, applying CoRe in the user role leads
to significant performance improvements. Notably,
except for Qwen, the other models show substan-
tial gains when applying CoRe in the user role.

For instance, Mistral demonstrates a 17-point im-
provement in compositional-type questions and a
15-point gain in comparison-type questions. Phi
also shows an 18-point increase in F1 score on
bridge-comparison-type questions. We hypothesize
that these improvements are due to the task be-
ing framed as a single-turn chat when CoRe is
applied in the user role. Some models are predomi-
nantly tuned on single-turn chat tasks rather than
multi-turn interactions, making it easier for them
to reason when CoRe is applied in the user role. By
adapting the CoRe methodology to align with the
model’s training environment, we would create a
more familiar reasoning context, leading to larger
performance gains. Table 11 shows the prompt tem-
plate of CoRe applied in the user role position
within the prompt.

F.2 Repetition Style Ablation
Additionally, we conduct an ablation study to ex-
plore the effects of modifying the repeated context.
Specifically, we examine 4 cases where the content
of the context is altered during repetition: (1) each
documents are paraphrased, (2) each documents
are summarized, (3) the order of the documents
is shuffled randomly, and (4) the order of the doc-
uments is reversed. We evaluate the performance
of each of these cases. The experiments are con-
ducted on 2WikiMultihopQA using Llama, where
the paraphrasing and summarizing are directly per-
formed by Llama responsible for reasoning. k̂ = 2
for CoRe in this study.

Table 10 presents the results for each case when
repetition is applied once. Interestingly, in compar-
ison tasks, all ablation settings yield higher per-
formance than the baseline setting, which involves
simply repeating the context as is. This suggests
that the process of recognizing the same content in
different forms is particularly beneficial for com-
parison tasks. For the cases of shuffling and re-
versing the order of documents, performance im-
provements are observed in three out of four types,
excluding inference. This indicates that varying
the order of documents during repetition enables
the model to consider a wider range of reasoning
chains. As discussed in Section 4.3, future research
could explore applying CoRe while reducing the
noise power within the context, and actively modi-
fying the form of the context, as in this study, could
be another potential direction to consider. Table 12
and 13 show the prompt template of paraphrasing
and summarizing, respectively.
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G Computational Environment

For the main experiments, we utilize NVIDIA
A40 GPU. For the experiments for the retrieve-
and-reason task, we utilize NVIDIA H100 80GB
HBM3 GPU. All the models except GPT-4o-mini
in our work are from huggingface. We utilize
GPT-4o-mini through OpenAI API package.

H Licenses

HotpotQA, 2WikiMultihopQA, and MuSiQue are
licensed under the CC BY-SA 4.0, CC-BY-4.0,
and Apache-2.0 licenses, respectively. Llama-3.1,
Mistral, Qwen, Phi, and GPT-4o-mini are licensed
under the Llama 3.1 COMMUNITY LICENSE,
Apache-2.0, Apache-2.0, MIT, and OpenAI.

I Usage of AI Writing Assistant

This paper benefited from linguistic support pro-
vided by the AI assistant ChatGPT-4o, which con-
tributed by offering paraphrasing and enhancing the
original content. No other assistance was sought
beyond these services.
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Figure 8: Performance of Mistral-7B-Instruct-v0.3 with permuted contexts of MuSiQue during repetitions. The red
line denotes the context in the worst order, and the purple line denotes the context in the best order.

Figure 9: Performance of Qwen2.5-7B-Instruct with permuted contexts of MuSiQue during repetitions. The red line
denotes the context in the worst order, and the purple line denotes the context in the best order.

Figure 10: Performance of Phi-3.5-mini-instruct with permuted contexts of MuSiQue during repetitions. The red
line denotes the context in the worst order, and the purple line denotes the context in the best order.
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Datasets
HotpotQA 2WikiMultihopQA MuSiQue

Comparison Bridge Compositional Comparison Inference Bridge-Comparison 2-hop 3-hop 4-hop
# of samples 1000 1000 500 500 500 500 1252 760 405
Context length 869.17 977.33 701.15 567.84 772.21 593.87 1694.4 1827.92 1778.8

Table 3: Data statistics of evaluation sets for each dataset of multi-hop QA tasks in the main experiments. Context
length denotes the mean number of words included in the context of each type of sample.

[User role]

Question: {Question}

Documents:

Document [0] {Document 0}
Document [1] {Document 1}
...
Document [N] {Document N}

Answer the question based on the given documents. Respond only the answer within a few words
after ’Answer:’.

[Assistant role]

Sure. Before answering the question, I’ll reconsider the question and the documents once more.

Question: {Question}

Documents:

Document [0] {Document 0}
Document [1] {Document 1}
...
Document [N] {Document N}

[User role]

Now answer the question based on the documents. Respond only the answer within a few words after
’Answer:’.

[Assistant role]

Answer:

Table 4: Prompt template of CoRe used in main experiments for the multi-hop QA tasks.
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[User role]

Information:

All the {k} lists described in the below contain exactly {n} elements.

In the list 0, {lists[0][0]} is positioned immediately before {lists[0][1]}.

...
In the list {k}, {lists[k][0]} is positioned immediately before {lists[k][1]}.

...
In the list 0, {lists[0][n-2]} is positioned immediately before {lists[0][n-1]}.

...
In the list {k}, {lists[k][n-2]} is positioned immediately before {lists[k][n-1]}.

Question: What is the first element of the list that contains {lists[0][n-1]}?
Answer the question based on the given information. Respond only the answer without any explanation
after ’Answer:’.

[Assistant role]

Sure. Before answering the question, I’ll reconsider the question and the documents {t} times
more.

Information:

{Information}

Question: {Question}

...
(repeat t-times)

[User role]

Now answer the question based on the documents. Respond only the answer without any explanation
after ’Answer:’.

[Assistant role]

Answer:

Table 5: Prompt template of CoRe used in main experiments for the synthetic task.

Models
HotpotQA 2WikiMultihopQA MusiQue

Comparison Bridge Compositional Comparison Inference Bridge-Comparison 2-hop 3-hop 4-hop
Llama-3.1-8B 54.07 67.74 52.36 70.46 61.21 42.23 49.71 43.03 31.28
+ CoRe (k̂ = 2) 53.07 71.93 53.36 72.12 63.54 77.55 51.94 44.7 37.98
Mistral-7B 32.19 43.68 27.31 39.74 37.22 26.47 21.87 14.18 9.41
+ CoRe (k̂ = 2) 36.04 52.74 37.37 45.94 48.51 53.47 25.99 15.96 11.22
Qwen2.5-7B 65.93 68.01 49.29 84.83 55.37 77.38 45.33 38.18 36.53
+ CoRe (k̂ = 2) 65.67 72.03 51.09 85.59 59.97 83.96 49.94 45.21 40.25
Phi-3.5-mini 44.58 59.76 44.92 81.44 48.48 81.14 28.53 23.39 19.49
+ CoRe (k̂ = 2) 46.23 62.4 46.01 83.26 51.23 82.83 34.98 31.24 30.61
GPT-4o-mini 59.29 71.74 55.75 78.91 76.44 88.46 55.06 49.68 41.84
+ CoRe (k̂ = 2) 57.68 74.04 54.93 77.53 77.65 88.38 56.8 51.41 44.35

Table 6: Chain-of-Thought results of F1 score in the multi-hop QA tasks. All models are instruction-tuned LLMs.
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Chain-of-Thought reasoning

[User role]

Question: {Question}

Documents:

Document [0] {Document 0}
Document [1] {Document 1}
...
Document [N] {Document N}

Answer the question based on the given documents.

[Assistant role]

Sure. Before answering the question, I’ll reconsider the question and the documents once more.

Question: {Question}

Documents:

Document [0] {Document 0}
Document [1] {Document 1}
...
Document [N] {Document N}

[User role]

Now answer the question based on the documents.

[Assistant role]

Let’s think step by step.

Extract short answer from CoT response

(After same prompt of user-assistant-user as above prompt for chain-of-thought reasoning ...)

[Assistant role]

Let’s think step by step. {CoT response}

[User role]

Respond only the answer in a few words after ’Answer:’.

[Assistant role]

Answer:

Table 7: Prompt template of CoRe used in Chain-of-Thought reasoning for the multi-hop QA tasks.

[User role]

Decompose the following question into several sub-questions.

Question: {Question}

[Assistant role]

1.

Table 8: Prompt template of query decomposition for the retrieve-and-reason task.
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Models Compositional Comparison Inference Bridge-Comparison
Llama-3.1-8B 38.1 55.77 40.75 34.86
+ CoRe in assistant 48.15 58.13 44.81 65.11
+ CoRe in user 53.45 69.36 47.59 68.76
Mistral-7B 18.82 32.9 29.77 15.43
+ CoRe in assistant 27.78 35.67 36.39 29.09
+ CoRe in user 44.07 50.7 39.64 25.29
Qwen2.5-7B 41.36 65.47 37.26 39.45
+ CoRe in assistant 54.2 70.3 42.4 64.54
+ CoRe in user 54.05 69.73 41.64 68.3
Phi-3.5-mini 27.7 45.26 27 35.19
+ CoRe in assistant 37.64 50.92 32.34 36.71
+ CoRe in user 42.56 54.89 34.51 54.37

Table 9: Results in the ablation study about the position of context repetition

Methods Compositional Comparison Inference Bridge-Comparison
Baseline (CoRe) 48.15 58.13 44.81 65.11
Paraphrase 48.23 61.17 42.32 57.19
Summary 48.44 61.68 40.35 64.79
Shuffle 51.25 63.4 43.33 65.97
Reverse 50.65 63.35 42.9 67.11

Table 10: Results for Llama in the ablation study about the content of repeated contexts.

[User role]

Question: {Question}

Documents:

Document [0] {Document 0}
Document [1] {Document 1}
...
Document [N] {Document N}

Answer the question based on the given documents. Respond only the answer within a few words
after ’Answer:’.

Look again the input prompt:

Question: {Question}

Documents:

Document [0] {Document 0}
Document [1] {Document 1}
...
Document [N] {Document N}

Answer the question based on the given documents. Respond only the answer within a few words
after ’Answer:’.

[Assistant role]

Answer:

Table 11: Prompt template of CoRe applied in the user role position.
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[System role]

You are a professional paraphraser. Your task is to paraphrase the given text based on the below
instructions. Follow the instructions to achieve the desired output.

- Objective: Rewrite the text more thoroughly, changing both vocabulary and sentence structure
while preserving the original meaning.

- Instructions: (MOST IMPORTANT) Use your own style for natural paraphrase

Introduce new expressions, alter sentence structure, and rearrange clauses.

Use synonyms and change the form of words (e.g., verbs to nouns, or active to passive voice).

Retain the original message but express it in a noticeably different way.

- Example:

Original: "The quick brown fox jumps over the lazy dog."

Paraphrase: "With swift movements, the brown fox leaps over the dog lying lazily."

# Format of the paraphrasing task

- Original: The original text.

- Paraphrase: The paraphrased version of the text based on the above guideline. Provide the
output text immediately.

[User role]

Paraphrase the original text below.

Original: {input text}

[Assistant role]

Paraphrase:

Table 12: Prompt template of paraphrasing for the ablation study.

[System role]

ummarize the following text while ensuring that no key information, factual accuracy, or essential
meaning is lost. Follow these guidelines:

- Maintain Key Details: All critical points, facts, and arguments from the original text must be
preserved.

- Conciseness: The summary should be significantly shorter than the original text while capturing
its essence. - Clarity and Precision: Use clear, professional language. Avoid vague phrasing.

- No Alteration of Meaning: Do not add, alter, or infer information that is not present in the
original text.

Please follow below pattern of example. Provide the output text immediately.

- Example:

Original Text: The rapid development of artificial intelligence over the last decade has led to
significant breakthroughs in various fields, including healthcare, finance, and transportation.
However, these advancements also raise concerns about data privacy, job displacement, and the
ethical use of AI technologies.

Summary: AI advancements in healthcare, finance, and transportation have been substantial, though
concerns about data privacy, job displacement, and ethical issues have emerged.

[User role]

Summarize the following text below.

Original Text: {input text}

[Assistant role]

Summary:

Table 13: Prompt template of summarizing for the ablation study.
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