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Abstract
Large Language Models (LLMs) are increas-
ingly being leveraged for generating and
translating scientific computer codes by both
domain-experts and non-domain experts. For-
tran has served as one of the go to programming
languages in legacy high-performance comput-
ing (HPC) for scientific discoveries. Despite
growing adoption, LLM-based code transla-
tion of legacy code-bases has not been thor-
oughly assessed or quantified for its usability.
Here, we studied the applicability of LLM-
based translation of Fortran to C++ as a step to-
wards building an agentic-workflow using open-
weight LLMs on two different computational
platforms. We statistically quantified the com-
pilation accuracy of the translated C++ codes,
measured the similarity of the LLM translated
code to the human translated C++ code, and
statistically quantified the output similarity of
the Fortran to C++ translation.

1 Introduction

A Large volume of scientific computational soft-
ware implemented in HPC environments has been
written in programming languages such as Fortran
and C due to their superior performance. However,
recent advancements in computer hardware are not
fully utilized by older generations of Fortran, and
these legacy codes often encounter difficulties with
memory allocations. There is a lack of human re-
sources to maintain and improve these code-bases
for mission critical applications in the future (Ship-
man and Randles, 2023; Pietrini et al., 2024).

Propriety (e.g. ChatGPT) and open weight (e.g.
Llama (Touvron et al., 2023)) LLMs have vastly
improved code generation (Wang and Chen, 2023)
and code translation between modern programming
languages (Jiao et al., 2023) due to widespread
availability of training examples, but not without
difficulties (Pan et al., 2024). As efforts expand
to translate scientific software from legacy pro-
gramming languages to more modern languages via

agentic workflows, there is a need for systematic
methods to evaluate the effectiveness of machine
generated scientific software.

However, very few studies exist for LLM-
assisted code translation from Fortran to C++, pri-
marily due to a lack of quality training data sets.
A recent study (Lei et al., 2023), compiled pairs
of OpenMP Fortran and equivalent C++ codes to
evaluate LLM code translation and evaluated their
results using both quantitative (e.g., CodeBLEU
score (Ren et al., 2020)) and qualitative approaches
(e.g., human evaluation). There is also a lack of
LLM-based Fortran to C++ code translation tools
that can be readily deployed to assist developers
in mission critical and secure environments. Fur-
thermore, earlier attempts to translate code from
Fortran to C++ have not accounted for successful
compiles or output evaluation of the translated code
(Theurich et al., 2001).

In this study, we make several contributions.
We conduct an analysis of translating open-source
code-bases using open-weight models. Our work-
flow (Figure 1) is designed to be agnostic of
any specific LLM or computational platform (e.g.,
vLLM), building towards a set of standardized eval-
uation measures for machine-generated code trans-
lation. We evaluate the similarity to the human-
translated target code using the common Code-
BLEU measure (Ren et al., 2020), how much of
the translated code compiles (compilation accuracy
(Wen et al., 2022a)), and how well the output of
the compiled translated code matches the original
compiled Fortran code (output similarity). We also
categorize any compile errors to demonstrate dif-
ferent behaviors among LLMs. To our knowledge,
this is the first attempt to statistically quantify code
translation accuracies of open-weight LLMs be-
tween computational platforms, the first such study
involving Fortran, and the first to apply all of these
evaluation techniques together.
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Figure 1: Regardless of LLM, our workflow evaluates several parts of the LLM’s code translation, starting by
comparing it to a human-translated ground truth with CodeBLEU, then moving to evaluate how well the translation
compiles and executes. Finally, the workflow compares the output between the original Fortran code and the
translated code’s C++ executable.

2 Background

Despite the emergence of numerous modern pro-
gramming languages, Fortran remains integral in
legacy scientific applications, HPC, and areas re-
quiring intensive numerical computations, such as
climate modeling (Méndez et al., 2014), computa-
tional fluid dynamics (Derlaga et al., 2013), solv-
ing inverse problems (Cuer and Bayer, 1980), full
waveform inversion (Komatitsch and Tromp, 2002),
subsurface flow (Mills et al., 2007), space appli-
cations (Ocampo and Senent, 2006), crystallog-
raphy (Grosse-Kunstleve et al., 2002), radiation
transport (Waters et al., 2007) and structural analy-
sis (Nardelli, 1995). Unfortunately, Fortran is no
longer a popular language (Shipman and Randles,
2023) and finding assistance from the community
for future development is challenging. We chose
C++ as a target language because it has more com-
munity support, but it also has a number of desir-
able features for scientific computing in the HPC
environment, including its highly efficient feature
set, template techniques (Veldhuizen and Jernigan,
1997), the standard template library (Musser and
Saini, 1995), and advanced memory management
(Attardi et al., 1998). Unfortunately, efforts to trans-
late legacy code-bases from Fortran to C++ have
encountered several challenges stemming from dif-
ferences in language paradigms, syntax, and stan-

dard libraries.
LLMs have emerged as an efficient and robust

method for translating code between programming
languages. Many LLMs exist (de Groot, 2024), and
there are different computational platforms (Emani
et al., 2022) for executing LLMs. In this work,
we evaluate two such platforms: vLLM and Sam-
baNova. vLLM is a library providing a common
interface for efficiently serving different LLMs
across different hardware architectures utilizing
the PagedAttention algorithm (Kwon et al., 2023).
SambaNova is an AI accelerator platform that pro-
vides specialized hardware for executing LLMs
(Prabhakar et al., 2024). We compare both in this
paper.

3 Related Work

Fortran to C++ translation has traditionally been
conducted manually by experienced programmers.
There have been few efforts to convert these legacy
code-bases from Fortran to C++ using source-to-
source translation tools (Grosse-Kunstleve et al.,
2012; Feldman, 1990). However, the translated
codes from these sources lack readability and re-
quire manual changes to implement memory man-
agement functionality (Theurich et al., 2001).

Previous systematic studies of code translation
between pairs of modern programming languages
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such as C, C++, Go, Java, and Python using LLMs
have been met with varying degree of compila-
tion success from 2.1 to 47.3% for code specific
(codeGEN, CodeGenX, StarCoder) and text based
general purpose (GPT-4, Llama-2, TB-Airboros,
TB-Vicuna) LLMs with GPT-4 having the most
success (Pan et al., 2024). Recent efforts to create
larger code bases of example training data sets for
popular and niche programming languages have
improved the LLM assisted translations between
more modern languages (Yan et al., 2023). A recent
study (Chen et al., 2024) utilized an LLM based
agentic method that seamlessly integrates multiple
verification processes into iterative cycles for trans-
lating Fortran to C++. This approach employs a
questioner-solver module to delegate referencing
and decision-making tasks to separate LLMs, a
multi-turn dialogue collection that effectively cap-
tures the nuanced aspects of translating and finally
fine-tuning of three open-weight LLMs using the
data produced to improve the accuracy of the mod-
els. Our study differs from theirs (Chen et al., 2024)
by evaluating the capabilities of open-weight LLMs
that can be readily deployed in a mission critical
environment to translate Fortran to C++ on differ-
ent computational architectures. We also differ by
our choice in evaluations. We include compilation
accuracy, the translated code’s similarity to human
translated codes, and a comparison of the similar-
ity of outputs between our ground truth Fortran
codes and the translated code from the LLM. Un-
like other studies, we also apply the open-source
Rosetta code repository (Rosetta Code Community,
2025) as a data source for evaluating the translation
of Fortran to C++.

4 Methodology

4.1 Data

To evaluate how well each LLM’s translation
matches a human translation, we required not only
Fortran code, but ground truth C++ translations.
We acquired two datasets containing pairs of For-
tran and equivalent C++ codes. Rosetta Code
(Rosetta Code Community, 2025) provides cod-
ing examples for the same programming task in
multiple languages. We created a web scraper to
produce a dataset of 243 Fortran and their corre-
sponding C++ examples from the Rosetta Code
website in October 2023. We retained only those
examples for which there was at least one Fortran
and corresponding C++ example per programming

task. Our second dataset consists of 101 examples
from the DataRaceBench (DRB) benchmark (Liao
et al., 2017) obtained from the OpenMP Fortran to
C++ dataset (Lei et al., 2023) that contains the same
code implemented in different languages in support
of the benchmark. From each dataset, we selected
fully developed 344 computer programs with vary-
ing degrees of complexity, to ensure ground truth
Fortran and C++ programs compile.

4.2 LLMs
Model parameters in LLMs are preset configura-
tions that determine the model’s architecture and
training process, such as the number of layers,
learning rate, and batch size. The number of pa-
rameters varies between LLMs. However, prior
work (Hoffmann et al., 2022) demonstrated that the
performance of LLMs does not necessarily linearly
increase with the number of parameters.

We chose LLMs that are well regarded by in-
dustry, can be deployed in a mission-critical en-
vironment, allow for local deployment to satisfy
privacy concerns, have a diversity of model param-
eter sizes for comparison, and are also supported by
the vLLM and SambaNova Cloud platforms (Sam-
baNova). Table 1 shows the LLMs we selected
based on this criteria.

4.3 Workflow
Figure 1 shows the evaluation process we applied
to each Fortran code and LLM. We start by build-
ing each full prompt by combining each Fortran
code with the prompt in Figure 2. Using this full
prompt, we requested that each LLM convert the
Fortran code to C++. Because LLMs are known to
vary their responses due to their stochastic nature,
we issued the same prompt multiple times for each
Fortran code. We set up vLLM (Kwon et al., 2023)
using onsite hardware at the Los Alamos National
Laboratory (DGX hardware equipped with 8 A100s
NVIDIA GPUs along with 2 AMD EPYC 7742 64-
Core Processors) and issued the same prompt 128
times per Fortran code per LLM. We utilized tem-
perature of 0.8, min-p of 0.05, top-p of 0.95, and
set the maximum generation length to 8192 tokens
across the LLM models. We also used the Ope-
nAI Python API library to prompt Llama models
hosted by SambaNova Cloud, which is equipped
with SambaNova SN40 Reconfigurable Dataflow
Units (RDUs) (Prabhakar et al., 2024). Due to
rate limits on the SambaNova Cloud, we only exe-
cuted the same prompt 25 times per Fortran code
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Table 1: The LLMs used in this study.

LLM # parameters Computational platform
Open code interpreter 33B vLLM
Llama 3.1 70B vLLM
Mistral Large Instruct 2407 123B vLLM
Llama 3.3 70B vLLM
Llama 3.1 8B SambaNova Cloud
Llama 3.1 70B SambaNova Cloud
Llama 3.1 405B SambaNova Cloud
Llama 3.3 70B SambaNova Cloud

Figure 2: The prompt used in this study.

per LLM. We utilized temperature of 0.8, top-p of
0.9, and context length of 4096 across the Llama
models in the SambaNova Cloud. From each com-
pletion, we recorded the C++ code and compared
it to the ground truth C++ code from our datasets
via CodeBLEU score (Ren et al., 2020). From
there, we evaluated the Fortran code’s compilation
accuracy and output similarity.

4.4 Similarity to human translated code
CodeBLEU (Ren et al., 2020) measures how well
a machine translation matches a human translation
for the same code. The CodeBLEU score contains
four dimensions of comparison: matching n-grams,
matching weighted n-grams, Abstract Syntax Tree
matching, and data-flow analysis. We apply the
human ground truth translation from each dataset
to arrive at a CodeBLEU score. We perform bias
analysis of the translated C++ codes across various
LLMs, as an indicator of the code translation qual-
ity. We use CodeBLEU scores of the human trans-
lated C++ codes with their corresponding machine
translated codes. In our scenario, since we run the
same translation command prompt for a given code
multiple times and we might get variations in the

code translation, our bias analysis takes into ac-
count this stochasticity in LLM-based code genera-
tion. To perform this, for each LLM, we first calcu-
late individual average CodeBLEU scores for each
ground truth Fortran file across the trials. Since
CodeBLEU depicts similarity, we calculate bias
(that represents error) as Bias = 1−CodeBLEU .
With this formulation, now we can use these aver-
aged bias scores to approximate a distribution using
a non-parametric Kernel Density Estimate (KDE)
approach(Chen, 2017). In this method, there exist
different choices for its kernel types; such as Gaus-
sian, triangular, rectangular, and the Epanechnikov
kernel (Gramacki, 2018). Generally, variations due
to kernel types are considered to be less signifi-
cant compared to the choice of kernel bandwidth
(Silverman, 1998). Silverman’s rule of thumb for
bandwidth selection generally produces smooth
and good-quality density estimation (Biswas et al.,
2016). We use this approach in our work and gen-
erate the KDE plots, as shown in Figure 3a for
vLLM based translated codes and Figure 3b shows
the KDE plots for the SambaNova Cloud based
translated codes.
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Table 2: Classification of compiler errors used in this work.

Compile Error Category Error topic String matches from g++ compiler
Syntax Error Missing operators, missing delimiters, expected

incorrect usage of tokens, before
or anything else resulting from poor programming
syntax

error: no match for ‘operator>=

stray “’ in program
error: void value not ignored as it ought to be
error: ‘std::std’ has not been declaredcannot be used as a function
error: assignment of read-only locationerror: invalid initialization
of non-const reference of type
error: lvalue required as increment operand
error: no matching function for call to
error: missing terminating " character
error: too many arguments to function

Type Error An issue with use of data types invalid conversion
cannot convert

Linker Error The implied use of external libraries is not a member of ‘std’
error: aggregate ‘std::stringstream ss’ has incomplete type and
cannot be defined
undefined reference

Declaration Error Declaring variables before use error: too many initializers
was not declared
has not been declared

Semantic Error Proper application of functions or operators invalid operands
invalid use of

Scope Error Using variable outside of their established scope not in this scope
is not captured

Template Error Invalid use of C++ templates wrong number of template arguments
File and I/O Error the code refers to nonexistent filesystem resources No such file or directory
Memory Error Incorrect use of memory operations invalid use of

delete
Other Error Anything else not covered with the string matching

above

4.5 Success of compilation
Compilation accuracy of the translated C++ mea-
sures how many translations successfully compile
without errors (Wen et al., 2022b). We compiled
each translated C++ using the g++ v5.3.0 com-
piler on Red Hat Enterprise Linux Workstation re-
lease 7.9. If a C++ translation failed to compile,
we recorded the compiler output and did not pro-
ceed further with that translation (Figure 1). We
reviewed the compiler output and categorized each
error as shown in Table 2. The

4.6 Similarity of outputs
Output similarity compares the output of each For-
tran program to that of its C++ translation gen-
erated from the LLM. We compiled each Fortran
program and ran the resulting executable to cap-
ture its output. Then, we did the same with each
LLM-generated C++ translation that successfully
compiled. Outputs from scientific programs consist
of text and numeric data. Humans may look at two
outputs and consider them the same where a di-
rect string match would score them radically differ-
ent (e.g., b(50,50)= 0.00000000 vs. b(50,50)=
0.0 and Fib for 30 832040 vs. Fib for 30
= 832040.0). We first tokenized each output us-
ing the NLTK (Bird et al., 2009) word_tokenize
function to produce a list of strings. Then, we at-
tempted to convert each token to a floating point

number using the Python float function. If the
token could be converted, we rounded it to a pre-
cision of 4 decimal places. If not, then we left the
token as a string. We, then applied a Jaro-Winkler
(Jaro, 1989; Winkler, 1990) score to each set of
tokens to measure their similarity.

Thus, by the end of the workflow we have eval-
uated each translation in comparison to a human
translation, how well it compiles, and whether it
produces the same output as the Fortran submitted
to the system at the beginning.

5 Results and Discussion

5.1 Similarity to human translated code

CodeBLEU scores demonstrate how well an LLM’s
code translation matches a human translation of the
same code. Figure 3 shows the bias of CodeBLEU
scores between LLMs. Scores on the x-axis pro-
vide a distance between LLM generated C++ trans-
lations and their human ground truth equivalents.
Higher scores that indicate that the translation is far-
ther than the ground truth and thus a poorer match.
At first glance Figure 3 appears to show that there is
not much difference between LLMs, but the peaks
give a more nuanced story.

Figure 3a shows that Llama 3.1 70B leads with
the highest rate of translations that do not match
human ground truth. OpenCodeInterpreter 33B
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(a) vLLM (b) SambaNova

Figure 3: Kernel density estimate plots demonstrating the distribution of total bias (1 - CodeBLEU Score) for each
Fortran translation demonstrates different distributions per execution platform.

(a) vLLM (b) SambaNova

Figure 4: Compilation accuracy of each LLM by execution platform shows that the increase in the number of model
parameters is proportional to the increase in compilation accuracy.

(Zheng et al., 2025) has the lowest peak outper-
forming Mistral Large. However, Mistral does have
a small peak lower on the x-axis, indicating many
more that might be closer to human ground truth.

SambaNova has a similar peak in Figure 3b,
indicating a higher number of LLM translations
that do not match human ground truth. Llama
3.1 8B’s CodeBLEU bias is highest. Thus, its
translations are least consistent with human trans-
lations. In contrast, Llama 3.1 405B has the lowest
peak, but appears only marginally better in consis-
tency than other models. These results with the
commonly-used CodeBLEU metric demonstrate
that larger models provide translations closer to hu-
man ground truth, but the amount of similarity in
these distributions necessitate our other measures
to more clearly separate performance.

5.2 Success of compilation
Figure 4 shows the compilation accuracy results
for each computational platform and LLM. In both
cases, we see an increase in the number of suc-
cessful compiles as one increases the number of
parameters in the LLM. Additionally, as seen in
Figure 4a, while the LLMs served by vLLM appear
to generate more successfully compilable code,
OpenCodeInterpreter generates completions from
which we cannot extract code. In contrast, Sam-
baNova’s results in Figure 4b show no instances
where LLM completions produced code that could
not be extracted. Additionally, we see that, for
vLLM, Llama 3.1 70B and Llama 3.3 70B have
comparable performance. This is not the case with
these two LLMs on SambaNova Cloud, where
Llama 3.1 405B and Llama 3.3 70B have similar
performance.
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(a) vLLM (b) SambaNova

Figure 5: Each Fortran code is plotted along the x-axis while the count of tries for a corresponding C++ translation
is placed on the y-axis. Translations that compiled successfully are shown in green, and those that failed are marked
in red. Note same Fortran code is not always shown at the same point in the x-axis. Compilation accuracy of each
translated Fortran program differs per model with some LLMs having more difficulty translating certain codes than
others. We note that LLMs with a higher number of parameters have more success per Fortran code.

Figure 5 demonstrates the distribution of compi-
lation accuracy for all Fortran codes. These sand-
charts represent each Fortran code on the x-axis.
The y-axis represents each translation of that code
into C++. Green shows translations that success-
fully compile. Red shows failures. By executing
each LLM multiple times we can see the level of
variation in their responses and note that not all
translation failures occurred equally. Some trans-
lations were always successfully compiled while
others were more varied. We also note the same
pattern of improving compilation accuracy among
all Fortran codes as the number of parameters in-
creases across models. vLLM shows more con-
sistent translations (green rising closer to the top)
while SambaNova shows a dramatic improvement
for Llama 3.1 405B over Llama 3.3 70B that was
not apparent in the raw numbers shown in Figure
5b.

Figure 6 shows the distribution and categoriza-
tion of of compile failures. In Figure 6a, most of the
compile errors generated from the LLMs served in
vLLM are linker errors, representing the assumed
inclusion of libraries not specified via an #include
directive. In contrast, in Figure 6b the majority of
the compile errors shown for LLMs served in Sam-
baNova Cloud are syntax errors. Again, we see

that Llama 3.3 70B and Llama 3.1 405B have com-
parable performance, though their compile error
distribution varies.

5.3 Similarity of outputs

Figure 7 shows the distribution of Jaro-Winkler
scores comparing the outputs of the ground truth
Fortran programs to the outputs of their LLM C++
translations. We note the same familiar pattern
of increasing number of parameters leads to bet-
ter mean similarity of inputs. Mistral Large with
vLLM in Figure 7a and Llama 3.1 405B with Sam-
baNova in Figure 7b both outperform Llama 3.3
70B in this case. Mistral Large, however produces
a tighter distribution of similar outputs.

6 Conclusion

We conducted an analysis of how well open-weight
LLMs translate open-source code-bases from For-
tran to C++. We presented an LLM-independent
and platform-independent workflow for our eval-
uation. This workflow evaluates several elements
of translation quality. We consider the similarity
between human ground truth and machine trans-
lation, if the translated C++ code compiles, what
errors are encountered if the compile fails, and
finally how well the resulting C++ translation’s ex-
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(a) vLLM (b) SambaNova

Figure 6: Distribution of compile error categories for each C++ translation shows that LLMs produce different
errors in their translated code.

ecutable produces the same output as the original
Fortran code.

We ran this workflow with LLMs on both the
vLLM and SambaNova Cloud platforms. Because
LLMs do not always produce the same output each
time, we ran 128 instances of the same translation
on vLLM and 25 on SambaNova to ensure we had a
sizeable sample space. Unsurprisingly, we discov-
ered that those LLMs with higher model parameter
counts tend to produce better results. Our code-
BLEU analysis reveals that Mistral Large served on
vLLM and Llama 3.1 405B served on SambaNova
Cloud produce codes that better matches human
translations. Our compilation evaluation demon-
strates that Mistral Large on vLLM and Llama 3.1
405B on SamaNova Cloud have higher counts of
compilable code, with Llama-3.3 70B being compa-
rable. We demonstrated that not all Fortran codes
were translated consistently, showing that some
LLMs produced C++ translations that more consis-
tently compiled for a given Fortran code. We also
found that the translated codes from vLLM that
failed to compile mostly had linker errors while
those from SambaNova largely contained syntax
errors, even for the same LLM model. Finally, we
showed that, for successful compiles, the output of
the translated executables better matched the out-
put of the original Fortran with Mistral Large on
vLLM and Llama 3.1 405B on SambaNova Cloud,
with Llama 3.3 70B being comparable on both plat-
forms.

The implications for scientific computing are
mixed. The state of the art shows the code bases in
Fortran can be translated to C++ readily, but also
demonstrate that no LLM on either platform was
free of error. We still require a human-in-the-loop
for code translation.

7 Limitations

While our study presents a workflow for systematic
evaluation of open-weight LLMs for Fortran-to-
C++ code translation, there are several limitations
that must be acknowledged: Our evaluation work-
flow is not yet packaged into a standalone tool
that can provide Fortran-to-C++ translations along
with compilation statistics and output similarity.
Automating this workflow would make scientific
discovery more accessible for researchers working
in HPC environments. We did not present our at-
tempts to improve compilation accuracy through
agentic workflows by incorporating the error mes-
sages generated from compiling the codes pro-
duced by the LLM into a automatic dialog with
the LLM. Our initial efforts in that direction were
shown to increase the compilation accuracies of the
translated codes and we are pursuing the agentic
workflows in a future study.

Additionally, our study could be enhanced by
incorporating more complex and extensive For-
tran code-bases, such John Burkardt’s data set
(Burkardt, Accessed: 2025-01-30) which are highly
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(a) vLLM (b) SambaNova

Figure 7: Distribution of Jaro-Winkler scores for output similarity comparison between original Fortran executables
and LLM C++ executables. Green triangles represent means while green lines are medians.

relevant to scientific computing. Furthermore,
Chen et al. (Chen et al., 2024) showed that fine-
tuning LLMs on Fortran to C++ datasets could
improve each model’s CodeBLEU scores by 1.5
to 3.3 times with up to a 92% increase in success-
ful compilations. Focusing our study’s analysis on
models which have been fine-tuned for Fortran to
C++ translation could help create more useful tools
for developers.

Further improvements could be made with
prompt design and in this study, we used the same
prompt for every LLM. It is possible that further ex-
ploration of prompt design could uncover that dif-
ferent models perform better with different prompts
(Liu et al., 2023; Knobloch et al., 2025). Our
study focused solely on open-weight LLMs such as
Llama and Mistral. While comparisons do exist for
both natural language translation as well as coding
(without translating), our literature review found a
lack of studies comparing open-weight LLMs to
proprietary models like GPT and Gemini for code
translation. Including these models, along with the
source-to-source translation tools (Feldman, 1990;
Grosse-Kunstleve et al., 2012) which were popu-
lar for Fortran to C++ in the past could provide a
clearer benchmark for our results. Additionally, in
this study, we did not test the capabilities of the
new generation of reasoning models (OpenAI’s o1,
o1-mini, o3-mini; DeepSeek-R1; and Anthropic
Claude 3.7 Sonnet) to translate Fortran to C++.
However, our workflow delivers a plug-and-play

solution to test any LLMs code translation capa-
bilities on any computational platform without any
modifications.

In this study, we did not consider improving
code translation accuracy using few-shot learning
via Retrieval Augmented Generation (RAG) as it
is studied elsewhere (Bhattarai et al., 2024).
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