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Abstract

People leverage group discussions to collab-
orate in order to solve complex tasks, e.g. in
project meetings or hiring panels. By doing
so, they engage in a variety of conversational
strategies where they try to convince each other
of the best approach and ultimately reach a de-
cision. In this work, we investigate methods
for detecting what makes someone change their
mind. To this end, we leverage a recently in-
troduced dataset containing group discussions
of people collaborating to solve a task. To find
out what makes someone change their mind,
we incorporate various techniques such as neu-
ral text classification and language-agnostic
change point detection. Evaluation of these
methods shows that while the task is not trivial,
the best way to approach it is using a language-
aware model with learning-to-rank training. Fi-
nally, we examine the cues that the models de-
velop as indicative of the cause of a change of
mind.

1 Introduction

Research in group decision-making has shown that
a group that collaborates in order to make a deci-
sion can outperform even the most knowledgeable
individual within it (Mercier and Sperber, 2011).
People engage in discussions in a variety of set-
tings, such as project meetings and study groups.
In these scenarios, people incorporate a variety of
conversational strategies to introduce their ideas
and convince each other of them, aiming ultimately
to reach a consensus. Fundamentally, before com-
mitting to a decision, most of the participants in
a group have different ideas of what the correct
answer might be, but through discussion they are
able to convince each other, and ultimately some of
the participants change their mind. While previous
research has shown that people who reach a consen-
sus tend to perform better at certain tasks (Navajas
et al., 2018; Niculae and Danescu-Niculescu-Mizil,
2016; Concannon et al., 2015), how people reach

a consensus is understudied. Successfully iden-
tifying what makes someone change their mind,
is an important step in studying group dynamics,
persuasion and collaboration.

Figure 1: Sample conversation containing change of
mind and what caused it. Participants are solving the
Wason card selection task, where they should pick cards
with letters and numbers on them.

In this work, we take advantage of a dataset pre-
viously introduced by us (Karadzhov et al., 2021),
which contains group discussions of people solv-
ing a cognitive task. The dataset contains 500 di-
alogues, where people engage in various delibera-
tion patterns to communicate their solution to the
problem. The participants are presented with the
Wason card selection task (Wason, 1968), which
is a classic problem used in the study of decision
making and has been useful in testing the poten-
tial benefits and mechanisms of group discussion
(Maciejovsky et al., 2013). The Wason card selec-
tion task provides a controlled setup with quantifi-
able measures of success and improvement, which
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makes it very suitable for the study of individual
biases and strategies. In the example in Figure 1,
participants engage in a collaborative discussion
where they iterate through 3 different solutions,
where one of the participants changes their mind
twice (in utterances 3 and 6). In the example, con-
versation utterances 2 and 5 are the arguments that
cause that change of mind, and are the target utter-
ances that we would like to predict. Put formally,
in order to investigate what made someone change
their mind in group decision-making conversations
we formalise the task as detecting the utterance
that causes the change of mind (or conversational
turning point, which is used in this paper inter-
changeably).

In this work, we draw similarities between con-
versational turning points and change point detec-
tion. Change point detection investigates when a
change will occur in a stream of data, and is tradi-
tionally applied in domains such as finance (Chen
and Gupta, 1997; Oh and Han, 2001), engineer-
ing (Turner et al., 2013; Lai, 1995), climate data
(Reeves et al., 2007; Khapalova et al., 2018), and
genetics, (Wang et al., 2011; Hensman et al., 2013).
Change point detection is concerned with either
identifying a change post-hoc (offline change point
detection or segmentation), or predicting a change
point before it occurs - online change point detec-
tion (Adams and MacKay, 2007). In this work, we
are concerned with the latter - identifying a change
of mind before it occurs. We are doing this by try-
ing to predict which utterance will cause a change
of mind.

To evaluate our approaches, we develop a frame-
work that quantifies the performance of models for
change point detection in conversations, adopting
practices from previous work (Burg and Williams,
2020). In terms of modelling, we first adapt a
method for Bayesian online change point detection
(Adams and MacKay, 2007), that was previously
used in engineering and finance. This method is
language-agnostic as it ignores any kind of linguis-
tic cues. Next, we explore standard approaches to
text classification as a method for predicting con-
versational turning points, showing that they are
comparable to the language-agnostic models. We
further improve on these methods, by investigating
learning-to-rank training for the prediction of what
causes a change of mind. We demonstrate that by
altering the training procedure and by incorporat-
ing the RankNet loss (Burges et al., 2005), we can

substantially improve over the language-agnostic
and text classification approaches.

Overall, our results demonstrate that the task of
detecting conversational turning points is feasible
but not trivial. Approaches such as bag-of-words,
or a simple all-positive baseline for change point
detection have a performance of 0.18 area under
the precision-recall curve. On the other hand, a
combination of our learning-to-rank model and a
positional prior led to an AUC of 0.25. Finally,
we conclude this study with a qualitative analysis,
where we demonstrate different patterns and lin-
guistic phenomena that may indicate a cause of
change of mind.

2 Related Work

The effect of conversation in group decision-
making has previously been explored in the field
of psychology. Both Navajas et al. (2018) and
Mercier and Sperber (2011) show that there are
conditions where a group of people who collab-
orate on a problem can outperform even the best
individual group member. Moreover, previous re-
search (Navajas et al., 2018; Niculae and Danescu-
Niculescu-Mizil, 2016) has shown that groups of
people who can reach a consensus through discus-
sion have a higher group performance than just
discussing or voting on a solution. Concannon et al.
(2015) has found that disagreement markers at the
beginning of the conversation lead to productive
discussions. Likewise, both De Kock and Vlachos
(2021) and Hallsson and Kappel (2020) study the
effect that disagreement has on constructive conver-
sations, showing how people who are disagreeing
with each other can work together. Therefore, we
hypothesise that it is interesting to study the conver-
sations where someone changes their mind i.e. they
disagreed at first but ultimately reach a consensus.

Other research is concerned with which specific
linguistic phenomena are associated with conver-
sations that can change someone’s mind (or per-
suasive conversations). Zeng et al. (2020) inves-
tigate how topics and discourse change during a
conversation, as well as their contribution to the per-
suasiveness of the conversation. Similarly, Hidey
et al. (2017) analysed the prevalence of claims
and premises in persuasive vs. non-persuasive di-
alogues. Both of these papers leverage the online
forum Change my View, where participants argue
pro and against a certain topic. Unfortunately, the
topics discussed in this forum are open to interpre-
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tation and personal opinion. Therefore, they do
not have a clear quantitative measure of whether
someone changed their mind. Further, while Zeng
et al. (2020) and Hidey et al. (2017) study which
phenomena may indicate that the conversation is
more persuasive, they do not try to predict when
will someone change their mind, and what is the
specific utterance that caused that.

Identifying when a change in a sequence of ob-
servations occurs is traditionally studied in the con-
text of change point detection, in the field of signal
processing (Page, 1954; Truong et al., 2020). For-
mally defined, if we observe a sequence of a vari-
able [x1, x2, ..., xn], a change point occurs when
two adjacent elements of that observation differ
substantially. Another way to define change points
is by treating them as delimiters between different
subsets of observed data. In this work, we adopt a
version of the former definition - we are interested
in the event that causes a subsequent observation
to differ substantially from the previous ones.

In terms of methods, change point detection can
be broadly divided into online and offline meth-
ods. Online methods (Adams and MacKay, 2007)
focus on detecting a change point in a stream of
data, and are evaluated based on the ability to pre-
dict a change point before it occurs (i.e. before the
value changes substantially). On the other hand,
offline (Smith, 1975; Green, 1995) methods by de-
sign work retrospectively on a sequence of data-
points, aiming at solving the task of segmentation.
Offline methods incorporate bi-directional informa-
tion to determine when a change point occurred (i.e.
the data points before and after the change point),
whilst online methods rely only on the observed
information. In this work we focus exclusively on
online change point detection, as we would like to
predict what causes a change before we observe
the change it causes. Arguably, detecting a change
of mind post-hoc should be a more trivial endeav-
our, as s model could learn cues such as agreement
markers or solution proposals.

A different way to approach this would be from
the point of view of survival analysis and reliability
engineering (Read and Vogel, 2016; Diamoutene
et al., 2021; Nikulin et al., 2011). Previous re-
search relies on the concept of hazard function
(also referred to as "time-to-failure") which is de-
fined as the instantaneous risk of an event occur-
ring at a point in time. The premise is that, as more
time passes, the likelihood of an event occurring

increases. Practically speaking, in engineering the
hazard function captures the intuition that as more
time passes since the last maintenance, the likeli-
hood of a breakdown of apparatus increases. We
hypothesise that we observe a similar phenomenon
in conversations – as the dialogue progresses, it is
more likely for a participant to change their mind.

3 Data

In this work, we are investigating what makes some-
one change their mind in group decision-making.
In order to select a dataset to work on, we consid-
ered the following factors:

• The dataset should contain group discussions.

• When engaging in conversation, the group
should collaborate in order to reach a decision

• The conversation should have a quantifiable
measure of success

With these criteria in mind, there are two datasets
that could be used - a corpus of people play-
ing a photography geo-location game (Niculae
and Danescu-Niculescu-Mizil, 2016), or a dataset
of groups playing the Wason card selection task
(Karadzhov et al., 2021). Unfortunately, the for-
mer is not publicly available, so in this work we
focus on the latter. The dataset was introduced by
our previous work (Karadzhov et al., 2021), and
it aims at evaluating how people collaborate and
engage in deliberation (henceforth we refer to it as
DeliData). Each group is presented with 4 cards,
each having a letter or a number on it. Then, the
participants have to answer the question "Which
card(s) should you tern to test the rule: All cards
with vowels on one side, have an even number
on the other" (see Figure 1). The intuitive but
wrong answer to the question is to turn the vowel
and the even number, which is due to confirmation
bias and is the most common answer given to the
task. The correct answer is to turn over the vowel
and the odd number.

In our experimental setup in DeliData
(Karadzhov et al., 2021), we formed groups of 2
to 5 participants, first asking each member of the
group to solve the task on their own. Then all of
the participants engaged in a discussion about the
task, being able to submit intermediate and final
solutions. Each participant, apart from payment
for their participation, was offered a bonus for
submitting the correct solution, i.e. selecting the
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correct cards. A conversation is successful if the
final solutions submitted by each group member
were on average more correct (in terms of number
of cards selected correctly) than the initial ones
before the conversation took place. In DeliData
(Karadzhov et al., 2021), we found that after
discussing the solution, 64% of the groups perform
better at the Wason task, compared to their initial
performances. Moreover, in 43.8% of the groups
who had at least one correct answer as their final
solution, none of the participants had solved the
task correctly by themselves, thus confirming the
hypothesis that groups can perform better than
even the most knowledgeable individual.

Statistics of the DeliData corpus are presented in
Table 1. DeliData contains 500 dialogues, with an
average length of 28 utterances per dialogue. Addi-
tionally, 50 of those dialogues are annotated with
deliberation cues and other conversational phenom-
ena, such as argument structure or when someone
proposes a solution. In this work, we use the solu-
tion proposals as an indication of when someone
changes their minds, thus helping us identify what
made them change their mind. These annotations
were carried out by 3 annotators in a controlled
setting, with a high inter-annotator agreement (0.5-
0.75 Cohen’s kappa).

# of dialogues 500
# of utterances 14003
AVG group size 3.16
# of dialogues with
intermediary submissions 220
# of intermediary and
final submissions 1179
# of annotated dialogues 50
# of annotated change of mind 262

Table 1: DeliData statistics

3.1 Gold data

In order to evaluate what made someone change
their mind, we take advantage of the 50 dialogues
manually annotated by Karadzhov et al. (2021). If
an utterance contains a solution proposal that is
different to the previously proposed solution by
the same participant, it is considered an expression
of a change of mind. Leveraging this annotation,
our gold data is defined as follows: Given an ut-
terance that expresses a change of mind, we select
the last utterance made by a different person as the

Figure 2: Test (left) and weakly supervised training
(right) data for what caused a change of mind. The
circles on the right of each example show the annotation
used in our experiments: + denotes an utterance that
caused a change of mind

utterance that caused this change of mind. In Fig-
ure 2 (left), the 3rd utterance is an expression of a
change of mind, annotated in DeliData. Therefore,
the last utterance not said by participant U1, would
be considered what caused the change of mind.

3.2 Weakly supervised training set

Given that the gold annotated data is limited, we
devised a way to leverage the unannotated data as
a weakly annotated training set. For the 450 unan-
notated dialogues, each participant had to submit
at least 1 solo solution, and 1 final solution. In 220
of these dialogues, at least 1 user had submitted an
intermediate submission, thus we consider these
dialogues as our training data.

Following the approach used for the gold data,
we consider these weak annotations with a similar
rule: for every submission expressing a different so-
lution, we select the last utterance not made by the
same user as the utterance that made them change
their mind. In the example in Figure 2 (right), par-
ticipant U2 made a submission, but because the last
utterance before the submission was made by them,
we mark the utterance by participant U1 as the one
that made them change their mind.

As already mentioned, for this weakly super-
vised data we assume that every time a participant
submits a new solution to the game, it can be at-
tributed to the most recent utterance by a differ-
ent participant. While this is reasonable, the re-
verse is not true - we can’t be sure that if someone
changed their mind, they submitted a new solu-
tion. Hence there will be utterances that could
have caused a change of mind, but are not anno-
tated as such. Therefore in our training protocol we
take into account this limitation by proposing the
learning-to-rank training described in Section 4.3.
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4 Models

4.1 Language-agnostic models

First, we consider modelling options that do not
utilise the language directly, but rather rely on
proxy signal to predict when a change point would
occur. In particular, we investigate 3 variants for
language-agnostic change point detection - Haz-
ard Function, Sequence length probability, and
Bayesian Online Changepoint Detection (Adams
and MacKay, 2007).

4.1.1 Hazard Function
The hazard function encapsulates the intuition that
an event is more likely to occur the more time
passes. It is defined as the probability of an event
happening now, divided by the sum of probabilities
of the event happening in the future. To calculate
the hazard function we use Equation 1, where Tcp
denotes the number of time steps since the last
change point, and P (XTcp = CP ) is the prob-
ability of change point occurring at time step T :

H(Tcp) =
P (XTcp = CP )
∞∑

t=Tcp

P (Xt = CP )

(1)

In the calculation of the hazard function, we con-
sider only the distance from the last change point,
thus disregarding information at what point of the
conversation we are. Essentially, every time a
change point occurs, the function starts over. For
example, if a change point occurs in the 9th utter-
ance of a conversation, the probability at the 10th
utterance would be the same as in the first utter-
ance.

4.1.2 Sequence length Probability
Recognising that it is important to model not only
the information since the last change point, but
to also consider information about how many ut-
terances have been exchanged in the conversation
as a whole, we propose an alternative model - se-
quence length probability. The assumption behind
this method is that conversational turning points are
more likely to occur at certain time steps in a con-
versation. For example, people may change their
minds more at the end of a conversation rather than
just after the first few utterances. This approach
estimates the likelihood of encountering a change
point at a specific time step since the beginning of
the observed process. To model that, we calculate

what is the chance for a change point occurring at
time step T .

4.1.3 Bayesian change point detection
Adams and MacKay (2007) proposed a Bayesian
approach to modelling when a change point would
occur. Their method performs a prediction based
on two variables - time since the last change point
(similarly to the hazard function) and an observed
variable at each time step. In the case of the Deli-
Data dataset, we extract the observed variable from
a method we call solution tracker, which gives
an estimate what is the group’s performance at ev-
ery utterance. The solution tracker keeps a record
of the solution proposed by each participant and
then averages their individual score to calculate
the group performance. The solution tracker first
records each of the participants’ solo submission.
After the group phase starts, every time a partic-
ipant mentions one of the 4 cards or the words
’all’ and ’none’, the solution tracker recalculates
participant’s individual score, as well as the ag-
gregated group performance. The solution tracker
incorporates a fairly simplistic rule-based approach
to tracking solutions, and is thus imperfect. Never-
theless, it is a reasonable measure to track as it is a
proxy for team performance.

Following the approach introduced by Adams
and MacKay (2007), we are interested in two prob-
abilities - the growth probability, indicating that
a change point will not occur in the next time
step (Equation 2), and the change point probability,
showing that a change point would occur (Equa-
tion 3).

P (XT+1 ̸= CP ) =

Pr(T − 1)π
(r)
T (1−H(rt−1))

(2)

P (XT+1 = CP ) =∑
rt−1

Pr(t− 1)π
(r)
t H(rt−1)

(3)

These probabilities are computed using:

• Pr(t−1) - run length estimation, which is the
probability of the length of the run since the
last change point, given the observed data and
the current time step

• π
(r)
t = P (X1..Xt) - predictive probability, i.e.

how likely is to observe a specific sequence
of values
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• H(rt−1) - hazard function, as described in
section 4.1.1 and equation 1

It is important to note that Adams and MacKay
(2007) consider the model parameter before and
after the change point as independent of each other,
thus any positional information is lost.

4.2 Text-based Models

We recognise that the output of the solution tracker
is unlikely to contain all the information needed to
determine whether an utterance would cause some-
one to change their mind, hence we experimented
with linguistic models to perform this prediction.
We use a neural network, where the input is the last
two utterances of a certain time step in a conversa-
tion, and the predicted output is whether or not we
will encounter a change of mind in the next time
step. Henceforth we will refer to this model as the
linguistic model.

4.3 Learning to rank training

Given that changes of mind are often not stated by
the participants, we presume that the annotation of
the utterances that causes them would be incom-
plete, and we will be dealing with a lot of false
negatives in the training. Thus, we propose to use
learning to rank as follows: given a pair of inputs,
one that is annotated as a cause of a change of mind
and one that is not, we use the model to score the
positive input higher than the negative one. In other
words, even if both of the inputs are predicted as
not causing a change of mind, we adjust the loss
so that the positive sample should be ranked higher
than the negative one.

Since the positive class is substantially less
prevalent than the negative (most utterances do
not change minds), we only need as many negative
samples as there are positive ones to construct the
positive-negative pairs. To do this, we devise the
following algorithm:

• For each positive input (an utterance causing a
change of mind) in a dialogue, we select a ran-
dom negative input from the same dialogue.

• When selecting a random negative input, we
consider those that are with a distance greater
than 2 utterances from the nearest change
point. This allows us to select safer negative
inputs, as opposed to those that might carry a
partial signal of the cause of change of mind.

• For every training epoch we change the ran-
dom seed for the selection of the negative sam-

ple while keeping the same positive samples.
Using this algorithm, the positive samples are

consistent throughout the training, while we vary
the negative ones.

Having this training procedure, we consider
RankNet loss (Burges et al., 2005), presented on
Equation 4, which is a modified logistic function
on probabilities from Baum and Wilczek (1987).
This loss provides a probabilistic ranking cost func-
tion, which relies only on the difference between
the positive and the negative samples.

C(pos, neg) = 1− e(pos−neg)

1 + e(pos−neg)
(4)

The inspiration for this type of training was drawn
from a different area in machine learning research -
recommender systems. There, a single user will in-
teract with a limited number of items from the pool
of available ones. For even fewer of those, the user
would have provided positive feedback. Therefore
there will be items that the user would like to see
more of, but they have not provided positive feed-
back, hence having incomplete annotation. When
detecting a cause for a change of mind, we observe
similarly incomplete annotation - not every time
someone changed their mind, they have expressed
it in the conversation explicitly, and thus we can-
not label which utterance would be the cause for
that change of mind. However, similarly to recom-
mender systems, positive feedback while rarer is a
strong indication of when a change of mind occurs.
Therefore, in this work, we propose to approach
the task of predicting conversational turning points
using a learning to rank training objective, rather
than as standard classification.

5 Evaluation

Figure 3: Four scenarios for change of mind evaluation.
Blue stars denote the gold labels, while the triangles
show the predicted values. With green borders and
triangles, we show where the predicted and gold values
match, and with red where we have an inaccuracy.
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In this work, we devise a novel way for evaluat-
ing what caused a change of mind. We propose 3
key properties that our evaluation method should
exhibit (with corresponding examples on Figure 3):

• The method should reward exact matches,
i.e. when the gold and the predicted cause
of change of mind align perfectly. (Scenario 1
on Figure 3)

• In cases where we observe a cluster of causes
of changes of minds, we would like our
method to (i) give full credit if we predict
at least 1 of the gold utterances in the clus-
ter, and (ii) if we predict all of them, to not
"inflate" the score, giving full credit for each.
An example of that is presented in Figure 3,
scenario 2 – the gold and the predicted la-
bels are clustered and aligned. Given that we
have alignment between the two clusters, the
method should count this as 1 true positive.

• In order to provide a more relaxed evaluation,
our method should allow for small-margin er-
rors. Given the length of each dialogue, we set
the margin to 1. That said, we should count a
true positive for off-by-one errors before the
cause of change of mind (scenario 3), but the
method should not allow for off-by-one errors
after the gold label (scenario 4).

Given these desiderata, we consider how previ-
ous work evaluates change point detection methods.
One approach (Killick et al., 2012) is to evaluate
such methods as a regular machine learning model -
the predicted and gold events should match exactly,
in order to count the change point as true posi-
tive. This would cover scenario 1 (exact match),
will count 2 true positives and 1 false negative for
scenario 2 (cluster match) and will count the off-by-
one predictions as errors. Some approaches (Martin
et al., 2004) for change point detection evaluation
recognise that nearly predicting a change point is
good enough in practice, thus allowing for off-by-
one errors. In Figure 3, both scenarios 3 and 4
are concerned with off-by-one errors, and previ-
ous work would categorise both of these as true
positive, which would be incorrect (as we are not
allowing off-by-one errors after the gold label).

Taking into consideration the desired properties
of our evaluation method, as well as the limita-
tions of previous research, in this work we use the
following evaluation procedure:

1. We identify all clusters in the predicted and
in the gold sequences, by grouping instances

that are consecutive.
2. We perform alignment to identify which clus-

ters overlap. We consider 2 clusters aligned if
they overlap by at least 1 element.

3. We identify all matches between the gold and
predicted pairs. If we encounter a gold label
or cluster of labels, we check the prediction
at the current and the previous time steps. If
there is a match, we consider this pair a true
positive.

4. After we iterate through the gold-prediction
sequences, we mark every gold utterance that
was not matched to a prediction as a false
negative. Likewise, every predicted utterance
that did not match a gold label, is considered
a false positive.

Given this training procedure, we are able to
have a list of true positive, false positive and false
negative cases for our test set, allowing us to calcu-
late class measures such as area under the precision-
recall curve, and break-even precision-recall point.

6 Experimental Setup

Using the gold and the weakly supervised sets in-
troduced in section 3, we train all of our models
with the following setup. All models are trained on
the 220 dialogues from the weakly supervised set.
The 50 gold annotated dialogues are split into test
and validation sets, of 40 and 10 dialogues respec-
tively. The validation sets are exclusively used for
model selection of the text-based models.

To train the linguistic and learning-to-rank mod-
els, we used a similar training setup. Both models
embed the input using the BART embedding layer
(Lewis et al., 2019). Following, we added two fully-
connected layers with size of 1024 and 0.3 dropout
between each of the layers. Finally, we use a simple
sigmoid function to perform the final classification.
Both models are trained using a batch size of 32 us-
ing the Adadelta optimizer (Zeiler, 2012) and were
trained for 100 epochs, saving the iteration that has
the best area under the precision-recall curve.

7 Results

On Table 2 we compare all of the models intro-
duced in section 4, together with two baseline mod-
els. As a naïve baseline, we predict that every
utterance in the conversation will lead to a change
of mind. Also, we use off-the-shelf text classifi-
cation methods, to provide a basic baseline for a
linguistic model, namely a bag-of-words approach,
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Model Micro AUC Macro AUC Cutoff
Baseline: All positive 0.07 0.07 N/A
Baseline: Bag of Words 0.19 0.20 0.21
[1] Hazard Function 0.16 0.17 0.16
[2] Sequence Length 0.17 0.17 0.20
[3] BOCP (Adams and MacKay, 2007) 0.18 0.21 0.22
[4] [2] + [3] 0.21 0.23 0.26
[5] Linguistic Model 0.20 0.20 0.23
[6] Linguistic Model + [4] 0.22 0.22 0.24
[7] Linguistic Model (Learning to Rank) 0.23 0.26 0.24
[8] Linguistic Model (Learning to Rank) + [4] 0.25 0.26 0.30

Table 2: Evaluation of different methods for detecting what causes a change of mind in group discussions

paired with a Random Forest classifier (Ho, 1995).

We use 3 evaluation measures to compare the
models - micro (utterance level) and macro (di-
alogue level) averaged area under the precision-
recall curve, and the precision-recall cutoff point -
the point where the precision and recall are equal.
The reason to use these evaluation measures is
three-fold. First, since change point detection typ-
ically deals with very imbalanced data, we need
measures that are robust when the class of interest
is under-represented. When dealing with heavily
skewed data, Davis and Goadrich (2006) argue that
the area under the ROC curve gives an overly opti-
mistic estimate of the performance, and thus area
under the precision-recall curve is a more appro-
priate measure. Secondly, while evaluating our
models, we noticed that different models have dif-
ferent precision and recall characteristics. For ex-
ample, some of our models had very high precision,
or very high recall, whilst producing comparable
F-measures. In order to give a fairer comparison
of the overall model performance, we report the
micro- and macro- average area under the precision-
recall curve. Finally, while area-under-the-curve
gives a good estimation of performance, it doesn’t
give a lot of intuition of how the model will per-
form in terms of precision and recall when used
in a practical setting. Thus, we also report the
precision-recall break-even point to show the rela-
tive predictive power of each model.

In Table 2 we show that all of the methods out-
perform the "all positive" baseline. That said, us-
ing the hazard function and the sequence length
probability by themselves are the worst perform-
ing methods. Better performance is achieved by
using a more sophisticated language-agnostic mod-
elling, the Bayesian online change point detection
(BOCP) (result 3). This approach takes into ac-
count the hazard function as well as a proxy for

conversation performance, thus allowing for better
modelling. While these approaches are reasonable,
they are unable to capture language such as the
arguments being made, which may cause lower per-
formance. Interestingly, the bag-of-words model
performs similarly to the significantly larger neural
linguistic model which is trained on top of BART
(Lewis et al., 2019) (result 5).

The best performing stand-alone model is
achieved by training the linguistic model in a
learning-to-rank setup (result 7), achieving Micro
and Macro averaged AUC of 0.23 and 0.26 respec-
tively.

Further, we experimented with combining
language-independent and language-agnostic mod-
els. In the context of this paper, we incorporated a
simplistic combination - if either of the combined
models predicts a conversational turning point we
consider this as a positive signal. Analysing the
results, we observe that incorporating the sequence
length and the BOCP (Adams and MacKay, 2007)
with all linguistic models can yield a substantial
improvement. By combining the sequence length
with the Neural Learning-to-Rank model, we im-
prove the performance to 0.25 micro AUC and 0.30
P-R break-even point.

In summary, while the neural models provide
good stand-alone performance, they don’t capture
all of the information required for a prediction of
a conversational turning point. Namely, a substan-
tial signal is carried by a positional information
of where you are in a dialogue (captured by the
sequence length probability), as well as patterns
in how people discuss solutions (Bayesian online
change-point detection).

8 Qualitative Study

In order to gain some understanding of how each
of the methods works, we qualitatively evaluate
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models’ predictions. Full conversation and model
predictions are presented in appendix A. We use
LIME (Ribeiro et al., 2016) to find out which words
are indicative for the positive predictions. We in-
corporated LIME’s to explain the prediction of the
positive (cause of change of mind) class. The way
method works is by first randomly perturbing fea-
tures from the input, and then by learning linear
models on the neighbourhood data to explain the
label of interest. Using this workflow, we extracted
common words for each of the methods and for the
rest of the section we present some of the findings.

If we consider a pair of utterances that contain
group interaction in the form of user mention: “utt1:
<MENTION> any ideas ? utt2: but then again most
people get this wrong then it cant be as easy as we
think surely”. Here both the bag-of-words base-
line and the neural linguistic model classified the
second utterance as a cause of change of mind. In-
terestingly, the models gave weight to different fea-
tures. The bag-of-words identified words such as
“easy”, “people” and “wrong” as important, which
are part of an argument. On the other hand, the neu-
ral linguistic model put by far the highest weight
on the participant mention, which is not related to
the task at hand, but rather to the group dynam-
ics. This observation is also supported by previous
research (Niculae and Danescu-Niculescu-Mizil,
2016; Woolley et al., 2010), which argues that
group dynamics play important role in collabora-
tion.

Looking into the cases where one of the models
predicted a cause of change of mind one utterance
before the cause (as we allow for off by 1 errors),
we consider the following pair of utterances: “then
yeah we d have to make sure two vowels or two even
numbers appear <SEP> so i think you’d just need
to turn over <CARD> and <CARD>”. Here the
neural learning-to-rank model, predicted a cause
of change of mind, and some of the words with
the highest weight were “odd”, “turn”, and “need”.
We hypothesise that the model learned to recog-
nise argument markers as suggestive for a cause of
future change of mind. Similarly, in the example
“<CARD> is not an even we know tat <SEP> that*”
the learning-to-rank model put higher weights on
the words “even”, <CARD> and “know”.

Generally, the qualitative analysis shows that our
best model (learning-to-rank) learnt to recognise
argument cues as indicative of a conversational
turning point. The model identified words that are

related to the task such as card mentions or specific
terms of the Wason card selection task. That said,
this could be a drawback - it is unclear how such
models would perform for a different task, where
the vocabulary is substantially different.

9 Conclusions

In this work, we investigated methods for detect-
ing the utterances that make someone change their
mind, in the context of a recently introduced dataset
containing group discussions of people collaborat-
ing to solve a task. We demonstrate that the best
performance is achieved by combining a text-based
model with a language-agnostic ones (such as po-
sitional information). In future work, we want to
leverage the proposed approach to develop a system
that can generate utterances that cause a change of
mind in order to enhance group decision-making.
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A Dialogue example and model
predictions

Utterance Gold OCP Hazard SeqLen Ling BoW L2R
What did you guys say was the answer ? 1 0 0 0 1 0 0
<CARD> is not an even we know tat 0 0 0 0 0 0 0
that * 0 0 0 0 0 0 1
i put <CARD> and <CARD> , you ? 1 0 0 0 0 0 0
<CARD> , <CARD> and <CARD> 0 0 0 0 0 1 0
Why did you think it was n’t <CARD> ? 1 1 0 0 0 0 0
i chose all 4 cards so clearly mine was n’t the one 0 0 0 0 0 0 0
Urm i m thinking 0 0 0 0 0 0 0
It might be right , we need to discuss 0 0 0 0 0 0 0
what do they exactly mean by turn 0 0 0 0 0 0 0
turn over ? 0 0 0 0 0 0 0
yeah 0 0 0 0 0 0 0
I assumed so 0 0 0 0 0 0 0
So what reasoning did you guys use for the cards you
picked

0 0 0 0 0 0 0

they said most peope get this wrong so i m just won-
dering if they are trying to be cheeky by rotating them

0 0 0 0 0 0 0

why did you guys put your answers down ? 1 0 0 0 0 0 1
No , I think it means turning them over like onto the
other side

0 0 0 0 0 0 0

Okay , I thought we need <CARD> because we need
to see if there is a vowel on the other side

0 0 0 0 0 0 1

The same for <CARD> but the other way around 0 0 0 0 0 0 0
yeah makes sense 1 0 0 0 0 0 0
And <CARD> to see if the ’ All ’ section of the
statement is correct

0 0 0 0 1 0 1

<MENTION> any ideas ? 0 0 0 0 0 0 0
but then again most people get this wrong then it cant
be as easy as we think surely

1 0 0 0 1 1 0

Probably not 0 0 0 0 0 1 0
So do we think we should flip <CARD> ? 1 0 0 0 0 0 0
then yeah we d have to make sure two vowels or two
even numbers appear

0 0 0 0 0 0 1

so i think you d just need to turn over <CARD> and
<CARD>

0 0 0 1 0 0 1

Why not <CARD> ? 1 0 0 0 0 0 0
yeah and <CARD> like you said 0 0 0 0 0 1 0
i m happy with that if you guys are 0 0 0 1 1 0 0
I am 0 0 0 0 1 1 0
yeah m happy with that 0 0 0 0 0 0 0
i m * 0 0 0 0 0 0 0
So <CARD> , <CARD> and <CARD> ? 1 0 0 0 1 0 1
<CARD> , <CARD> & <CARD> 0 0 0 0 0 1 1


