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Abstract

In this paper, we introduce and justify a new
task—causal link extraction based on beliefs—
and do a qualitative analysis of the abil-
ity of a large language model—InstructGPT-
3—to generate implicit consequences of be-
liefs. With the language model-generated con-
sequences being promising, but not consis-
tent, we propose directions of future work, in-
cluding data collection, explicit consequence
extraction using rule-based and language
modeling-based approaches, and using explic-
itly stated consequences of beliefs to fine-tune
or prompt the language model to produce out-
puts suitable for the task.

1 Introduction

Natural language processing can successfully cap-
ture the causal dynamics present in many complex
systems. This type of automated extraction is par-
ticularly useful for computational modelers, who
may be faced with a large and complex domain
literature that cannot be easily summarized by hu-
mans. Information extraction systems like Eidos
(Sharp et al., 2019) can help modelers build skele-
ton models of causes and effects present in systems
by extracting causal links that exist between entities
and processes.

While many causal dynamics are mechanistic,
such as water level driving crop yield, other dy-
namics are driven by subjective factors, such as the
political beliefs of a population driving their deci-
sions to wear masks. Extracting these dynamics
comes with two challenges: Extracting the beliefs
and consequences present in the text, and inferring
implicit consequences of beliefs. For example, the
following sentence contains both a belief and an
explicit consequence:

1. Peanut and maize are generally sown after a
few big rains when farmers believe that the
rainy season has really started.

The above sentence can be represented by a binary,
directed causal link, where the first node is the be-
lief about the rainy season and the second node is
the consequence of the belief (crop sowing). How-
ever, the consequences of beliefs are frequently
implied, such as in the following sentence:

2. Also use of chemicals and machinery on their
paddy field is often considered undesirable.

To a human, the obvious consequence is that the
farmers will not use chemicals, but the text does not
explicitly state this. A modeler wants to generate
causal belief-consequence pairs from a large litera-
ture without annotating every implicit consequence;
thus, methods of automating belief extraction ought
to account for implicit consequences.

In this paper, we address the problem of extrac-
tion of beliefs and their consequences with a novel
extraction + generation approach. We first extract
beliefs using an event extraction grammar; and we
then use text generation with large language mod-
els (LM) to generate possible consequences of the
extracted beliefs when no consequence is stated in
text. We expect that given a belief and its context,
there is only a limited number of possible conse-
quences humans can infer. For the consequence
generation approach to be considered successful,
we want machine-generated consequences to match
those produced by humans—that would be an indi-
cator that generated beliefs are indeed relevant for
the model.

With this work, we make the following contribu-
tions:

• We define a new task—causal link extraction
based on beliefs—which can be used to en-
rich models with subjective beliefs of local
populations.

• We conduct a qualitative analysis of auto-
matic consequence generation. We find that
InstructGPT-3 model (Ouyang et al., 2022),
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which we use, is able to produce consequences
relevant to beliefs, but does not seem to make
consistently relevant predictions.

• We propose the next steps for this project,
which include collecting and annotating data
for the task, explicit consequence extraction,
and using explicitly stated consequences for
fine-tuning or prompting language models to
make their outputs consistently relevant for
the task.

2 Related Work

2.1 Modeling causality.

Causality modeling is a popular area of investi-
gation thanks to its usefulness for multiple ap-
plications, e.g., question answering (Sharp et al.,
2016). Both rule-based approaches (e.g., Sharp
et al., 2019) and deep learning approaches (Li et al.,
2021) have been proposed. We are not aware of
any other work that investigates causal links rooted
in beliefs.

2.2 Rule-based extraction.

Rule-based approaches have been shown to be pow-
erful and robust, e.g., by Valenzuela-Escárcega et al.
(2015) with their rule-based information extraction
framework Odin. The framework allows for both
surface and syntactic dependency-based rules and
has been successfully used for extracting informa-
tion in several projects, including protein interac-
tion extraction (Valenzuela-Escárcega et al., 2018)
and causal events extraction (Sharp et al., 2019).

2.3 Automatic text generation

Most recently, OpenAI released models that were
trained to allow for human-augmented text genera-
tion, in which the user can provide the model with
prompts either defining the task or providing ex-
amples to the model to demonstrate the task in a
few shot setting (Ouyang et al., 2022). We use this
model in our experiments.

3 Procedure

We automatically extracted beliefs from a col-
lection of documents—scientific publications and
reports—related to agriculture and social norms of
Senegal. We then double-annotated fifty of those
beliefs with whether or not their consequences were
explicitly stated in one-sentence and one-paragraph

- name: belief-rule
label: Belief
type: dependency
pattern: |
trigger = [lemma=/consider/]
believer:Agent = /nsubj/
belief:Proposition = /xcomp/

Figure 1: A sample rule for extracting beliefs imple-
mented using the Odin information extraction frame-
work (Valenzuela-Escárcega et al., 2015)

context windows. When there was no explicit con-
sequence stated, the annotators provided the con-
sequences they believed to be fitting based on the
belief and one paragraph-long context. We also
compared human-generated implicit consequences
with those generated by the InstructGPT-3 model
(text-davinci-001 in the API) (Ouyang et al., 2022).

3.1 Belief and Explicit Consequence
Extraction

For extracting beliefs, we converted PDF files to
text files using the pdfminer.six package and used
the Odin rule-based information extraction frame-
work (Valenzuela-Escárcega et al., 2015) for extrac-
tion. Using the framework, we wrote a grammar
based on a set of triggers indicating beliefs, e.g.,
think, believe, consider, etc, and extracted events
with believer (optional) and belief arguments. A
sample rule is in Figure 1. We excluded beliefs
of the author of the documents and only extracted
reported beliefs (Prabhakaran et al., 2015)—in our
case those are the beliefs of the local population.

Explicitly-stated consequences can be extracted
using a rule-based approach like we do with beliefs.
While the rule-based framework that we use sup-
ports same sentence extraction with cross-sentence
coreference resolution, to extract consequences
across sentences, the framework will need to be
expanded. We leave the task of extracting explicit
consequences to future work.

3.2 Implicit Consequence Generation

For the beliefs that are not accompanied by explicit
consequences, we generated consequences using
the InstructGPT-3 model (Ouyang et al., 2022). We
primed the model with six few-shot examples with
the following structure: "Belief: <text of belief
extraction> Consequence: <text of a possible con-
sequence>", e.g.:
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3. Belief: Rice grown in the dry season produced
higher yields and was perceived to have lower
risks.
Consequence: Farmers may not need to buy
insurance for rice grown during the dry sea-
son.

For creating the prompts, we used beliefs that
were automatically extracted from text. The conse-
quences in the prompts were either taken directly
from text or were created by the authors to match
the task. Both beliefs and consequences taken di-
rectly from text were edited slightly for clarity.
Additionally, we experimented with providing the
model with fewer examples (two and four in addi-
tion to six as discussed above) and also prompting
the model to generate a consequence by using a
discourse marker That’s why without including any
belief-consequence pairs as examples. We did not
do any prompt tuning.

3.3 Evaluation
We do a qualitative analysis of human and machine-
generated implicit consequences. For every belief,
we manually inspect the two consequences pro-
duced by the human annotators and judge them to
be the same if there is an overlap in context even
if the form—the exact wording—is different. For
automatically-generated vs. human-generated com-
parison, we consider the generation successful if at
least one out of three automatically-generated con-
sequences overlaps with at least one of the human-
generated consequences.

Additionally, we evaluate the quality of
automatically-generated consequences in terms of
their relevance to the belief prompt, regardless of
their similarity to human-generated consequences.

4 Results and Discussion

Based on the comparison of two sets of annotations,
we see that a large number of beliefs do not have
associated explicitly-stated consequences: the two
annotators judged an average of 72% of the 50 be-
liefs annotated to not have consequences explicitly
stated within the same sentence and an average of
49% to not have them within the one paragraph
context window. These results indicate that both
extraction and generation have to be included in
the approach.

Analyzing the 18 beliefs that both annotators
agreed did not have explicitly stated consequences,
we see that, as expected, annotators tend to agree

Condition Overlap
two annotators 13 (72%)
GPT-3 and one annotator 12 (66%)
GPT-3 and both annotators 9 (50%)

Table 1: Overlap in content between different conse-
quences produced (based on 18 beliefs with no conse-
quences explicitly stated in text).

on possible consequences of beliefs: for 72% of be-
liefs, human annotators produced potential conse-
quences with similar content (Table 1). We also see
that there is promise for generating consequences
using large language models: the GPT-3 model can
produce consequences that match those produced
by human annotators:

4. Belief: Planners and technicians feel that the
development of irrigation systems could offer
a solution to the crisis in food production in
Africa.
Annotator 1: Planners and officials will in-
vest more in the development of irrigation sys-
tems.
Annotator 2: They should develop irrigation
systems.
GPT-3: Planners and technicians focus on
the development of irrigation systems.

However, while producing some consequences
that overlap with those produced by human annota-
tors (Table 1), GPT-3 also generates text that, while
thematically relevant to the prompt, does not consti-
tute a successful consequence generation. To eval-
uate consequence generation independently from
that done by human annotators, we analyze 54 GPT-
3-generated consequences (three per each of the 18
beliefs with no explicit consequences) for whether
or not they are appropriate for the corresponding
beliefs. We judge 40 of the GPT-3-generated con-
sequences (74%) to be possible consequences for
the given belief prompt.

The quality of several consequences generated
for each belief is not necessarily consistent. As
seen from Table 2, for a given belief, all, some, or
none of the three generated consequences can be
appropriate. This poses a potential issue for down-
stream tasks in how there is no way to verify that a
correct prediction was generated or selected from
several generated predictions. We see several ways
in how this could be addressed. First, we believe
that with additional training using a dedicated data
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Condition Count
all correct 8
a mix of correct and incorrect 7
all incorrect 3

Table 2: Counts of beliefs for which all three generated
consequences were correct, some were correct, or none
were correct.

set, consequences of beliefs can be generated more
consistently. Second, following Lu et al. (2021),
we could apply logical or lexical constraints on the
decoding side. Third, with several consequences
generated, we may be able to assign higher weights
to consequences that overlap in content with the
other consequences generated for the same belief.
Finally, this approach can be used for augmenta-
tion, not automation of some human efforts, e.g.,
modeling, in which case the domain expert will be
able to evaluate produced belief-consequence pairs
before using them.

Some of the error types observed among the 54
consequences generated by the GPT-3 model in a
few-shot setting and example sentences to illustrate
the error types are in Table 3. The counts of the
error types are in Table 4. We note that for this
analysis, not all error types necessarily disqualify
a prediction from being a possible consequence.
For instance, in the following example, while the
specific dollar values make us judge the generated
text to be too specific, a budget increase is indeed a
possible consequence of a decision to rehabilitate
the land:

5. Belief: [...] personnel believe that up to an
additional 60,000 ha could be rehabilitated.
Consequence: They recommend an increase
in the annual budget for rehabilitating
degraded lands from $10 million to $15
million.

In our experiments, we also see that providing
examples to the model is crucial. In a zero-shot
setting (i.e., with no belief-consequence examples
provided to the model), the model did generate
some propositions that could be seen as appropriate
consequences for given beliefs. However, in this
setting, in most cases the model also continued gen-
erating text until the word limit was reached. This
was not the case for the majority of consequences
generated in the few-shot setting: following the for-
mat of the provided examples, the model stopped

generating after one sentence. Moreover, without
explicit examples provided to the model, the gener-
ated text tended to contain information that was too
specific to count as a successfully generated conse-
quence. This included people’s or company names,
hot political topics (see example 6), or conversation
markers (see example 7).

6. Belief with a prompt: [...] centers are often
considered the best private family planning
clinics. That’s why
Consequence: the Trump administration’s
proposed rule to cut $300 million in Title X
family planning funding is so alarming. Title
X

7. Belief with a prompt: people believe that
their hard work in the rice paddies is part of a
covenant with their supreme deity. That’s why
Consequence: they work so hard." "I see.
So their hard work is a form of worship."
"Exactly

We do not observe major differences between
providing two vs. four vs. six examples to the
model.

5 Future Work

To address the issues with GPT-3 generations dis-
cussed in the paper, in future work, we want to
explore the possibility of using explicitly stated
consequences as data to improve explicit conse-
quence generation by large language models, both
for fine-tuning and as few-shot examples.

For extracting explicit consequences, we will be
exploring expanding the current rule-based frame-
work to cross-sentence extractions as well as using
GPT-3 text generation for event extraction. With
the latter, the task can be framed in the follow-
ing way: given a belief and its context, the model
should produce the text that matches the text span
that indicates the consequence of the belief.

For both these directions, we need to have a
corpus of belief-consequence annotations, which
means we will be conducting an annotation exer-
cise. This will also help us support our findings
regarding distributions of explicit and implicit con-
sequences as well as the ability of human annota-
tors to infer implicit consequences based on the
belief and its context.

162



Belief Consequence Error Type
1. women unanimously believe their

work to be profitable and well worth
pursuing.

Women continue to engage in em-
broidery work.

too specific

2. Mothers also believe that a child
does not need to eat solid food be-
fore 8 months.

Breastfeeding rates are low in the
study area.

contradiction

3. farmers strongly feel that increased
bird pressure intensity with result-
ing higher bird damages are the
main reason for these lower yields
in 2006.

Farmers stop growing rice. wrong focus

4. gifts, financial support, and physical
attention are themselves considered
important demonstrations of roman-
tic love.

Men in this culture often give gifts,
offer financial support, and provide
physical attention to more than one
woman at a time.

unsubstantiated
consequence

5. personnel believe that up to an ad-
ditional 60,000 ha could be rehabili-
tated.

The additional 60,000 ha will not be
rehabilitated.

wrong polarity

6. use of chemicals and machinery on
their paddy field is often considered
undesirable.

Use of chemicals and machinery on
their paddy field is often considered
undesirable.

restatement

Table 3: Some of the error types observed in belief consequences generated by GPT-3.

Error Type Count
too specific 9
contradiction 3
wrong focus 2
unsubstantiated consequence 1
wrong polarity 1
restatement 1

Table 4: Some of the error types and their counts ob-
served observed in the 54 consequences generated by
GPT-3 for the 18 beliefs (three consequences generated
per belief).

Finally, we want to use belief-consequence pairs
to build cognitive models of decision-making, e.g.,
modeling how a belief about rains causing crop
damage might cause the believer to harvest early.

6 Conclusion

In this paper, we introduce the task of causal link
extraction based on beliefs. We propose an ap-
proach for the task that combines extraction and
generation, and provide a small-scale, qualitative
analysis of a large language model performance
on the task. Additionally, we outline directions of
future work.
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